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From equilibrium to nonequilibrium statistical mechanics.

Phase transitions and the Fourier law

Errico Presutti
INFN

Abstract. These are the notes of my lectures at EBP, August 2013. I have
added some proofs which being of more technical nature have been omitted
in the talks. The notes and the lectures are based on a course on atomistic
and continuous descriptions of matter which I gave a few years earlier in
Sperlonga, Italy. In the present notes, I have tried to underline the more prob-
abilistic aspects of the theory.

I am afraid I have not been able to reproduce in the written notes the very
lively atmosphere of the talks. Many old friends of mine were attending the
lectures and helped me a lot with questions, comments and criticism, it was
a pleasure for me to speak at EBP and I hope also the audience enjoined all
that. In particular, I want to renew my deepest thanks to Stefan Luckhaus who
is undoubtedly the best help for a speaker to have in the audience.

These notes are divided into four chapters, like in the lectures I have
mostly avoided proofs trying to give qualitatively the main ideas of the the-
ory. The only exception is in the second lecture of these notes where I have
given more details on the proof of phase transitions in the canonical Ising
model. This partly for completeness and partly because I have been asked by
several people for details after the talk.

I am not very good with bibliography so I just quoted some of the papers
I am most familiar with, the reader will forgive me, I hope, for the many
omissions.

I conclude these preface by renewing my warmest thanks to the people
who attended EBP and in particular to Maria Eulalia Vares for inviting me at
EBP, for the nice words when she introduced my lectures but especially for
the very long friendship (in the past and hopefully in the future).
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1 Lecture 1

Ideas, methods and techniques of probability theory have an important role in

physics and in particular in statistical mechanics. They have also important ap-
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plications in PDEs, in calculus of variation and in many other branches of mathe-
matics, their influence is also evident in many applications to biological and social
models. I will try in these lectures to underline some of these aspects discussing
equilibrium and nonequilibrium problems in Statistical Mechanics.

In these lectures, I will concentrate on some very special topics and by no means
the reader should regard the following notes as a text of Statistical Mechanics. In
the first part devoted to equilibrium, I will focus on phase transitions, one of the
most striking aspects of the theory which has been and still is object of intensive
research.

Let me start with some examples from different contexts just to give the flavor
of what we are going to do. The first one is a classical problem in probability.
Consider a sequence of i.i.d. random variables x; with mean zero. Call their partial
sum

N
Sy ZZX,'.

i=1

Leta >0,0 <& <o and
S
pe,a,N=P[WN€(a—6,a+8)]-

Which are the typical sequences which realize the above large deviations event
in the asymptotic when N — oo and after ¢ — 0?7 We may imagine two possible
scenarios: in the first one most x; contribute with a positive bias, in the second one
just a few x; are responsible for the deviation while the others behave “normally”.
Which one of the two scenarios appears depends on the tail of the distribution of
the variables.

Similarly in an economic context, the question is whether some additional
“wealth” is redistributed among all individuals or it goes to just a few of them
(as it often seems to be the case). Going back to physics consider an elastic bar
that we pull at the extremes trying to elongate it. The deformation looks homo-
geneous when strain and stress are small, but if we pull too hard anelastic effects
become eventually important and the bar breaks: instead of being deformed ho-
mogeneously, there is a large deformation somewhere (a fracture) while elsewhere
the bar is essentially at rest.

Consider two populations which live in an environment which is rich. They will
then grow in harmony till when the resources are no longer sufficient and a conflict
erupts with one of the two growing at the expenses of the other.

We are now ready for phase transitions! It is far from intuitive (and against
philosophical theories of the ancient times) that gas, liquid and solid are only
“accidental” attributes of matter, the same substance (same atoms and molecules)
may appear in its solid liquid or vapor phase by changing the external conditions;
you may change dress but you are still the same person. We know from physics
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Figure 1 The P-T (pressure—temperature) phase diagram of a simple fluid.

(see, e.g., Chapter viii, Section 77 of the Landau and Lifschitz book on Statistical
Physics (Landau and Lifshitz (1999))) that a simple, one component fluid (where
we neglect the internal structure of the molecules which are then regarded as iden-
tical particles) has a phase diagram which looks like the one in Figure 1.

The thermodynamic state of the system is completely determined by the value
of the pressure P and the temperature 7" at all points of the quadrant away from the
lines shown in the diagram. Such lines separate regions where the system is in its
gas, liquid and solid phases and on such lines different phases coexist, gas—solid,
liquid—solid and gas—liquid. When crossing such curves moving from one phase
region to the other, we see a phase transition, the curves are thus called phase
transition or phase-coexistence curves.

Phase transitions may be very complex but here I restrict to the simpler case
of “phase transitions of first order with order parameter the (mass) density”. This
simply means that there is a “forbidden interval” of densities, say (o', p”’), so that
if we put a mass p|A| of fluid in the region A (|A| the volume of A) with p €
(0, p”") (“canonical constraint”™), then the fluid separates into a part with density
o’ and another one with density p”. It does not exist an equilibrium state with
homogeneous density p. Thus, if we “move in A” we go from one phase (with
density p’) to another phase (with density p”) and we see a “phase transition”.

Existence of phase transitions is an experimentally well established fact. Much
less settled is the question whether statistical mechanics is able to reproduce di-
agrams like the one in Figure 1 or even the existence of phase transitions as de-
scribed above. Indeed a complete derivation is still an open problem, one among
the most important in statistical mechanics. Does any reasonable pair interaction
produce a phase transition? which are the relevant features? what is the origin of
the instability which leads from an initial homogeneous state with forbidden den-
sity p to the final equilibrium state with coexisting phases?

1.1 The mesoscopic theory

A good feeling for what is going on can be gained by studying the problem at
the mesoscopic level, intermediate between atomistic and macroscopic, we shall
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discuss later how the mesoscopic theory can be derived from microscopics, but
here we take it as our primitive notion. Let us then make a short detour to recall
the foundations of the theory (in the particular case, we are interested in).

As in any continuum theory, points r in the physical space R? are actually rep-
resentative of very large “boxes” with very many particles in it. We suppose that
the temperature is kept fixed to a constant value T throughout the whole body and
that the state at each r is fully described by the local mass density p(r) > 0; we
suppose the particles to be small impenetrable spheres so that for all 7, p(r) < pc,
pc > 0 the “close packing” density.

The states of the system are then described by functions p(r), r € R, with
values in [0, p.), p(r) the local mass density at . Let us now suppose that the
fluid is contained in a region A so that p(r) =0 for r ¢ A, or, more conveniently,
states are functions p(r) with r € A. To avoid problems about the interaction with
the walls of A we take A a torus, equivalently we restrict to functions p(r) on R¢
which are periodic with periodic cell the cube A.

The basic quantity which specifies the nature of the system is the free energy
of a state and following Ginzburg-Landau we suppose that the free energy of the
state p is

F(p) =/A{Wﬁ(p<r>) +|Vo(r)[*}dr, (1.1)

where § = 1/(kT), k the Boltzmann constant, 7 the absolute temperature and

Wg(u) = —%uZ — %(—u(logu — 1) +ulog(l — ua)),

O<u<pc=a71.

(1.2)

The first term takes into account the energy among particles which are in the box
represented by the point r: the minus sign is because we suppose the interaction
attractive, the factor u> “counts” the number of pairs when the particles density
is u and we suppose that each pair contributes by a factor proportional to « > 0.
The last bracket in (1.2) multiplied by the constant k is the local entropy density
when the local density is u, we shall be back later on this basic formula for the
entropy which goes back to the original works by Boltzmann. Thus, Wg(u) is
energy minus 7' times the entropy and it has the meaning of a local free energy
density. The last term in (1.1) takes into account the residual interaction not taken
into account by Wg, its effect is to penalize variations of p(r).

The basic axiom of thermodynamics is that the free energy is minimal at equi-
librium. Thus, the theory postulates that the thermodynamic free energy fg(u) of
our system when its total mass density is u is given by

fo(w) = liminf fis (), (1.3)

I . gl
fp.a(u) ::mlnf{FA(p)‘p:/Ap(r)dr:u|A|}. (1.4)
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Figure 2 The graphs of Wg(u) and WE* (u) (dashed line) for B large.

The “thermodynamic limit” A — R9 in (1.3) is to get rid of finite volume effects.

We have several possible ways to define the equilibrium states. Given a se-
quence A, increasing to R?, it could be the sequence of minimizers of (1.4); or
else any minimizing sequence p"”, namely such that

o Wdr=u foralln and

(1.5)
. 1 gl
lim —Fy (pa,) = fp(u)

or maybe (in its weakest form) a particular minimizing sequence.

We shall next compute the free energy fz(u) and prove that for 8 large enough
there is a phase transition.

The existence for 8 large enough of a phase transition will be first proved (see
Theorem 1.1 below) in the thermodynamic sense by showing that the free energy
density is linear in some interval (o', ") and then (see Theorem 1.2) by proving
that (p’, p”) is a forbidden density interval, in the sense that the equilibrium state
(see (1.5)) is in a large fraction of A either close to p’ or to p”.

As we shall see, the origin of the phase transition comes from the loss of con-
vexity of Wg(u) when B is large, see Figure 2. We shall use the following features
of the function Wg(u) valid for all B large enough. Call WE*(-) the convexification
of Wg(-) (i.e., the largest convex function below the graph of Wg(-)). Then:

There is an open interval (o, p”’) so that W;*(u) = Wg(u) foru ¢ (o, p”), Wg*(u) <
Wg(u) foru € (o', p") and Wg(u) >0foru¢ (o, p").

We shall see in the next theorem that there are nonhomogeneous states with

total density u such that F 1%1(,0) /A ~ Wg‘* (u). Then the inf in (1.3) is achieved
on nonhomogeneous states and from this the existence of a forbidden interval will
follow.

Theorem 1.1. The liminfin (1.3) is actually a limit and
Tpu) = Wg*(u). (1.6)
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Proof. Itis obtained by establishing lower and upper bounds and proving that they
become equal in the limit.

Lower bound. Recalling that the convexification of a function f is the largest
convex function which is below f, we have Wg > W;* and therefore F' 1%1 (p) >
fx W**(p), as the gradient term is nonnegative (we may not indicate the measure
in the integral when clear from the context, as we have done above). Since W** is
convex we can use the Jensen inequality to write [, Wg‘*(,o) > |A] Wg‘* (u), where
fo p=ul|Al|. In conclusion: Fil(p) > |A|W/’§*(u).

Upper bound. When u is such that Wg(u) = W[;"* (u) we simply write (for all A)

inf{Fﬁl(p)] [ o= M|A|} < FE(uly) = [A W™ (w).

If instead Wg(u) > WE* (u) then u € (o', p”") (which are the x-coordinates of the
points where the dashed line starts and ends in Figure 2). o’ and p” are such
that Wg(p') = WE*(p/), Wg(p") = WE*(p”) and WE* is linear in (o', p”). Let
p € (0, 1) be such that u = pp’ + (1 — p)p”, then Wg‘*(u) =pWg(p) + (1 —
P)Wgs ((0”). We next construct a sequence p, by taking a regularization p(-) (with
the required mass u|A|) of the function p'1,/ + p”1,~» where A’ is (e.g.) a rectan-
gle in A and A" its complement (such that |A’|/|A| = p), see Figure 3 where we
consider a linear interpolation between p’ and p” in an interval of length 1.
Then if L is the side of A,

FR (pn) < |AIW™(u) 4L

so that Fﬁl(pA)/|A| — W;*(u), hence

1imsupiinf{Fg‘(p)‘/ p:u|A|} < Wi*(u)
A A =B ) O

A—Rd |A|

Next theorem studies the equilibrium states defined in (1.5) when there is a
phase transition, proving phase separation.

Figure 3 The graph with continuous line is the regularization of the one with dashed line.
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Theorem 1.2. Letu = pp'+ (1 —p)p”, p € (0, 1), and let p'™ be any minimizing
sequence, see (1.5), so that

1
hm |18 A(u)—m Fao(p™)| =0. (1.7)
Then for any £ > 0
Ai‘%dfm frea:[pWm =o' > ¢ ™M) = p"[>¢}[=0.  18)
|{-}| the Lebesgue volume of {-}.

Proof. Define G (p) —fA{g(,oH—( )2}, where

Wg(p") — Wg(p")
,0// _ ,0,
By (1.7)—~(1.3)—(1.6) and writing u = pp’ + (1 — p)p”

g(u) :=Wg(u) — Au —c, A= , c:=Wg(p') —rp'.

1
lim —Ga(p™) = Wi*(u) —2u —c=pg(p') + (1 — p)g(p”) =0

because g(p') = g(p”) = 0. Moreover, g(u) > 0 for u # p’, p” and for any ¢ > 0
m(¢) :=inf{g(u)|u:|u —

Since G (p™™) = |Alm(@)|{r € A:[p™(r) — p/'| = ¢, [p™M () — p” = ¢} and
Ga(p™)/|A| — 0 we then get (1.8). O

u—p"|>¢}>0.

The proof of Theorem 1.1 suggests that the two phases present in the equi-
librium state occupy regular regions with the interface between them a smooth
surface. This is in fact true in general as it can be proved that the shape of the
equilibrium interface is obtained by minimizing the surface tension over all pos-
sible interfaces (with the canonical constraint that the two phases occupy given
fractions of the total volume, Wulff shape problems): it is such a minimization
procedure which brings in the regularity properties of interface.

1.2 Zero temperature

We next move to microscopics and begin the analysis of phase transitions by study-
ing systems at zero temperature. The problem becomes then considerably simpler
and the analysis can go quite far, as we shall see. The framework is classical me-
chanics as we shall neglect all quantum effects: they are indeed very relevant at
low temperatures and hence we are far from realistic. Reason is twofold, this is an
introduction to phase transitions and we want the analysis as simple as possible.
Our systems are made of identical point particles which interact pairwise via a
potential repulsive at the origin and with an attractive tail at large distances, the
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prototype is the Lennard—Jones potential (see below). The basic axiom of equi-
librium statistical mechanics at 0 temperature is that the equilibrium states are
“ground states”, namely configurations which minimize the energy (velocities are
thus set equal to 0 and particle configurations will be described only by the posi-
tions of the particles). Our aim here is to prove that the ground state energy density
as a function of the particle density has a phase transition with a “forbidden density
interval”.

1.2.1 Inter-molecular forces. Particle configurations, denoted by ¢, are count-
able subsets of R¢, and even though we are ultimately interested in configurations
on the whole space with infinitely many particles (thermodynamic limit) for the
moment we restrict to configurations with finite cardinality, writing |g| for the
cardinality (or number of particles) of g. Thus, ¢ = (q1,...,qx), lg| =n € N,
gi € RY, the order in the sequence being immaterial as the particles are identical.
The energy of g is

H(q)=%ZV<q,-,q,~), (1.9)
i#]
where V(r,r’) = V (', r) is the pair interaction between points at » and r’ (no-
tice that (1.9) is invariant under permutations of the sequence (g1, ..., ¢xn), as all
physical observables it is independent of the order in the sequence g).
Inter-molecular forces are often described by Lennard—Jones potentials, see Fig-
ure 4, where writing by an abuse of notation V (r,r') =V (|r —r'|)

V(R)=aR "> —bRS, a,b>0. (1.10)

The positive divergence at the origin ensures stability of matter, that is, that the
energy per particle is bounded from below. If on the contrary, the interaction was
negative and bounded away from zero in a neighborhood of the origin then by
putting all the particles of ¢ in that set we would get H(q) > —cl|q|? so that the
energy per particle H(q)/|q| would diverge to —oc and matter would not be stable
(with ground states configurations having an infinite local density somewhere).

N

Figure 4 Lennard—Jones potential.
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Figure 5 Hard core plus a short range potential with attractive tail.

The attractive tail of the Lennard—Jones potential is responsible for the occurrence
of a phase transition, as we shall see.

A simpler interaction with similar features is the one in Figure 5, where V is
infinite when |r — 7’| < Rg, Rp > 0 the hard core length. It is then evident that
H(q) = —blq|, b > 0, and that in the ground states the local density is finite; this
happens also for the Lennard—Jones interaction but it is not as easy to see.

1.2.2 Internal energy, ground states. By the laws of thermodynamics, the equi-
librium states are those which minimize the free energy. Since we are at zero tem-
perature, the equilibrium states are those which minimize the internal energy. Our
first task is therefore to define properly the internal energy density e(o) when the
system has particle density equal to p.

Let A be a cube in R? (we shall eventually restrict to d = 2), |A| its volume,
X the space of all particle configuration g with finitely many particles all in A.

Set first
H
eA<i>= e 1@ (1.11)
|A| qeX) i |ql=n |A|

(supposing as we do that the interaction is lower semi-continuous, the inf above is
actually a minimum). We then define for any p > 0 and any increasing sequence
of cubes A,

e(p):=  liminf eA(i). (1.12)
A—Ren/|Al—>p [A]

We postulate that e(p) is the internal equilibrium energy density when the particle den-
sity is p.

As in the mesoscopic theory, we fix an increasing sequence A, of regions in-
vading R? and call equilibrium state at zero temperature either (i) the sequence
of configurations where the inf in (1.11) is achieved; or else (ii) any sequence
which in the limit achieves e(p) (as defined in (1.12)); or finally, (iii), a particular
sequence in the family (ii).
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1.2.3 General properties of the internal energy. The internal energy defined
in (1.12) has the good convexity properties that thermodynamics requires and
which extend to the free energy at nonzero temperature.

Theorem 1.3. The liminfin (1.12) is actually a limit which is a continuous convex
function of p bounded from below.

So far the analysis was pretty general, the specificity of the Lennard—Jones
potentials appears next when we characterize the graph of e(p). Since we know
from Theorem 1.3 that e(p) is convex, then to mimic the proofs for the Ginzburg—
Landau functional we would need to show that the internal energy restricted to the
translation invariant states is nonconvex. As we are working with atomistic rather
than continuum systems, it is not a priori clear the meaning of translation invariant
particle configurations. The zero temperature case is simpler as we may and shall
replace translation invariance by periodicity.

Before entering into the mathematics of the problem, we discuss the physical
meaning of a forbidden density interval in the present context of states at zero
temperature. At zero temperature, bodies are in the solid phase with the atoms
arranged in some crystalline structure. By applying stresses, we can modify the
density of the body, in particular by stretching the crystal we increase the inter-
atomic distances and the density becomes smaller. The phenomenon continues till
a critical value of the density, after that the crystal becomes unstable, it does not
respond anymore to our stretching and it “breaks” reducing the mesh to a value
which corresponds to the critical density. Thus, densities smaller than critical are
realized by a piece of crystal at a larger density (the critical one) with void around
it: a fraction of the region is left empty, the other one is occupied by a crystal
with the critical density, a picture which fits with the one about forbidden density
intervals discussed in the Introduction with p’ =0 and p” the critical density.

Purpose of our analysis is to show that this can be seen also at the mathematical
level.

1.3 The Ising model

To get a feeling of what is going on, let us consider the much simpler case of
a nearest neighbor “ferromagnetic” lattice gas where configurations are made of
point particles whose positions are restricted to the lattice Z? (for simplicity we
discuss the two-dimensional case). Thus the phase space (of all particle configu-
rations) is {0, 1}%°. A particle configuration is 7 = {n(x), x € Z2} and 5(x) = 1 if
the configuration n has a particle at x and n(x) = 0 otherwise. The exclusion rule
mimics the hard core interaction in Figure 5. The attractive part (called above fer-
romagnetic) is represented by a negative nearest neighbor pair interaction so that
the energy of a configuration with finitely many particles is

J
—= > nn®), J>0. (1.13)

H =
(n) > R
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Evidently the density p in the lattice gas varies in [0, 1] and we have:
e(0) =0, e(1)=-2J. (1.14)
The internal energy e(p), being convex, must then satisfy the inequality
e(p)=—2Jp (1.15)

as the line —2Jp connects the energies at 0 and 1.
Equation (1.15) actually holds with equality, as it follows from showing that
e(p) > —2Jp. The lower bound holds even before the thermodynamic limit:

H(p) = =20 ) n(x). (1.16)

Equation (1.16) follows from (1.13) once we attribute an energy —J /2 to each one
of the two particles placed in nearest neighbor sites. Then a particle has >—4(J/2)
energy (as each site has 4 nearest neighbors) hence the total energy is >—2J N if
there are N particles, hence (1.16).
The bound (1.16) can also be proved using contours. Let A be a torus and 7 a
configuration in A. Set
1+o(x)

o(x):=2nx)—1, n(x)_T (1.17)

o(x) e {—1, 1} is an “Ising spin”. With such a change of variables

J
H() +2J Y nx) = -3 Y (o) —1)

yl=1
; (1.18)
=7 2 Loz
yl=1

Thus each “broken bond” (x,y) (|x — y| =1, a(x) # o(y)) contributes to the
energy, adding a finite amount J /4 to the minimal value —2J N, N =) n(x).

Let A, be an increasing sequence of tori which invades Z2, L, their sides
length. Let u, be of the form k/|A,|, k a nonnegative integer, and such that
u, — u asn — oo. Call ™ a minimizer of the energy in the set X}, := {3_ n(x) =
un|Ay|}. Then

J
H(n™) < =2Jun| Anl + 7 ALa). (1.19)

Equation (1.19) is proved by bounding the left-hand side by the energy of a con-
figuration, that we call n* and choose in the following way. Order the points of A,
lexicographically, set n*(x) = 0 in the first k points and =1 in the remaining points.
If k = |A,| — uy|Ayl, then n* € X),. Since the number of broken bonds in 1™ is
not larger than 4L,,, H(n*) is bounded as on the right-hand side of (1.19) which is
therefore proved.
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By (1.19), the sequence 7" has a number of broken bonds <cL,, and therefore
if we partition the regions A, into cubes of fixed side ¢, then the number of cubes
which contain a broken bond is <cL,. Hence, the fraction of cubes with broken
bonds goes like

cL, Iz
<——=c—.
TL202 L,

An analogous argument applies to any minimizing sequence so that in any such
sequence the fraction of cubes totally occupied or totally empty goes to 1 and the
lattice gas has a phase transition with forbidden interval [0, 1].

1.4 Triangular lattice configurations

Ansatz: the equilibrium states of identical point particles with Lennard—Jones in-
teractions are configurations where the particles form a triangular lattice. Such
configurations, see Figure 6, will be denoted by Tx with R the lattice mesh (i.e.,
the distance between nearest neighbor points).

The validity of the statement will be proved a posteriori, there are however some
considerations which make the ansatz reasonable. Physics tells us that crystals are
obtained by repeating periodically a basic cell and since in our system particles
are identical we may conjecture that the particles are arranged in a periodic lattice.
Moreover, if there is an “optimal distance” R between nearest neighbor particles,
the best lattice is the one where the lattice mesh is R and the coordination number
(the number of nearest neighbors of any given point) maximal.

Such a request selects in d = 2 dimensions the triangular lattice. The square
lattice Z2, for instance, has 4 nearest neighbors, while in the triangular lattice T g
there are 6 neighbors. To see that we cannot do better, we start from a point in
the lattice, for simplicity the origin. Its nearest neighbors are all in the circle of
radius R and center the origin. Thus the maximal coordination number cannot be

Figure 6 A triangular configuration induces a paving of RZ into hexagons, the sides of the hexagon
have equal length, equal to the distance of the vertices from the center of the hexagon. Each hexagon
splits into 6 equilateral triangles.
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larger than the maximal number of points that we can put on this circle at distance
>R from each other, as the lattice must have mesh R. The angle spanned by two
points on the circle at distance R from each other is /3 (because these two points
and the origin form an equilateral triangle) hence there are exactly 6 points on the
circle at consecutive distances R.

According to the above ansatz the relevant configurations are triangular lattice
configurations, which suggests to introduce the triangular lattice internal energy

er(p) = lim HOrp NA) R(p): lim Trpy N AL _

, 1.20
Jim, === Y (20

with R(p) = ¢’p~1/2, ¢/ > 0. In fact, the inverse P (R) can be computed as follows.
We realize T by putting particles on horizontal lines: on each line consecutive
particles have distance R from each other; the particles on a line are shifted by
(R/2) with respect to those of the line below; the distance D between consecutive
lines is D? 4 (R/2)?> = R?. This is a triangular configuration with mesh R. The
density p of particles in Ty is the same as that in a horizontal strip of height D
which has in the middle one of the lines with particles, hence p = 1/(RD).

As et (p) will play the role that Wg(p) had in the Ginzburg-Landau phase tran-
sition discussed in the Introduction, we need to prove that er(p) is nonconvex,
indeed:

Proposition 1.4. There are a’ and b’ both strictly positive so that
er(p)=d'p’ —b'p". (1.21)
Proof. Itis readily seen from (1.20) that, supposing 0 € Tg,
er=5 Y V(). (1.22)
XET ()X #0

In fact the right-hand side is the product of the density p times the energy per
particle, that is, 1/2 the interaction energy of the particle at the origin with all the
others. The factor 1/2 is to avoid counting twice a same pair of particles.

To compute the r.h.s. of (1.22), we use a scaling argument:

aR™ 12 _ bR™© _
> Vi =—— X wP-—— 3 k™ a2y
x€Tr,x#0 x€T,x#0 x€T,x#0
hence (1.21) after recalling that R(p) =c¢’p~'/2, ¢ > 0. d

Thus er(p) is nonconvex, its graph and the graph of its convexification e7*(p)
are as in Figures 7 and 8.

This will prove that there is a phase transition with density interval (0, p.) if the
energy e}*(p) is the internal energy of the system, a statement which follows from
Theil’s theorem (whose proof can be found in the literature).
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Figure 7 e (p), the energy of the triangular configuration with density p.

Figure 8 The graph ofe;* (p), linear in [0, p¢].

1.5 Bibliographical remarks

Variational problems play a fundamental role in probability, for instance, in large
deviations. In this lecture, I have underlined their role in statistical mechanics and
thermodynamics. I refer to the book by Braides (2002), for mathematical founda-
tions and to Chapter 6 of my book (Presutti (2008)) for the physical interpretation
of several free energy functionals, see also the last two lectures of these notes.

Theil’s theorem has been published in Theil (2006). Previous results are due to
Heitmann and Radin (1980), Radin (1981), they describe the infinitely extended
crystal. In bounded regions, at the phase transition, the crystal occupies only a part
of the domain, the determination of its shape is the so-called Wulff problem. This
has been studied by Au Yeung, Friesecke and Schmidt (2009) and by Friesecke,
see http://www.acmac.uoc.gr//CKM2011/talks/Friesecke.pdf.

2 Lecture 2

The strength and beauty of equilibrium statistical mechanics is that it gives a very
simple and explicit formula for the equilibrium states at positive temperatures: the
probability of a particle configuration with energy H is proportional to e PH,
B =1/kT, k the Boltzmann constant, T the absolute temperature. Statistical me-
chanics gives also a formula for free energy and pressure in terms of the partition
function, namely the sum, or integral, over all states of the Gibbs factor e PH The
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theory therefore constructs a bridge between microscopics (inter-molecular forces)
and macroscopics (thermodynamic potentials). Details are given later after some
heuristic justification of the Gibbs formulation based on the Boltzmann hypothesis
in an information theory context.

2.1 The Boltzmann hypothesis and the Shannon entropy

2.1.1 The Shannon entropy. Consider a channel which transmits messages with
a finite alphabet 2; we want to compute its capacity by counting how many mes-
sages can be emitted by a source with “parameters f — ¢”. By this, we mean the
following: f is a real valued function on €2, ¢ € (min f, max f); the messages
which can be sent into the channel are

5|

Ks(N) = card{(1, ..., wn) € @V : Ay (1, ..., 0y) < 6) 2.1)

1 N
{(wl,...,wm eQV: Ay(o1, ..., 0n) = ‘NZJC(CU:‘)—¢
i=1

8 a positive parameter. Calling

the capacity of the channel is then defined as:

... logKs(N)
lim lim ———=.

2.2
§—0N—o00 N (2.2)

Instead of going into combinatorics and Stirling formulas it is more instructive
for the applications to statistical mechanics to use a probabilistic approach. Let
p(w) > 0 be a probability on €2; write the identity

_ p(wy) -+ p(wN)
K= wlv'vaN Tnss p(wy)--- p(wn) . 3

The whole trick will be to choose properly p(w).
Calling Zp =3 ,co ePT (@) e will see that the “right choice” is

elf (@)
Zy

(o) = b such that Y p(e) f (@) = ¢. (2.4)

weN

Existence (and uniqueness) of b follows from the fact that }_ g p(®w) f(®) is an
increasing function of b which converges to min f and max f as b — Foo. With
the choice (2.4) for p(-), we get from (2.3)

Ks(N)= Y 1ay=s[p(@)) - plwy)]e” =CF@-leZe) 3 5)

W] ,...,ON

It is now clear why (2.4) is the good choice: the sum ZlN:l bf (w;) in the exponent
is by (2.1) approximately equal to b¢ because of the condition Ay < §, while,
as we are going to see, the second equality in (2.4) ensures that the condition
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Ay <6 is satisfied with Py probability 1 as N — oo, Py the product probability
p(wy)--- p(wy). Indeed, calling S :=log Z, — b,

Py[Ay < 8]eS7PIN < K5(N) < SHPON, (2.6)

By the law of large numbers, for any § > 0 limy_, oo PN[Ax < 8] =1 so that

log Ks(N
lim lim 22KV _ ¢ .7
§5—0N—o00 N
and by an explicit computation
S(p) =~ p(w)log p(w) =log Zy — bd = S. (2.8)

weN

In conclusion, the capacity of the channel equals the “Shannon information en-
tropy” S(p) and this is related to the Gibbs probability (2.4).

2.1.2 Boltzmann hypothesis. In analogy with the previous example, we consider
a lattice gas in a cube A, A plays the role of the interval [1, N] and the alphabet 2
is now {0, 1}. The messages are here particle configurations n = {n(x), x € A}.
The Hamiltonian is (extending n to the whole space with n(x) = 0 whenever
x¢A)

1
H() =—3 > T y)nx)n(y), (2.9)
XFEY
where J(x,y) = J(0,y — x) with J(0, x) a symmetric function with compact
support (finite range interactions). The analogy with the previous example comes
by observing that

1
Hm)=)Y_ f(zn), f=—3 > 70, )n0)n(x), (2.10)
X x#0

7, being the shift by x: (7xn)(y) = n(y — x). Thus the condition that Ay < 4§
becomes

H () ‘
n:|———E 58} (2.11)
{ |A]
E an energy density. Calling
| H)
NE’A’(S = card n: W—E 55 (212)

the Boltzmann hypothesis states that the thermodynamic entropy S(E) is given by:

log N
S(E) := lim limsupkM

d—>0 n—oo |Anl

) (2.13)
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where A, is an increasing sequence of cubes (more general regions can be con-
sidered as well but for simplicity we have formulated the hypothesis in terms of
cubes) and k is the Boltzmann constant.

We are going to argue that similarly to the case of the Shannon example of the
previous subsection, the computation of the entropy S(FE) involves Gibbs mea-
sures. We start from the trivial identity (valid for any 8 > 0)

NEAs = leH(n)—lAlEISSIAI
n

=Y LH()—|AIEI<5IA| 7 1Zpae”
n B.A

We proceed by writing upper and lower bounds which hopefully coincide in the
thermodynamic limit. We bound the Gibbs factor ¢## ™ in the curly bracket by

PEEDIAl oetting that bﬂ‘%f‘vfflms is bounded by

< log Zg A
|A|

. log Zg A
|A|

+ B(E +9)

| (2.14)
+PE =8+ logGpall|Haton) — IAIE| <81A1)).
where Gg A () = e_ZﬂH:")

a sub-additivity argunient which is omitted one can prove that the following limit
exists

is the Gibbs measure (with 0 boundary conditions). By

log Z
im —SZPA . p, (2.15)
A—7d  B|A]
This yields
log N
lim limsup 228 < inf (B Py + BE). (2.16)
§=0 A_,7d | £>0

The lower bound goes smoothly if there is 8* such that

. 1 Hp(op)
lim lim —log Ggx A —E|<é;)=0. 2.17)
>0 A—74 |A| [A|
Then
. . . JogNEAs * "
(Slg)r(l)l}\rglzrbfT > B Pg«+ B°E (2.18)

which together with (2.16) yields that the limit in (2.13) exists and it is equal to

S(E) = B*Pg+ + B*E = inf (8P + BE) (2.19)
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which is the well-known thermodynamic formula for the entropy in terms of the
pressure. Thus (under the assumption that (2.17) holds) we have a formula, (2.15),
for the pressure in terms of the partition function associated to the Gibbs mea-
sures G B*,A-

The problem is that (2.17) is not true in general. As we will see it holds for E
in a set Eerg: for any E € Eqry there is a special value of B for which (2.17) holds
(we shall briefly discuss later how to proceed when E ¢ &,). The terminology
suggests that the crucial estimate (2.17) is related to an ergodic theorem. Recalling
in fact (2.10) the energy is the empirical average of the function f, thus if there is
B* so that (i) the (weak) limit Gg= of Gg« A as A — 74 exists, (ii) it is ergodic
and (iii) the average Gg+[ f] = E, then it can be seen that (2.17) holds.

Ind =1, itis proved that for any B the limit Gg of Gg, 4 exists and it is ergodic
and the averages Gg[ f] span all the possible values of the energy E. In dimen-
sions d > 2 the statement is no longer true due to phase transitions, but one can
decompose any limit point Gg into its ergodic components and in this way it is
possible to deal also with energies which do not correspond to ergodic measures.
All that is beyond the purposes of this lecture, I refer here to the literature.

2.2 Gibbs measures and thermodynamic potentials

2.2.1 Lattice gas. Letus now give the precise definition of Gibbs measures start-
ing from the simpler case of the lattice gas. Let H(n) be as in (2.9) and

H(nln) :==Hn+n) — H@), n+n=<1 (2.20)

the energy of 7 in the field of 7, n and 7 having disjoint support and finitely many
particles (by a limit procedure the definition extends to the case with 1 having
infinitely many particles, as we are supposing the interaction to have finite range).

The Gibbs measure in the bounded region A with boundary conditions 7
(n a configuration in A€), inverse temperature S and chemical potential X is the
probability on {0, 1}

1paa (i) = Zgp.a (i)~ e” PHGIM=ANDL, (2.21)
where 5 € {0, 1}*, N(n) = > rea N(x) and
Zga:a(]) = Z e BLH@IM—=AN ()] (2.22)

ne{0,1}A

called the partition function. The “infinite volume” Gibbs measure also called DLR
measure, at inverse temperature 8 and chemical potential A is any probability p

on {0, I}Zd such that for any bounded set A the conditional probability of seeing
n in A given that there is 1 outside A is

wnlFacl() = wpna@mln). (2.23)
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Thus the DLR measures may be regarded as a higher-dimensional extension of
Markov processes.

Existence of DLR measures is proved for the lattice gas and for more general
systems as well. The set of DLR measures is a weakly compact, convex subset in
the space of all probabilities in {0, I}Zd and their extremal points can be obtained
as weak limits as A — Z¢ of finite volume Gibbs measures with suitable boundary
conditions.

The other basic postulate of the theory is the identification of the thermody-
namic potentials in terms of the partition functions: the pressure g is in fact
identified to

1
g, = lim ——logZg . 2.24
p= O BIA gLpnA (2.24)
(as already mentioned existence of the limit is proved in great generality). More-
over let

Ziva= 3, o (2.25)
ne{0,1}A: N(p)=N

the canonical partition function. Then the free energy fg , at inverse temperature
B and particle density p is:

can

1
=— lim lim ——logZ N.A- 2.26
Tp.p AR NN BIA] OB ZBNA (2.26)
Again, general theorems in statistical mechanics prove the existence of the limit.
Physical consistency of the above definitions is ensured by equivalence of ensem-
bles:

Theorem. fg , is a convex function of p, (B, A) a convex function of A and they
are the Legendre transform of each other:

g, =sup{io — fg.p} fBo= SIip{kp — 7,5} (2.27)
P

2.2.2 Continuous particle systems. Still considering the lattice gas, let us la-
bel the particles so that to each configuration n such that N(n) = n we asso-
ciate a sequence (xi,...,x,) of distinct sites in such a way that n(x;) = 1 for
alli=1,...,n. (x1,...,x,) is a labeling of  and obviously there are n! possible
labelings. As the particles are undistinguishable we give probability 1/n! to each
labeling. Thus calling x the elements of | J,~o A", we have

wx)=2"" |_1|’e—ﬁ[H@>—x|m
x|!

having denoted by H (x) the Hamiltonian H (n) if x is a labeling of 1 and |x| the
number of elements in x.
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The Gibbs measure for continuous particle systems is simply the extension to
continuum of the above expression:

1 )
— e BlH D) —2x]]

1p o dx|E) = Zg oA (D) i Lyex, dx,
where XA =50 A", dx =dx;--- dxy, if x = (x1,...,x,), X is a configuration
outside A and
_ 1 _ )
Zpon@®=3 - [ IO g, (228)

n>0

is the partition function. All that requires suitable assumptions on the interaction
to ensure convergence of the above sums and integrals (which are verified by the
Lennard—Jones interaction, if there are hard cores and in general if the “Hamilto-
nian is stable”).

DLR measures, pressure and free energy are defined by extending to continuum
the definition given for the lattice gas. The extension is however not trivial because
the variables are now unbounded and several problems arise from noncompactness.
This is beyond the purpose of these lectures and I just refer to the literature.

2.3 Phase transitions at positive temperatures

There are several possible definitions of phase transitions, they are not equivalent
each one captures some of the aspects of the phenomenon.

2.3.1 Phase transitions and thermodynamic potentials. Phase transitions of first
order with order parameter the mass density are characterized in thermodynamics
by the condition that the graph of the free energy density versus the mass density
has a straight segment, see Figure 9 or that the derivative of the pressure with
respect to the chemical potential has a discontinuity, see Figure 10,

Since the free energy is equal to the internal energy minus 7 times the entropy
(T the absolute temperature), in the limit 7 — 0 the above condition for phase
transitions becomes what was seen in the previous chapter where the internal en-
ergy at O temperature is linear in an interval [0, p.], see Figures 7 and 8.

Figure 9 Free energy versus density, the graph has a straight segment.
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Figure 10 Pressure versus chemical potential, the derivative jumps at a critical value.

2.3.2 Phase transitions and DLR measures. In this context, phase transitions are
characterized in two ways: (i) there are more than one DLR measures; (ii) there
are more than one translation invariant DLR measures.

The formulation of phase transitions as outlined in the first lecture requires some
more care.

Definition 2.1. Denote by D©), ¢ = 2K k € Z, partitions of R? into the cubes of
side ¢

CO ={r1,....ra) R :nit <r; < (m; + 1)},
" (2.29)
n=my,...,ng) ez,

Write C r(z) ,r € R? for the cube in D© which contains r.

Notice that D® refines D? by splitting each atom of the latter into 2¢ atoms
of the former. We then say that D) is finer than D© if ¢’ < ¢ and that DO is
coarser than D).

We are now ready to define (empirical) density profiles of particle configura-
tions:

Definition 2.2. Given a particle configuration x we define its (empirical) density
profile on the scale ¢ as

lxnc|
¢4 ’

[x N C,(E)| being the number of particles of the configuration x which are in Cr(g).

pe(r; x) = (2.30)

Therefore, the empirical density p(r; x) is a nonnegative function constant in r
on the atoms of D).

We distinguish between two very different scenarios: when p is not in a for-
bidden interval, that is, away from phase transitions, then with large probability
pe(r; x) is close to p in a large fraction of the volume |A|. When instead p is in-
side the forbidden interval (,OE, ,OE), then with large probability p¢(r; x) differs
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from p in a large fraction of the volume |A[, taking values close either to p, or
to ,0;.

We need to quantify the above considerations by specifying what we mean by
“large probability” and “being close to”, we also need to give conditions on the
values of the mesh ¢ and on the region A.

First of all, notice that the restriction to “large probability events” is neces-
sary: we are dealing with probabilities and stochastic effects must be taken into
account. Indeed the canonical Gibbs measure gives positive probability to all open
sets and therefore for any given A with positive probability we may see very atyp-
ical events. But even in the typical cases we have deviations from the expected
behavior. Thus, given an accuracy parameter ¢ > 0 we define “the set of typical
configurations” (in the first scenario with no phase transitions)

G = {x:|{r e At|pe(rix) — p| < e}| = (1 —e)|Al} 2.31)

while in the second scenario (with phase transitions)

Gy e ={x:|{r e Aslpe(r;x) — pp| > &,
(2.32)
[pe(ri ) = o] > e}| < el Al}.

Denote below by M%ar[‘pl Apl:a the conditional Gibbs measure given that in A there

are [p|A|] particles ([a] the integer part of a). Notice that this conditional proba-
bility does not depend on the chemical potential.

Definition 2.3. p is “not forbidden” if for any increasing sequence A of cubes
invading R?:
. : . can no PT _
lim lim lm, K toianalGpaeel =1 (2.33)
(,o/;, p;{) is a forbidden density interval if for any p € (,olg, pg) and any increasing
sequence of cubes A invading R¥:

. . . PT
tim i, 56T 1= 1 @3

Equation (2.34) can be formulated by saying that given any & > O there is ¢,
and for any ¢ > £, there is Ay so that forall A D Ay

PT
1 panalGoneel =1 —¢ (2.35)

with an analogous statement in the case of absence of phase transitions.

A clear separation of the two phases appears when the mesh £ is large, but
by (2.35) ¢ large requires that the region A should be large enough, hence the
question on how large can we take ¢ given a (very large) region A: notice that
larger £ means less fragmentation between the regions where p;(r; x) is close to
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Pg and ,0;. Suppose A is a cube CY) of DU, thenif £ = €*, pe(r; x) = p for all
r € A, while if £ is large but much smaller than £* then p;(r; x) is close to pg and
p; in a large fraction of A (since the support of the canonical measure is X'z [p[a|]
the fraction of good cubes where p;(r; x) is close to N and p; must balance
in such a way that the total density is approximatively p). There is therefore a
transition from this regime and the final one where pg«(r; ¢) = p and therefore it
is no longer close to N and ,o;: we expect such a transition only when £ becomes
macroscopic, that is, of the order of the side L of A. All that is related to the Wulff
shape problem for which we refer to the literature.

When p is in the forbidden interval (pﬂ_, ,0;) the canonical constraint forces
the two phases to coexist in each “typical configuration”. This is not what happens
in the gran canonical ensemble. Let 13 A be the gran canonical measure on the
torus A and take A = Ag, Ag the value of the chemical potential for which there
is phase transition. Then the typical configurations of (g A have either a density
close to pg orto ,0; and therefore the two phases do not coexist in a same config-
uration x but only in a statistical average. On the other hand this happens only for
the special value A = Ag of the chemical potential, in contrast with the canonical
picture where for any value p € (g, p;) there is coexistence, in agreement with
the predictions of thermodynamics, see Figures 10 and 9.

2.3.3 Phase transitions, results. There are general theorems on the absence of
phase transition at low densities:

Theorem 2.4 (Absence of phase transitions). For any > 0, there is '0//3 > 0 so
that (2.33) holds for p < p//g. Moreover in d = 1, dimensions there is no phase
transition if the pair interaction V satisfies the condition [ |V (|r|)|r|dr < oco.

Existence of phase transitions at small temperatures is only a conjecture (but
largely believed to be correct):

Conjecture. In d > 2 dimensions for any B > 0 large enough there are 0 < pg <

p; so that (2.34) holds true. Moreover (pﬂ_, ,o;) converges as B — oo to the 0
temperature forbidden density interval.

For particle systems in the continuum the conjecture is still among the most im-
portant open problems in statistical mechanics, but, for the lattice gas it is proved,
as sketched in the sequel. We suppose d = 2 and nearest neighbor attractive inter-
actions, such restrictions can be at least partially relaxed using the Pirogov—Sinai
theory (Sinai (1982)).
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2.4 The Ising model

We shall prove in this section that a lattice gas in Z¢, d > 2, with nearest neighbor
attractive interactions has a phase transition at low temperatures. As already seen
in the first lecture, a lattice gas becomes an Ising 1 spin system by setting
o(x)+1
o(x)=2n(x) -1, nex)=—7>s—-
The particle density in the lattice gas is then replaced by the magnetization density
(sum of spins over volume) in the Ising language.
We shall restrict in the sequel to the Ising system in d = 2 with nearest neighbor,
ferromagnetic interactions. Let A be a bounded region o5 € {—1,1}* and 5,c €
{—1,1}*", then the Ising energy of o5 when interacting with & ac is

(2.36)

J
HA(UA|5A"):_§ Y oa@oa(y) —h)_ oa(x)
e ' 2.37)

—J > oa(X)Gac(y), J>0,heR

[x—y|=lLxeA,yeA¢

h in (2.37) plays the role that the chemical potential has in the lattice gas; phys-
ically & is an external magnetic field. The spin—spin interaction is ferromagnetic,
because it is minimal when the two spins are aligned, the magnetic field % instead
wants the spins to have its same sign (i.e., to be aligned to &).

From what was proved in the first lecture at 7 = 0, there is phase transition at
T = 0 with forbidden magnetization interval [—1, 1] (in the lattice gas this trans-
lates into the interval [0, 1]). We shall first prove a phase transition by showing that
at h = 0 for B large enough there are at least two DLR measures.

Define

o~ BH@AITA)
ZB. A5 e
3 o~ BHF(OAlG0)

one{—1,1}"

UBA,Gre (OA) =

(2.38)
ZB NG\ =

writing /L/:;A when opc = 1 c.
Theorem 2.5. For B large enough, there are two probability measures ,u/:; on
(=1, 12 such that
weak) lim pf, =ui 2.39
( ) A Hpn=Hg ( )

for any increasing sequence A of bounded regions which invades 7.2. ,u}‘;F are trans-
lation invariant and there is mg > 0, limg_, oo mg = 1, so that

Eui[a(x)] =+mg  foranyx €74,
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We just mention (referring to the literature for a proof) that for 8 small enough
and for any S but & # O there is a unique DLR measure.

Weak limit means convergence of the expectation of any cylindrical function f,
f being cylindrical if it depends only on finitely many spins. The notion is equiv-
alent to demand that for any bounded set A

lim EM?S:,A[H a(x):| = EM?[H a(x)].

A—Z1 XEA XEA
The theorem proves a persistent dependence of the Gibbs measures on the bound-
ary conditions &1,c even when they are sent away to infinity (A — Z¢) which is
the starting point of our proofs.
The existence of two distinct DLR mesures claimed in Theorem 2.5 follows
from that following theorem.

Theorem 2.6. For any B large enough, there is ¢ = c(B) < % so that for any
bounded A

sup iy p[o(x) =—1] <c. (2.40)

xXeEA

In fact by Theorem 2.6 and the spin flip symmetry,

sup//,/;,A[a(x)= l]<c< % (2.41)
xeA
Hence, /,LE’A[O'(X) =1l]l<c<l—-c< MEA[o(x) = 1] and therefore the weak
limits as A 7 Z¢ of u§ A are different from each other (their existence (by subse-
quences) follows from éompactness, as the space of all probabilities on a compact
space, as {—1, I}Zd, is weakly compact, see Parthasarathy (1967)). As a conse-
quence, there are two Gibbs probabilities ;L/;F (weak limits of ,uf,f A) Which are not
equal to each other (but much more is still needed for Theorem 2.5).

In the next section, we shall prove Theorem 2.6 and in the complements to
this section we shall prove Theorem 2.5 and give a sketch of the proof of phase
transitions in the canonical ensemble.

2.5 The plus Gibbs measures
We shall prove in this section that (2.40) holds for g large enough. The proof is
based on the Peierls argument which is based on the notion of contours.

2.5.1 Contours and the Peierls bounds. We shall argue that the “contours” are the
“microscopic interfaces” which separate the plus and minus “microscopic phases”.

Definition 2.7. The dual of Z? is the set of straight lines in R:
Zi ={(r1, ) eR%:r — % e Z}U{(ri,r) eR2:py — % €Z}.
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A “node” is a point where two straight lines of Zi intersect, namely (r1,r2) €
Zi ((rp — %, ro — %) € 7Z?; an “edge” is the unit segment which joins two neigh-
boring nodes and a “bond” is the unit segment joining two neighboring sites of
the original lattice Z>. The bond and the edge which crosses it are “dual” to each
other.

Thus Zi is the union of all vertical lines passing through the semi-integers of
the x-axis and all the horizontal lines through the semi-integers of the y-axis.

Definition 2.8. The complement of Zi is the union of all the unit open squares
with center in Z?, they are denoted by C,, x € Z?. To visualize a spin configura-
tion o, we paint in red all C, with o (x) = 1 and in white those where o (x) = —1.

Definition 2.9. Given a configuration o € {—1, 1}Zz call R(o) the union of all the
edges in between a red and a white square, namely such that the dual bond joins
two sites with opposite spins; |R(c’)| denotes the number of edges in R(o).

Contours are then defined as:

Definition 2.10. The contours of a configuration o are the maximal connected
components of R(c), they are denoted by y = (y1, y2, . ..). An abstract contour is

. . . 2
a set in Zi which is a contour for some o € {—1, 1}%".

Let A be a finite set in Z2. We call E 5 the union of all the edges which are sides
of C, for some x € A and denote by {R} A the space of all possible R(o) with o
constant outside A. We state in the next theorem some basic properties of {R}a,
referring to the literature for their proof.

Theorem 2.11. Let R € {R}a, writing y =R if R is connected (and thus a con-
tour). R C E and:

(1) Let o and o’ be such that R(c) = R(c’) =R. Then o is constant outside
A and either c =o' oro = —0o’.

(2) From each node of Zi it departs an even number of edges belonging to R
(i.e., either 0, or 2 or 4).

(3) Viceversa, if A C Ep is union of edges such that from each node of Zi it
departs an even number of edges belonging to A, then A € {R} .

(4) If'R is connected (so that it is a contour) then y := R is a closed polygonal
path: namely there exists a continuous curve r(t),t € [0, 1], with range y, which
starts and ends at the same point (r (0) =r (1) € y) and which can only self inter-

sect at the nodes of y (i.e., if r € y is not a node then there is a unique t so that

r=r()).
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(5) The complement of y is union of maximal connected components: one of
them, called ext(y), is unbounded, the others, called int; (y), are bounded open
sets. We call int(y) the union of all the sets int; (y).

(6) Call dext(y) the union of all x € 7?2 such that Cy C ext(y) and the closure of
C, intersects y (recall that C is the unit open square with center x). Analogously
Sint; (¥) is the union of all x € Z? such that C, C int; (y) and the closure of Cy
intersects y. Then if v is a contour of o, o (x) is constant on Sext(y) and on each
Sint; (¥). v is called a plus (minus) contour if o(x) =1 (0(x) = —1) on Sexe(y).
int; (y) is called a minus (plus) interior if o (x) = —1 (0 (x) = 1) on in; (3)-

We are now ready to prove the Peierls bounds. Recall that 7 = 0 and u}' A

is the Gibbs measure on X, := {—1, 1}A with boundary condition 15c equal
to 1 outside A. X is in one to one correspondence with {R}, by setting
oan = R(oa, 15c) and by an abuse of notation we write ME,A(R) for /,LE,A(OA).
By (2.37)

J
Hp(opllpe) = —5 Z (oa(x)oa(y) —1+1)
[x—y|=1

J
=—ZIEAl+J Y lowzowm
lx—yl=1
so that the energy, modulo an additive constant, is equal to 2J|R(o)|, hence

1 _
ME’A(R):—TL e PRI zp = Y e PRI (2.42)
p.A RERIa

Lemma 2.12. Let y € {Ra} be a contour; denote by {o = y} the set of all op
such that y is a contour of (o, 1x¢). Then

upallo =y} <e P (2.43)

Proof. If op € {0 = y} then y is a maximal connected component of R(oa, 1a¢)
and, by property (3) of Theorem 2.11, R :=R(op, 1ac) \ y is also an element of
{R}A and we write R ~ y. Thus, the sum of /,LEA(O'A) overallop € {0 = y}can
be written as

1 —
phallo = yll=—— 3 PR
B.A Re{R}a: R~y
<L Y PR

+
Zﬂs/\ Re{RIA

which by (2.42) is equal to e#2/171, O
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Let (y1, ..., yx) be pairwise disjoint contours and denote by {o = (y1, ..., ¥k)}
the set of all o such that y1, ..., yx are among the contours of o, then
whallo = ... )] < e P2 Initind), (2.44)

The proof of (2.44) is similar to that of (2.43) and omitted.

Proof of Theorem 2.6. To prove Theorem 2.6, we need to bound the probability

that {op (x) = —1}. Recalling that we have plus boundary conditions if o (x) =
—1, x € A, there must be a contour y € R such that x € int(y). Thus,
upaloa)y=—1]= > P (2.45)
y rint(y)>x

The last sum is bounded by

pialoa=—1]< 3 ple < Y @Dl
vixt/decy yixt(1/2erey

because any y’:int(y’) > x can be found by first choosing y : x + %el €y (e the
unit vector in the horizontal direction) and then by considering all horizontal trans-
lates of y which have x € int(y): their number is bounded by |y|. In the second
inequality, we have written |y | < el?!.

To sum over all y, we use property (4) of Theorem 2.11 so that contours are
polygonal paths. If we fix the length £ of the contours, there are <3‘~! contours
with length £ which contain the edge which goes through x + %el because each
successive edge can be chosen at most in 3 ways. Thus for § large enough,

(3e—(2B7—1))4

+ _ =1 ,—(2BJ—1)¢
wp alon@) = 1]5(23 e =T 3oy (246

which proves Theorem 2.6. g

2.6 Complements

The following is more technical and it can be skipped to a first reading.

2.6.1 A percolation argument. We shall prove weak convergence of the plus
Gibbs measures in the thermodynamic limit, namely that u; A, has a weak limit

,uzg for any increasing sequence of finite regions invading Z? with the limit ,ug
independent of the sequence. We follow the proof of an analogous statement in
Presutti (2008) which applies to a nonferromagnetic system.

A simpler proof could be given in our case using ferromagnetic inequalities,
ours is solely based on the Peierls bounds and therefore, pending their validity, it
extends to more general systems. The key ingredient is Theorem 2.13 below which
will ensure exponential decay of correlations, see Theorem 2.18.
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We use the following notation: A is a cube, A’ and A” two bounded regions
containing A and u’, 1" the corresponding plus Gibbs measures (at inverse tem-
perature 8). Ag C A is a cube which has distance >R from A€, Y(Ayp) is the
external boundary of Ag made of all sites in the complement of Ay which are con-
nected to Ag. The result in the next theorem is meaningful if R grows at least as
clog L (L the side of A) with ¢ large enough.

Theorem 2.13. For any B large enough (and with the above notation)

sup  |Ep[f1— Ewlfl] <2|Y(Ag)|e PR, (2.47)
fecA()v”fllfl

where || f|| is the L norm, Ca,, is the set of all functions f (o) which depend only
on {o(x), x € Ao}, they are called “cylindrical functions in A”.

The theorem can be stated in an equivalent form. Call /’L/Ao and ;LZO the marginal
laws of 11/ and i” on {—1, 1}29, that is,
TN CINES > 1 (op)
01’\/ : GA/(x):oAO (x),x€Ag

with the analogous expression for ,u’AO. The total variation distance of M/Ao and

! :
Hoay 18

|16 = Al = D |1ag (0a0) = 1A, (0a0)]- (2.48)
OAg
It can be checked that
liag —al = sup  [WIF1—u"Lf]] (2.49)
feCagliflI<1
while, obviously,
sup | L1 = 1" [f1] < [y — 1A, - (2.50)
felay. I fli=t

The proof of Theorem 2.13 is given after some preliminary lemmas. It is based
on the method of duplicated variables in the frame of the van den Berg and
Maes “disagreement percolation technique”. Let Q@ = {0 = (¢, ¢") € {—1, 1} x
(=1, }A"Y, w =/ x w”, shorthand f' = f(c”), f" = f(c”), then

Eylf1=Eplf1=ELf = f"]. (2.51)

Definition. The sites x, y in Z? are connected if they are joined by a bond; a finite
set A C Z? is connected if any x, y in A are connected by a path in A, namely they
are first and last site in a sequence (path) x, ..., x, of sites in A such that x;, x; 11,
i=1,...,n—1 are connected. We also call Y (A) the sites in A connected to A.
We then define A, , o € 2, as the collection of all connected sets A C 72 such that
AgCA AUY(A)CAando'(x) =0"(x) =1forall x € Y(A).
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Lemma 2.14. If A, = O ,there is a connected path {x;} in A\ Ao which starts
from a site connected to A and ends at a site connected to A€, moreover o’ (x) +
o”(x) < 2 all along the path. If A, # @, it has a maximal element C,, namely
Cs D Aforall Ae Ay, Cy is one-connected (meaning that the complement has
only one maximal connected component) and measurable on the complement of
C, (meaning that if 0* is any configuration equal to o in the complement of C,
then Cy = Cyx).

Proof.

Suppose first A, = .

Let B; be the maximal connected components of the set {x : o’ (x) + 0" (x) < 2}
and let B be the union of Ag and all B; connected to Ag. B is a connected set
which is connected to A€: otherwise Y (B) would be a subset of A and hence
B € A,, against the assumption that A, is empty. Thus B is connected to A€,
hence it contains a site y either in A€ or connected to A€ and a site x € Ag. Then
there is a connected path {z;} in B which starts from x and ends at y, such a path
must eventually leave Ag and get to a site in A connected to A€. This portion of
{z;} verifies the property required in the first statement of the lemma.

Suppose next Ay, # 9.

A, is partially ordered (in the sense of inclusion), because if A; and A; are in
A, then also A U Ay € A, . Thus A, has a maximal element C,. Given a finite
set A call int(A) the set of all points x € A° which cannot be connected to infinity
in within A€ and define c(A) := A U int(A). Since Y (c(A)) C Y(A), if A e A,
then also c(A) € A,, as a consequence C,, being maximal, is one-connected. If
A € A, and o* is any configuration obtained from o by changing spins only in A,
then A € A,+, hence the last statement in the lemma. ]

The proof of Theorem 2.13 is based on two facts: (i) once conditioned on { A, #
&} the marginal laws of o’ and o restricted to A are equal; (ii) if instead A, =
&, then the set {x:0'(x) + 0" (x) < 2} percolates from Ap to A and such an event
has very small probability because of the Peierls bounds.

To implement the above ideas, let IC be the collection of all one-connected sets
C such that C D Agand CUY(C) C A (see Lemma 2.14 and the preceding defi-
nition for notation), let

Gec={oeQ:C, =C}, Cek (2.52)
then

Eu[f = f"1= DY Eulf = fsGel+ Eulf — [ o As =2)],  (2.53)

Cek
where E[ f; A] means the integral of f over the set A.

Lemma 2.15.
Eu[f/—f”;Gc]:O forall C e K. (2.54)
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Proof. By the last statement in Lemma 2.14, there is a set G in {—1, I}A/\C X
(=1, 11A"\C o that (o), 00 € Ge iff (O’I/\,\C,O'X,/\C) € G{.. Moreover if
(05 0 € Ge, then Hy (04) = HZ (00) + Hanc (01 ¢ 11(ane) with the anal-

ogous expression for H;{/, (o4 »). Using such properties, we have

Eulf" Gcl

1
= Z+ Z+ Z I(UA/sUX//)GGCe

BN BN O'[/\,,O'X/,
1

=7 5
Zﬁ’A/Zﬂ’A//

_ﬂ[H;\r/ (0;\/)+HX//(51/\//)]f(O_I/\,)

—BIH S (@ )+H T (0 )] ’
x Z 1(01/\/\C’0'X”\C)€G>Ee AT AN f(GA,)

O'é,U/,\/\C»Ug,UX//\C
(Z} o)?
= e E,: [f]
Zﬂ A’Zﬁ A B.C
_ ’ "
D DR TS e PO cllana) THHane @pnellanal
AN\C’TAN\C

’ ”
(UA’\C ’GA”\C)

Same expression is obtained for £, [ f ", G¢] and (2.54) is proved. O
Proof of Theorem 2.13. We bound the last term in (2.53) as
EL[f' = £"3 {0+ Ao = 2]| < 2u[lo 1 As = 2)].

We shall bound u[{o:.A, = @}] using the following property (whose proof is
postponed):

Claim. If A, = @ then there are two sequences (y{,....v,.), W{'s....vp) of
contours for o' and respectively, 0" such that (i) (int(y{) U --- Uint(y,’,)) N
Y(Ao) # @; (i) S:=y[U--- Uy, , is connected and (iii) | S| > R.

Call Dy, x € Y(Ay), the set of all (Z/,Z”) =W V) v as
above and such that x € (int(y;) U---U int(y,;;/,)). Using the Claim, we then have

ullo:ds =2l > Y wlo'=y " =y"]

X€Y(Ao) (y',y")EDy

< ¥ 3 e 2B Uy{l++lyn

x€Y(Ao) (y',y") €Dy
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By the property (iii) of the Claim |y[| 4 --- 4 [y, /| > R so that

M[{U Ay = @}] < e PIR Z Z e_ﬂf(|)/]’|+"-+|)’,:;u|). (2.55)
x€Y(Ao) (y',y") €Dy

If (y',y") € Dy, then S :=y[U---Uy,, is connected and there is a shift be,
beZ,b <|S|, of § which contains x + e1/2, |S| the number of edges in S. Since
there are at most 3! sequences (y',y") which give rise to a same S, we then get

oA, =e)]=e R 50 3 1S3l
xeY(Ag) SESy

where Sy denotes the collection of all finite, connected union of edges which con-

tain x + e1 /2. We then bound (for 8 large enough)
ullo A, =a}] <e PR3N N omBI-DISI
x€Y(Ag) SeSx
(2.56)
<e PRIy (ag).

The sum over S has been bounded using the following combinatorial lemma
(Lemma 3.1.2.4 in Presutti (2008)), whose proof is reported below for the read-
ers’ convenience.

Lemma 2.16. Let b > 0 be such that

e P2t < 1. (2.57)
Then
Yo oe s« (2.58)
S:sy€S

where the sum is over connected sets S € 7.2 which contain the vertical edge s .

Proof. The lemma is proved by reducing to a sum over trees. We thus introduce a
graph which starts from a vertex called root, whose label is 0. The root is connected
to 4 new vertices, called individuals of the first generation, with label 01, ..., 04.
Each one of them is in its turn connected to 4 new elements, the collection of all
such new elements are the individuals of the second generation, labeled by 0ii»,
ij €{l,...,4}; from each of them spring 4 new elements and so on, the structure
repeating indefinitely. A tree T is a connected subset of this graph which contains
the root.

We can now associate to each S in (2.58) a tree 7' by the following rule. We
order in some arbitrary but translational invariant fashion the 4 edges connected to
a given node. We then associate to the highest vertical node £ in s, the root of the
tree. The elements of the first generation are the nodes which are reached from &



244 E. Presutti

using edges in S with the pre-assigned order. The elements of the next generations
are defined with same rule but excluding edges already considered. In this way, we
establish a one to one correspondence between sets S in (2.58) and finite trees 7.
Calling |T'| the number of individuals in T,

Z efblSI < Z ebeTI'

NERNER T:0<|T|<o0

Call n(T') the number of generations in 7', then

—b|T —bk —br4
S e[y Zk'(4 ¢ =¢ 2" <1,

T:n(T)=1 k=1
By induction, suppose zy := 7. 9<n(1)<N e PITl < 1 then

_ 4 _
ivi1 =[1+ebzy] =1 <eP2?

where the 1 in the square bracket is when the ith element of the first generation is
absent, the second factor is when it is present, in such a case it may be seen as the
root of a tree with <N generations. g

Proof of the Claim. We first state some elementary properties of contours. Let
y1 and y» be two distinct contours of a spin configuration, then y; N y» = & and
either: (i) y» C int(yy), (il) y; C int(y»), (iii) both y» C ext(y;) and y; C ext(y2).
If (i) we say y» < y1, if (ii) y1 < y»2. Then given any x either no contour y has x in
its interior or there is a maximal contour ¥ among those having x in their interior.
Let A, = @ then there is a connected path (x1, ..., x,) in A\ Ag with x| con-
nected to Ag and x,, to A¢ and moreover o’(x;) +0”(x;) <2 foralli=1,...,n.
Call y/ the maximal contour among those for o’ which has x; in its interior (if no
such contour exists we put y/ = @). y/ is defined in the same way but referring
to o”. Since at least one among o’ (x;) and o (x;) is equal to —1 then y/ Uy # @.
We delete from the collection (yl, ..., v,) all elements which are smaller (in the
above sense) of other elements in the sequence; the sequence (y "y which is
left verifies the properties of the Claim. By construction in fact t the union of all
the interiors of (y’, y”) contains the sequence xi, ..., x, so that properties (i) and
(iii) of the Claim hold true. The proof of (ii) is obtained as follows. Suppose by
contradiction that S is not connected, then the union of all the interiors of (y’, ")
is not connected as well which contradicts the fact that it contains the connected
path xy, ..., x,. Thus the Claim is proved and by (2.56) the proof of Theorem 2.13
is complete. U
g

A corollary of Theorem 2.13. The following theorem is a corollary of the proof
of Theorem 2.13. We keep the same notation and call u< the Gibbs measure on
{—1, 1}2 with boundary condition &, & a configuration on a set in the complement
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of A which contains Y (A) (due to the nearest neighbor assumption on the inter-
action the values of & on Y (A) are the only relevant ones). We then write 1. Ao

or the marginal of u% on {—1, 1}20.
A

Theorem 2.17. In the same context as in Theorem 2.13,

o, & _
M[(@/\/\A» U/(”\A): HMAA;Qﬁ - A A ” > ¢~ PIDR] (2.59)
<2|Y(Ag)|e™B//DR, '
Proof. The left-hand side of (2.59) is bounded by the expectation
ol 1"
i PRl - w0 ) @.:60)

Let Xo,, be the function on {—1, 1} equal to 1 if o, agrees with o, on Ag and 0
otherwise. Then

ol ”
S = W | = S Do ] = 0 Do, I
UAO

The variation norm can be bounded using the set A, as in the proof of Theo-
rem 2.13. Recall that o = (07} ,, 0,,) but by its definition it only depends on their

restriction to A\ Ao, we shall thus write A, Mg hiag” .Call A & %Ana the prod-
/
A//\

uct of u A * and M , then, as in the proof of Theorem 2.13, the quantity

i
OAnA A”\A

lwa " [Xoagl = A " [Xoa,ll is bounded by

o,/ O_//
VNIV ”oy.
A [( oA +X0’A0)’AU,A\AO,UX\AO #@]

Hence,
U/,\/\A A”\A A/\A A”\A
HMA,AO A Ao ” = 2 [ U/A\A()’GZ\A() ;é @],
Going back to (2.60) and using (2.56), we get
I< e(ﬂj/z)RZM[AUA\A ay EOS eBIDRY Y (Ag)|e PR (2.61)
which concludes the proof of the theorem. O

2.6.2 Proof of Theorem 2.5. Fix arbitrarily an increasing sequence A, which
invades Z¢. Let Ag be a cube, f € Cap> I fI <1, A acube of side L with same
center as Ao, suppose that A,, and A, contain A. Then by Theorem 2.13,

f A, L1 = mga, LF1 < 2]V (A0 e PR (2.62)
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The r.h.s. vanishes as A — Z4, therefore E MEA [f] is a bounded Cauchy se-

quence, call ay its limit. We have thus proved that for any cylindrical function f
(i.e., which depends only on finitely many spins)

lim pf [fl=ay.

n—0o0
ay is a bounded, linear nonnegative functional on the space of cylindrical functions
(a property inherited from ,ul'; 4,)» Which by the Caratheodory theorem extends

uniquely to a probability u; such that u;[ f1=ay for all cylindrical function f.
As the cylindrical functions are dense in the set of continuous functions we then
conclude that ,urg A, converges weakly to u; A priori however /L; may depend
on the sequence A, used in its definition. However by Theorem 2.13 if A D A,
Ay DA

wh A LF1— 1 o LF1] < 2]Y (Ag) e PR

and taking n — oo
g ALF1 = mE LA <2]Y (Ag)|e 7P % (2.63)

which proves that u; is actually independent of the sequence A, used in its defi-
nition.
To prove translation invariance, namely that for any f as above

ngLf1=pflefl, tf ashift of f (2.64)

we consider a sequence A, as above. Then, since the interaction is translation
invariant,

ppltfl= Tim g [of1= lim pi o, [f1=pufLf]

having used in the last equality that the limit does not depend on the sequence.
By the spin flip symmetry, we deduce that also 11, ~converges to Mg (the spin
flip of ,u;r) independently of the sequence A,. By using (2.41), we then complete
the proof of Theorem 2.5.
The above implies an exponential decay of the correlations for the measure “Z

(by spin flip the result applies as well to 5 ). We keep the same notation used so
far denoting by g any function ||g|| < 1 which depends on finitely many sites all
outside A.

Theorem 2.18. With the above notation and in the same context of Theorem 2.13

b fel — bl flngigl < e PIPR(1 £ 6|v (Ap)]). (2.65)
B B B
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Proof. Let A be a cube large enough, eventually A — Z>. By the DLR property
whalfel=uh Algns" [£1].

where ,uZA\A is the Gibbs measure on {—1, 1} with boundary condition oa\A- By
Theorem 2.17 with A’ = A and A” = A, we have

uhAlB1=1-2 —(BJ/2R (2.66)
with
o —(BJ/DR
B={oana: H/’LAA\AAO “Z;AOH < e PIRRY,
We then get

g ALf81— 1f Alg: BIuiLf1] < e PR Loy (Ag)|e™ /DR,
Using again (2.66)
g ALF8]— 1f AlgIu kL f]| < e PP L aly (Ag)|e /PR,
Letting A — Z?* we get
luglfel — uhlgluilf1] < e PR L aly (Ag)|eBI/DR
and use (2.63) to get (2.65). O
2.6.3 Phase separation. We suppose hereafter that 8 is as in Theorem 2.5 and

drop it from the notation. Let A = {(x1, x2) € VAS |x;| < L}, L a positive integer,
and

1
Mp:= 2.67
A |A|xeA o (x) (2.67)

the empirical magnetization in A. For any ¢ > 0, by the Chebyshev inequality

> E +[(0(x) —mp)(o(y) —mp)].

x,yeA

+ My — >
wliMa = mpl= <] —<;|A|>2

It then follows from Theorem 2.18 that:

Theorem 2.19. Forany ¢ >0
c

2|

WHIMA —mgl = ¢] < (2.68)

¢ a positive constant.

The theorem shows that the plus measure u™ concentrates on configurations
whose empirical magnetization is mg. The phenomenon of phase separation con-
cerns instead what happens to the empirical magnetization when we consider
the canonical Gibbs measure with magnetization m € (—mg, mg). Let ua, A as
above, be the Gibbs measure at inverse temperature 8 with 0 boundary condi-



248 E. Presutti

tions: that is, the Gibbs factor is e 7 (A with no interaction with spins out-
side A. Fix hereafter m € (—mpg,mg) and let [m|A|] be the largest number in
{—=IAl, —|A| + 2, ..., |A|} which is <m|A|. Then the canonical Gibbs measure
with magnetization m is

A @A) pry 1A 1=[m|AN
puAlMAlA| = [m|A[]

/Lm;A(O'A) = (2.69)
We partition Z2 into squares of side ¢ and denote by Ajg,i=1,..., N, those
which are entirely contained in A, thus N ~ L?/¢?.

Theorem 2.20. Call I; :={x € [-1,1]:|x —mg| > ¢, |x +mpg| > ¢}. Then

N
lim lim lim g, [Z Luy, et = ;Ni| =0. (2.70)

{—>0€—00 L—00 -

It would be too long to prove the theorem in all its details and I will only give
some hints which the more experienced readers can use to get a full proof. Surpris-
ingly, we do not need more than what done so far even though here we deal with
“wrong” boundary conditions (zero instead of plus—minus boundary conditions),
and moreover the canonical constraint is in conflict with the Peierls bounds (as
their proof is based on a comparison of events obtained one from the other by spin
flip).

However to prove (2.70), it suffices to get upper bounds which vanish in the
limit and an upper bound for the numerator of the fraction defining the canoni-
cal measure in (2.69) is simply obtained by dropping the characteristic function
of the canonical constraint. Moreover, since the interaction of the spins at the
boundary of A with spins external to A is bounded from below by —cL we can
bound pa (op) < ,uj[ (o4)ePL. The extra exponential can be handled if we have
the super-exponential bound

N
WA {Z Ly, el; = cN] < e PN (2.71)

i=1

with b(£) > 0. Recall that N ~ Lz/ﬁ2 so that for ¢ and £ fixed the bound in (2.71)
is exponential in —L? and it thus wins against ¢#°L. We shall prove that the de-
nominator in (2.69) is bounded from below by

pa[MalA| = [m|Al]] = e F, a>0 (2.72)

so that the bound (2.71) covers all these exponential bounds.

The event in (2.71) requires the existence of at least { N squares A; ¢ which are
“bad”. We shall easily see that bad squares have small probability but the crucial
point is to derive a bound for the simultaneous appearance of bad squares in terms
of a product of their probabilities. Notice however that we also need to control an
entropic factor due to the number of ways the bad squares may appear.
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Factorization is the crucial point. In fact, the probability of finding deviations
from mg alone:

N
HA [Z Ly, —mplz¢ = KN}
i=1

is only exponentially and not super-exponentially small as in (2.71). This can be
seen by bounding MX(GA) < /LX(GA)e*ﬁCL and then using Theorem 2.19 for
to get an upper bound of the form ¢’e =A<~

It is thus essential for the bound (2.71) to deal with deviations of the magnetiza-
tion both from mg and —mg. We shall in fact see that if the empirical magnetiza-
tion in a square deviates both from mg and —mg then in that square there is most
likely a long piece of a contour.

Notation. Let R = /¢ and AO the cube with same center as A;., and distance
(1 plus the integer part of) R from the complement of A;.,. Let A; (o) be the
family of connected sets A such that A U Y(A) C A;., and A ¢ C A and either
o(x)=1onY(A)oro(x)=—1on Y(A); as before there is a max1mal element
in A; (o) and this is a one-connected set. Calling /C; the family of one-connected
sets C such that C U Y(C) C A;.y and A?;e C C we denote by G¢; the set of

configurations o such that C is the maximal element in 4; (o), calling GjCEl. the

set of spin configurations such that o (x) = 1, respectively, o (x) = —1, for all
xeY(C).

“Good and bad cubes”. The cube A;.; is [¢ > 0] good if it is neither 1-bad nor
2-bad:

o Apgis 1-bad if Aj(0) = &
o Ajyis 2—badifA,-(a)7é®butMAMeI;.

Since the bad cubes include those where M, , € I, it suffices to prove that

N
5 {Z 1A, is bad > gN} < e POEN, (2.73)
i=1

We obviously have

N
nk [Z 1A, is bad = CN]

i=1

= Y > {MA[HA, glslbad:| (2.74)

n>(&/2)N if,...si
n
X[ﬂ Aij e is 2—bad} }
j=1
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We start from the 2-bad squares. Let A = A;; ¢ be one of the 2-bad squares, fix
Cek; i and consider the set GZ’ i (the argument for GE, i is similar). Since Gé, i
is measurable on the complement of C the conditional probability of o¢ given the
values of all the spins outside C is u“CL(oc). Since A is 2-bad,

> (oax) _mﬂ)‘ >¢

1Al

XEA
so that for £ large enough
1 ¢
— E oay(X) —m ‘ > —.
|A0| XGAO( 0 ﬂ) 2

By (2.68), there is a constant ¢ > 0 so that
1 ¢ c

+
M[— > (0ag(x) —m ‘Z—]<—

XEA)
and as a consequence

n ] n
uX[ﬂ A is 2-bad | < (g%) . (2.75)
j=1 _

It then follows that

2. ZMA[ﬂAleISZbad =y (21)(5),1

nz(¢/2)N iy, 4 = /2N

(2.76)
<e PN, b>0

if € is large enough.

The bound of the 1-bad squares is more involved. If A; (04) = & it means that
there is neither a plus nor a minus circuit in A \ Ag (A = A; ) which contains
Ay in its interior. This implies that there are two paths which connect Ay and A€
along which the spins are constant, in one of the paths the spins being identically
plus and in the other identically minus.

It remains to prove (2.72). We split A = A1 U Ay U A3 into three disjoint rect-
angles of vertical side 2L + 1 and horizontal side L;,i =1,2,3. Weset L, =k, k
a large integer which will be specified later which is fixed independently of L. L
and L3 are chosen in such a way that

mg(|A1| —|A3z]) is as close as possible to m(|A;| + |A3]).

Calling u* the infinite volume plus—minus Gibbs measures and let vj\rl (oa,) bethe
marginal probability of u* over {—1, 1}A1, vL (oa,) that of u™ over {—1, 1}4s,
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+.0 . . qees .
Call u A A2 (oa;), 1 =1,3, the [LX conditional probabilities of o5, given o,.
Then there exists a constant ¢ so that for any o,

+,0 —BcL . + +,0 —Bel —
s 2oa) = e PuE (oa), g, 2oay) = e Phu (oay).

Analogously to Theorem 2.19, one can prove that there is a constant @ > 0 so that
vi (IMa, —mgllAi| <al) =%, vy (IMa;+mgllAs| <aLl) > 3.

Suppose that o,;, i = 1,3 are such that [Ma, — mg||A1| < aL and |[Mu, —
mgl||Asz| < alL, thenif L, =k is large enough there is o5, so that

Ma, |AL|+ My | A3+ Mag| As| =[|Alm].
Hence,
MX[MA =[m|A]]] = 6—250L}1(2—|A2|e—2ﬁf|1\2|)

the last factor bounding the probability of o,. In this way, one can prove (2.72),
details are omitted.

2.7 Bibliographical remarks

The classical reference for Gibbs measures and equilibrium statistical mechanics
is Ruelle’s book (Ruelle (1969)), and his paper (Ruelle (1970)) on superstable
interactions, for the existence of the thermodynamic limit for the pressure.

The Peierls argument can be found in Georgii’s book (Georgii (1988)). The ex-
tension to more general interaction is the content of the Pirogov—Sinai theory, see
Sinai (1982). The analysis of the Ising phase transition in the canonical ensemble
goes back to the work by Minlos and Sinai (1968), and later by Dobrushin, Kotecky
and Shlosman on their fundamental paper on the Wulff construction (Dobrushin,
Kotecky and Shlosman (1992)).

3 Lecture 3

The extension to positive temperatures of the zero temperature phase transitions
for particles systems in R is still a completely open problem, one of the most im-
portant in equilibrium statistical mechanics. As seen in Lecture 2, the occurrence
of a phase transition is proved for lattice gases at low temperatures. The main fea-
tures used in the proof are:

e A symmetry between phases, that is, between empty and occupied sites (which
in the Ising language is the spin flip symmetry).

e The energy excitations have a positive gap, that is, any perturbation of the
ground state carries an energy bounded away from 0.
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e The excitations can be classified in terms of contours, contours carry an excess
energy proportional to their length and are simple geometrical objects (con-
nected sets in Z2).

For particle systems in the continuum, the above properties fail. We do not have
nor expect a symmetry between the solid and the vapour phases, but this is maybe
not really essential. There is a very robust theory, the Pirogov—Sinai theory (Sinai
(1982)), Zahradnik (1998), which covers cases where the symmetry is broken.

In the continuum, perturbations of the ground state can be infinitesimal and
therefore the energy excitations cannot be bounded away from zero. Also this how-
ever has been overcome as there are examples of phase transitions in continuum
spin systems.

The real difficulty when dealing with continuum particle systems seems to be
the very complex nature of their excitations. We have to deal with phonons, that is,
compression and rarefaction waves, dislocations, fractures and all the other phe-
nomena which arise in elasticity. The excess energy is no longer well localized
on contours as in the lattice case and the complexity of their structure has so far
defeated all efforts to extend the analysis to the continuum.

In conclusion, the analysis of the gas—solid transition curve at low temperatures
seems to require new ideas and techniques and the existence of a gas—solid phase
transition in continuum systems is among the most important open problems in
statistical mechanics. In this lecture, I shall discuss the liquid—vapour branch of
the phase diagram. Both the physics and the mathematics of the liquid—vapour
transition are quite different than the gas—solid transition at small temperatures.

I start by recalling the van der Waals equation of state and the mean field theory.
We begin with the perfect gas and then analyze the corrections which appear when
the interaction among molecules is taken into account.

3.1 The ideal and the imperfect gas

The equation of state of an ideal or perfect gas is PV = NkT, maybe one of the
most famous laws in physics. Let us derive it from the postulates of statistical
mechanics by computing the gran canonical pressure of the ideal gas, that is, a
system of noninteracting particles. Recalling (2.28)

1
Zﬂs)ﬁl\:Z;/neﬁ)\nd‘xl"'dxnzexp“Aleﬁ)h}'
n>0"""

The average number of particles computed using the corresponding Gibbs mea-
sure is

Z/;,R;A Z %/ﬂeﬂ)‘"dxl--- dx, = |A|eP*

n>0
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so that the density is p = ¢#* and the pressure according to (2.24) is

B
g = EZBRA € g1, 3.1)
BIA| B
which is indeed the equation of state PV = NkT of a perfect gas.

When the interaction among particles is not disregarded the gas is called “im-
perfect”. The equation of state of an imperfect gas must thus take into account the
influence of the long attractive tail of the molecules interaction as well as its short
range repulsive part, as described, for instance, by the Lennard—Jones potential,
see (1.10). The van der Waals equation of state is:

2
(P —I—a%)(V —aN)=NkT.  a.a>0. (3.2)

The heuristics behind (3.2) is the following. In an ideal gas, the pressure P is the
force (per unit surface) that the walls exert to keep the system in the volume V, in
an imperfect gas the attractive forces between molecules add to the pressure hence
the term ap?/2 proportional to the number of interacting pairs of molecules. The
repulsive part of the interaction is schematized in the van der Waals equation by
regarding the particles as hard, impenetrable, small spheres. Thus if there are N
particles in a volume V, the free volume available to each particle is not V but
rather V — Na, a the volume occupied by each particle.
Rewrite (3.2) as

2
P=—aZ yp1 L (3.3)
2 1—ap
According to the laws of thermodynamics P should be a nondecreasing function
of p(as P = pf'(p) — f(p), P = pf” and f, the free energy, is a convex function
of p, f”(p) > 0) while for 8 large P’ has a graph like in Figure 11.
The van der Waals equation of state must therefore be modified and Maxwell

proposed to do that by cutting the graph of P’(p) along the dashed line as in

Figure 11 P’ =dP/dp as a function of p for large B.
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Figure 11 chosen so that the parts above and below the dashed line have the same
area. This is the famous “Maxwell equal area rule”. In this way, P’(p) = 0 in the
interval where the graph has been cut and this corresponds in thermodynamics to
a forbidden interval and a phase transition. Van der Waals interpreted this as a
liquid—vapour phase transition.

3.2 The mean field theory

The van der Waals argument is certainly clever and appealing in its simplicity but
definitely heuristic, hence the many attempts to justify it. I shall present below the
one based on the mean field approximation.

The basic assumption of the mean field theory is that (i) any particle interacts
with any other in the same way (independently of their positions); (ii) the total
interaction of a particle with all the others is uniformly bounded. Notice that by
(i) and (ii) the interaction must depend on the region where the system is confined
(which is the really weak point of the theory), indeed the mean field Hamiltonian
is:

1 o Ix[(lx] = 1)
mf _ _ A A
HA (&)——EZmlx,-,xjeA——(aw>|[\| (3.4)
i#]
so that if the number of particles |x| grows like p|A|, then H}\nf(g) ~ —a%2|A|
and the energy per particles is uniformly bounded.
The theory with the Hamiltonian (3.4) is however ill-posed, as the gran canon-

ical partition function (2.28) diverges (because the Gibbs factor grows as " and
it thus dominates the convergent factor 1/n!). The traditional way to make the sum
convergent is consistent with the van der Waals argument as it is based on iden-
tifying a particle at x with a “hard ball” of radius R > 0 and center x with the
condition that different balls cannot intersect. This is the same as adding to the
Hamiltonian a hard core pairwise interaction which is infinite if |x; — x;| < 2R
and =0 otherwise. Having added a local interaction, we are no longer in the sim-
ple context of the mean field theory, the composite Hamiltonian is far from simple
as the hard core system alone is very complex. This is true but in d = 1 where the
canonical partition function Z = Zg y A can be computed exactly. Calling a = 2R
the volume occupied by a particle (recall d = 1) we have
Z = ePlaN(N=D/QIAPIA / Ly >xitai=1,....N—1;0<x;:|A|=xy dX1 - dXN
(3.5)
- eﬂ[aN(N—l)/(ZIAIZ)]IAi/
N!Jio,|a|-(N=1yal¥
The first equality is obtained by ordering the position of the particles so that the
N! term (in the definition of Z) disappears. The second equality is obtained by
the change of variables x; — x; + (i — 1)a and then dropping the ordering of the
particles so that the N! term reappears.

dxy---dxpn.
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We can now perform the thermodynamic limit getting

—logZ
Ig.o = lim TORLhNA
|Al>0o,N/IAl=p  BIA]
(3.6)
p* 1
=-—a + B{p(logp — 1) — plog(1 — pa)}.

Let A =dfg,p/dp and g , = Ap — fp,, then one can check that mg , = P as
given in (3.3) and that the equal area Maxwell rule is equivalent to taking the
convexification fz7 of fg p.

On the other hand, if we work directly in the gran canonical ensemble and com-
pute the thermodynamical limit of the gran ganonical pressure we find it equal
to the convexification f;jo of fg, p, thus the grand canonical ensemble proves the
equal area Maxwell rule.

With the van der Waals theory and its statistical mechanics interpretation in
terms of mean field, we have thus recovered phase transitions. There are however
three main drawbacks in the derivation:

e The Hamiltonian depends on the volume and it is not well defined in the ther-
modynamic limit |[A| — oo.

e The computation of the thermodynamic potentials is explicit only in d = 1, in
d > 1 one can still prove the existence of a phase transition but not as explicitly.

e The Maxwell equal area rule or the convexification of the free energy fz , is
indeed derived working within the gran canonical ensemble, but in mean field
the equivalence of ensembles is not valid and there is no reason to prefer gran
canonical to canonical.

3.2.1 Variants of the mean field model. The addition of hard cores is not needed
in the lattice gas as the variables are bounded. The Hamiltonian of the correspond-
ing Ising model is (in any dimension)

Hx(o )_—mg o(x)o(y).

The mean field free energy density is then

m%  S(m)
fﬂ,m—_(X?_—ﬂ : (3.7)
—1(1—m 1l-m 14m 14+m
S(m)=F{ 3 log > + 7 log > } 3.8)

The mean field pressure (obtained by working in the gran canonical ensemble) is
the Legendre transform of fg .



256 E. Presutti

In the continuum we may avoid hard cores by adding mean field repulsive
forces. The mean field LMP Hamiltonian is

2 4
HA<1>=|A|(—%+’)—), pi= (3.9)

4! [A]°
where the quadratic term comes from pair interactions and the quartic from four
body interactions. All interactions are supposed independent of the positions of the
particles (with self interactions included in (3.9)).

The LMP mean field free energy density is then

p*  p

1
fﬁ,p=—7+z+gp(logp—l). (3.10)
The LMP mean field pressure (obtained by working in the gran canonical ensem-
ble) is the Legendre transform of fg ;.
Both the Ising and the LMP model (in their mean field version) have a phase
transition of the van der Waals type.

3.3 Kac potentials

The mean field free energy may be a reasonable approximation of the true one in
regions large enough to be considered thermodynamically relevant yet still small
relatively to the range of the attractive forces. If such conditions are met, one may
see a double well free energy as the one appearing in the mean field theory. If
however we look at the behavior of the same system on much larger regions, we
will then see a “thermodynamic correct” behavior of the free energy which will
rather look like the convexification of the mean field shape. Such a two scales
behavior will be the center of our discussion in the remaining part of this lecture.
Following Kac, we quantify the above ideas by considering an attractive pair
interaction constant in a ball of radius y ~! and equal to 0 outside, thus getting

1 d
Hx)=-3 Z Y 1=y
i#]
(yd the inverse of the volume of the interaction ball, to be compared to the mean
field Hamiltonian). The above gives indeed a mean field behavior in regions of

diameter suitably smaller than y ~!. To remove the discontinuity, we will replace
the above Hamiltonian by

1
H@) ==33 Vy (i x)), (3.11)
i#]
where

V,(r,r') = de(yr, yr') (3.12)
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Jx)

Figure 12  J(x) denotes the function J (0, r) when r varies along the x-axis.

with V (r,r") a symmetric, translation invariant (V (r,7") = J(0,r’ — r)) smooth
probability kernel (see Figure 12 where J (0, r) stands for V (0, r)) which we sup-
pose for simplicity to vanish for |[r —r’| > 1, y > 0is “the Kac scaling parameter”.

As in mean field, we need to add to the Kac potentials repulsive forces to en-
sure stability. In the Ising model, this is not necessary because the variables are
bounded:

3.3.1 Ising model with Kac potentials. The Ising Hamiltonian with Kac poten-
tials in a bounded region A C Z¢ is

1 A
HA(0)=—§ny(x,y)G(X)G(y), oef{-11} (3.13)
x#y
with J,, having the same properties stated before for V). Notice that
/Jy(r, r') dr/:/J(r, r')ydr' =1. (3.14)

The following theorem holds true:

Theorem 3.1. In d > 2 there is B, > 0 and for any B > B, there is mg, >0
so that (—mg_,,,mg ) is the only forbidden magnetization interval. Moreover

lim B., =1, lim mg , =mg, (3.15)
y—0 y—0
where
mg = tanh{Bmg} > 0, B>1 (3.16)

and (—mg, mg) is the forbidden interval for the mean field model whose critical
temperature is 1.

The theorem accomplishes the Kac program to derive the van der Waals or
the mean field thermodynamics in a statistical mechanics context. Indeed for any
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y > 0 the Ising Hamiltonian (3.13) is a legitimate finite range Hamiltonian and the
system exhibits a phase transition like its mean field analogue.

A weaker statement, namely that the thermodynamic pressure 7g p,;, (h an ex-
ternal magnetic field) converges to the mean field pressure nfgnz is valid in much
more generality (the Kac and Lebowitz—Penrose theory), but it does not ensure that
the phase transition in the limit is also present before the limit, as a sequence of
strictly convex functions may converge to a function which is linear in a segment.
In fact, this is what happens in d = 1 where by Theorem 2.4 there is no phase
transition.

We shortly discuss the ideas of the proofs after stating the analogous result for
the LMP model.

3.3.2 The LMP model. As mentioned earlier, a way to “stabilize” the Kac Hamil-
tonian (3.11) is to add a hard core interaction. This is what done originally by Kac
but for such a system we only have a phase transition after taking the limit y — 0
and miss a theorem like Theorem 3.1. In the LMP context instead, the whole ap-
proach works fine. A key notion in the definition of Kac potential for LMP is the
following: given a particles configuration x introduce its local particles density

py(r; x) as

py(rix) =Jy xx(r) =) Jy(rx),  reR’ (3.17)
i
1, .
where J,, is as above. If J, (r, r') = %, namely the indicator of the ball
-

B,-1(r) of radius y~! divided by the volume |B,-1(r)| = y ~¢|By| of the ball
(|B1| the volume of the unit ball), then
XN B, 1 ()]
1B, 1(r)|
would be the “empirical” particles density in the ball B, -1 (r).

The basic assumption in the LMP model is that the Hamiltonian H, (x) is a
function of the local particles density p), (r; x)

Jy xx(r) =

Hy(x) = / es(py (r 1)) dr, (3.18)

where e (p) is an assigned energy density (which includes the chemical potential
contribution). The specific choice in LMP is

2 4
o )

=——+——Ap. 3.1

e(p) SR 0 (3.19)

As already mentioned, the LMP Hamiltonian may be written as a sum of two and

four body interactions whose range is 2y ~ L.
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Theorem 3.2. In d > 2, there are 0 < B, < By and for any B € (B¢, Bo) for all y
small enough there are pg ., — < pg.y + So that the interval (pg,,,—, pg,y.+) is a
forbidden density interval. Moreover, as y — 0O the forbidden interval converges
to the mean field forbidden interval.

3.4 Free energy functionals

The proof of Theorems 3.1 and 3.2 uses renormalization group ideas to reduce to a
Ising like system at small temperatures where the approach described in Lecture 2
can be reproduced. The role of the O temperature ground states is played by the
minimizers of a free energy functional. In this section, we shall describe these
functionals.

3.4.1 The mesoscopic limit. As discussed in Lecture 1, the states in a contin-
uum theory are order parameter valued functions on the domain occupied by the
system, in our case states will be mass-density profiles p(r) or magnetization pro-
files m(r). The continuum theory is then characterized by a free energy functional
which specifies the free energy of any state (i.e., any density or magnetization
profile).

Continuum theories are derived from microscopic particle models in a regime
where the size of the spatial domain (where the system is confined) is much larger
than the inter-molecular distances. We shall distinguish between mesoscopic and
macroscopic continuum limits starting here from the former.

The mesoscopic regime describes systems where the ratio between the range
of the (Kac) interaction and the inter-particles distance diverges while the ratio
between the size of the domain and the range of the interaction stays bounded.
Thus in mesoscopic spatial units the domain is a bounded region, for simplicity
the torus 7z. In microscopic units, the same domain becomes the torus 7,,-1; .
Mesoscopic states are functions p(r),r € T, microscopic states are configura-
tions x of particles positions in 7,,-1,. They can be related as follows. Let DO

be a partition of R? into cubes of side ¢, Cr(z) denoting the cube of the partition
which contains ». Then the empirical density profile (with grain £) associated to a
particles configurations x is the function

1
Z 1x,~ cc® (3.20)

A(Z)(rlx) =
= 3
114

r € RY which is constant on each atom of D). We may suppose for simplicity
that 7,1 is D measurable so that A (r|x) = 0 outside T,-1p-

The choice of ¢ is quite arbitrary, we only demand that it is so large that fluctu-
ations are negligible but vanishingly smaller when compared to the range y ~! of
the interaction (so that in interaction range units Cr(g) looks like a point). For the
sake of definiteness, we take £ = y ~'/2. The empirical density profile defined in
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this way becomes a mesoscopic state if we rescale space: AOFx) > AW© (yr|x).
Then the statistical weight of a mesoscopic state p(-) is defined as the constrained
partition function

1
v L —BHy (x)
Ziype =) . /<y-1m" e T A0 (- p(r)ll <¢ X

"=0 (3.21)
t=y712, ’
where H,, is the LMP Hamiltonian with A = 0. We can then define the mesoscopic
free energy of the profile p as
ye
Fr; (p) ;=—{1%J}%F10gzw,p;;. (3.22)
The Lebowitz—Penrose technique allows to show that

1
Fro)= [ teolJ () + 5o (llog p(r) ~1]dr. (3.23)

where e (-) is defined in (3.19) (analogous expressions have been derived by
Lebowitz—Penrose for a large class of systems).
An analogous procedure in the Ising case leads to the functional

oy ) = /T S(n;(r)) } i

L

{—%m(r)[] *xm](r) — (3.24)

where m(r) is a magnetization profile (with values in [—1, 1]), the entropy S(m)
is defined in (3.7). Equation (3.24) can be written in a more significant way as:

B m(r)?  S(m(r))
Fn(m)‘/n{_ > B far

tq [ [ ~me arar

which reminds of the Ginzburg-Landau functional (1.1). Indeed the latter is ob-
tained by approximating the last term by a gradient squared.
The connection with large deviations goes as follows. Call w,, the LMP Gibbs

measure (with A = 0) on the torus )/_17'L. Then

o d %) _
glgrbylgnoy log uy [{| AV (yrix) — p()|, < ¢}]

(3.25)

(3.26)
= —B{Fr.(p) + g0},

where
1
wpi=— inf fen(o)+ (pllogp — ). (3.27)

The right-hand side of (3.26) is the large deviation rate function as y — 0 for
the probability of observing the profile p on the mesoscopic scale (where space is
increased by a factor y ~1). An analogous expression holds for the Ising case.
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3.4.2 The macroscopic limit. The macroscopic regime describes systems where
the ratio between the size of the domain and the range of the interaction diverges.
For the systems with Kac potentials that we are studying, we also demand that
the ratio between the range of the Kac interaction and the inter-particles distances
diverges.

We suppose again that in macroscopic units the domain is the torus 7z, in mi-
croscopic units the same domain becomes the torus 7,-1;,0 < ¢ < y < 1, for the
sake of definiteness we take ¢ = 190, As in the mesoscopic regime, we associate
to a configuration x of particles in e~ 77 the density profile

o1 o (3.28)

AD(rlx) = ——
X 7
[ i

For instance, £ = y ~2. Analogously to (3.21), we set

1
=Y - —pH, ()]
ALyt = n!/(e—lTL)ne T a0 erin—pryl<e X (3:29)

n>0

and define analogously to (3.22)

d
€
[ macro = — lim lim — log Z o .
(p) =~ lim lim - log Z1. .y pie (3.30)
We then have
1 kek
F%acm(p) :/ (60(,0) + B(p[logp — 1])) dr, (3.31)
L

where g™ is the convexification of g.

The relation with the mesoscopic functional (3.23) is not what one may have
naively guessed by doing a local approximation of the latter, we refer to Lecture 1
where such questions have been addressed in the context of the Ginzburg-Landau
functional.

3.5 Contours and Peierls estimates in LMP

We sketch here the proof of Theorems 3.2 and 3.1. As mentioned, they are based
on an extension of the Peierls estimates for the low temperatures Ising model
proved in Lecture 2. The extension is far from simple and we only give some
semi-heuristic ideas.

Recall that the free energy functional for the LMP model with chemical poten-
tial X is

1
Fr, (p) = /T {ex(J *p(r)) + Ep(r)[logp(r) —1]dr. (3.32)

It is easy to prove (see Presutti (2008)) that the minimizers of the functional are
spatially constant profiles and that if B > B. there exist Ag, pg,— < pg,+ so that
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the minimum of F7; (p) is achieved at p4 (r) = pg,+ and p_(r) = pg, — and these
are the only minimizers. Recalling from (3.20), the relation between continuum
density profiles and particle configurations goes via the empirical density profile
A®(r|x) and the analysis stands on the ansatz that A (r|x) is close to the equi-
librium values pg +. In the nearest neighbor Ising model any spin flip from the
constant configuration (all spins equal to 1, or to —1) gives rise to a contour, here
we cannot be so strict. Indeed A (r|x) is the average particles density in the cube
r(g), and if x is distributed with a nice extremal Gibbs measure then we expect
fluctuations of the order £~%/2 so that we must allow for small deviations before
saying that there is a contour.
To be quantitative, we take £ = y~ (7% = £_, with 0 <a <1 and
set 0@ (@) = £1if [AC (rx) — ppal < ¢ =y 0 <a <o, and
n =) (x;r) = 0 otherwise. We also introduce the scale by )y = y ~4+ sup-

pose that for all r, Cr(g_’y) C Cr(e”) , and say that there is a deviation from equi-

librium at r if n¢¢=»)(x; r') = 0 for some r’ € I, I, the union of Cr(h‘y) and all
the cubes C r(,h‘y) connected to C r([+’y). We summarize all that by introducing the
phase indicator @¢-¢-»-t+.v)(x; r) which is set equal to 0 if there is a deviation
from equilibrium in the above sense; otherwise we set OG-yt (x;r) =1 if
n&=r)(x;r')y=1forall ' € I, and @C-=r-t+0) (x;r) = —1if nG-r) (x; 1) =
—1forall ¥ € I,.

Contours. A contour I of a configuration x consists of a bounded set sp(I"),
called the spatial support of I", which is one of the maximal connected components
of the region {r: O-t—y-try) (x; r) = 0}, and the restriction nr of n(”*#’)(g; r)
to sp(I"). Thus, a contour is the pair I' = (sp(I"), nr). We shall hereafter simply
write n and ® without indicating the parameters which enter in their definition.

Geometry of contours. As in the Ising case, we shall restrict to boundary con-
ditions such that ® is identically 1 (or —1) outside of a compact. Thus sp(I") is a
bounded, D“+»)-measurable connected set. We call ext(I") and int; (") the max-
imal connected components of its complement, ext(I") being the unbounded one.
We denote by Dex; the union of all D%+) in ext(I") which are connected to sp(I")
and by D; the union of those in int; (I') connected to sp(I"). It is proved that all

such sets are connected. Moreover, ©® # 0 on any such sets and O (x; r) = n(x, r’)
if Cr(/€+’y) C sp(I') is connected to Cr(b“y). Thus, ® is constant on Dey; and on each
D; and its value is determined by nr. We may add a &+ superscript to the sets D to
indicate the sign of ©.

Weight of contours. T" is a plus (minus) contour if ® =1 (= —1) on Dey;.
C denotes the union of sp(I') and all int;(I") and Z¢ , Dext (A) stands for the par-
tition function in C with boundary conditions x, and constraint A, A a set of

configurations in C (we are dropping here the parameters 8, A, ). Then if I" is a
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plus contour for any x5, such that n(xp_,7)=1o0n Dex we define

W, xp,,)
L. (333
_ Zexpy ) =nr@r),respl), O, r) ==+1,r € D]

Zexp, NG r)=1,r €sp(M), O(x,r) = 1,r € D]

Thus the numerator is the weight of seeing the contour I" conditioned to the outside
of sp(I') while the denominator is the weight with the same conditioning that the
contour [" is absent and replaced by the plus configurations. Analogous definition
is given for the minus contours.

As in the Ising model of Lecture 2, everything works fine if we have good
bounds on W(I', x ,_ ). To get a feeling of what we could get, let us approximate
the partition functions in (3.33) by the free energy functional, which, in the present
case, is a conditional free energy functional. Let A be a bounded region, p the
boundary condition, supported outside A. We then define

/{ (J % Lpa + 51) = ex(J % 5) + —pa()l <>—1]}d
e eJ x1paT+p e (J *p IB,OAV 0g palr r.

In our case A = Ag, A=yC, p(r) = A(Z)(yrp_cDm). Call X and X' the set of
all the configurations x in the region C which contribute to the numerator and,
respectively, the denominator of (3.33). Let R and R be, respectively, the sets of
pyc(r), r € yC, such that

pyc) =AY yrix),xeX;  p,c)=A9@yrix),xext. (334

Then the numerator in (3.33) is approximated by
exp|~By ! inf Fyc(oyclh)) (3.35)
while the denominator is approximated by
—d - -
exp| By~ inf Fyc(pyclp)). (3.36)

The ratio of (3.35) and (3.36) can be proved to be bounded as the right-hand side
of (3.37) thus if (3.35) and (3.36) were not an approximation we would get

W(T,xp, ) <e TN Nped = [spD)]. (337)
With this bound, we could actually repeat the proofs of the Ising case as in Lec-
ture 2. However the bound (3.35) and (3.36) become true only in the limit y — 0
which is not good enough as we want to keep y fixed, maybe very small but
fixed. To make (3.37) correct, we should increase the right-hand side by a fac-
tor exp{by '/2|C|}, b > 0, so that the bound becomes useless if the interior of C is
much larger than sp(I").
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We can avoid this difficulty by localizing the estimate to sp(I") so that the error
is now exp{by '/?|sp(I")|} which does not spoil the bound on the right-hand side
of (3.37). Referring to Chapter 11 in Presutti (2008) for the details, we just say
here that using a Lebowitz—Penrose argument we get

BI~ (int™ () 7~
L€ " Zi- (.4

I*t(@int~ (") 7+
efIT(in ())Zim—(r),x+

1/2-2adyyd
-y

WL, xp ) <e POs=r . (3.38)

where xi(i’) = PB,+> zij;t‘(l“)

constraint that ® = #1 identically on the cubes of D’+» connected to sp(I") and

stands for the partition function in int™ (I") with the

1£(n) =/c{€x(ﬁ)(,0,3,i) —exp)(Jy * pp,+1p0)}
A (3.39)

—/Aex(,s)(fy * pg,+1ac).

An analogous expression is derived for the Ising model with Kac potential and
the analogous of the bound (3.38) would conclude the proof of the Peierls bounds
because the ratio of the partition functions in (3.38) is equal to 1 by the spin flip
symmetry and for the same reason I (A) = I~ (A).

In the LMP model instead, there is no symmetry between the plus and minus
states and indeed the ratio of the plus and minus partition functions in (3.38) will in
general be of the order of the surface which would then compete with the first fac-
tor (the gain term) on the right-hand side of (3.38). This is exactly the framework
of the Pirogov—Sinai theory, the crucial point is the fact that for a special value of
the chemical potential the ratio of the partition functions becomes of the order of
the surface times a small factor which for y small is negligible with respect to the
gain term.

The idea is grosso modo the following. We can control the dependence on the
boundaries of the partition functions if we have good estimates on the decay of the
correlation functions; if we have a good dependence on the boundaries the Peierls
bounds hold true and then by the arguments used in Lecture 2 we derive the desired
decay of correlations. The argument is clearly circular and Pirogov—Sinai could
“rectify it” by using an induction on the volume argument. This require to adjust
the value of the chemical potential at each step of the induction and in the end it
leads to the special choice A = Ag ¢, of Theorem 3.2.

3.6 Additional bibliography

As already mentioned the approach used in LMP is more general and applies to
other systems with Kac potentials, in particular it has been used to study a ver-
sion of the Potts model in the continuum with Kac potentials, see De Masi et al.
(2008, 2009). In the last reference (as well as in the original LMP paper), there is
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a computation of the effective Hamiltonian which is proved to be a Hamiltonian
with many body interactions.

The first results where the Kac program has been carried through keeping y
fixed refer to the Ising model with ferromagnetic Kac interactions, see Cassandro
and Presutti (1996), Bovier and Zahradnik (1997) and also Chapter 9 of Presutti
(2008).

The statement about the absence of phase transitions in d = 1 models is not
entirely correct, at least in the generality in which it is stated. The simple spin
system made of a chain of harmonic oscillators with harmonic nearest neighbor
interactions gives a counter-example: in Benfatto, Presutti and Pulvirenti (1978) it
is shown that there is an infinity of extremal Gibbs measures, but only one trans-
lational invariant (Gibbs measures being defined as weak limits of finite volume
Gibbs measures).

Absence of phase transition is true for compact spin systems with interaction
having second moment finite. Problems arise in the noncompact case: one may
take extremely large boundary spins so that they drive the neighboring ones to high
values and the effect may persist in the thermodynamic limit, as in the counter-
example quoted above. This does not apply though to the LMP model because of
the repulsive nature of the interaction at high densities. So that very high density
boundary conditions do not drive toward high densities, but the opposite happens.

3.7 Bibliographical remarks

In the 60s, Kac proposed a scheme to derive the van der Waals theory from
statistical mechanics. The original papers are by Kac, Uhlenbeck and Hemmer
(1963a, 1963b, 1964), by Kac and Thompson (1966) and by Kac and Helfand
(1963). The extension to more general systems with the introduction of coarse-
graining techniques and renormalization group ideas is due to Lebowitz and Pen-
rose (1966), Penrose and Lebowitz (1971). An analysis of the nonlocal free energy
functionals which arise in the theory can be found in the papers by Gates and
Penrose (1969, 1970a, 1970b).

The simplest model for the Lebowitz—Penrose coarse graining is maybe the
Ising model with Kac potentials, the detailed analysis of this system can be found
in Section 4.2 of my book (Presutti (2008)). The first proof of phase transitions
in the Ising model with a fixed positive value of the Kac scaling parameter y is
due to Cassandro and Presutti (1996), and Bovier and Zahradnik (1997). The LMP
model has been introduced by Lebowitz, Mazel and Presutti who proved the exis-
tence of a phase transition for positive values of y (Lebowitz, Mazel and Presutti
(1999)). The validity of the Gibbs phase rule for the LMP model has been estab-
lished (Bovier et al. (2004)). A detailed analysis of the structure of the pure phases
in the LMP model can be found in my book (Presutti (2008), Chapters 10-12).
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4 Lecture 4

In this last lecture, I will discuss nonequilibrium. The theory is not as developed
as in equilibrium and many fundamental problems are still open. For the sake
of definiteness I will focus on a single subject: the analysis of states which are
stationary but not in thermal equilibrium. The example to have in mind is a metal
bar whose extremes are kept at two different temperatures 7_ > 7 by adding
and removing heat. After a while, the system equilibrates and a steady heat flow
goes from the left where the temperature is 7_ to the right where the temperature
is T¢. The system is then in a stationary state but not in thermal equilibrium as the
temperature is not constant throughout the body.

As any probability (in a finite state space) can be written as a Gibbs measure
with a suitable Hamiltonian also the stationary nonequilibrium state describing the
above situation can be written as a Gibbs state with some effective Hamiltonian
and the dream is to discover a rule for finding such a Hamiltonian. Most likely,
this is just a dream but, as we shall see, something can be done in this direction.

4.1 The symmetric simple exclusion process

The easiest system we can possibly conceive is certainly the free lattice gas,
namely a system of particles in Z¢ where the only interaction is hard-core which
enforces the exclusion rule that no two particles can occupy the same site. Thus
particle configurations are elements 7 € {0, I}Zd. Gibbs equilibrium states are then
product measures which are therefore specified by the probability that n(x) = 1:

e

uk[n(x)zl]zH_—ek, xez? (4.1)
with A € R the chemical potential (temperature does not play any role here as there
is no interaction among particles except exclusion, we have thus set 8 = 1).

We introduce a dynamics by requiring “locality”’, namely that particles can only
move to nearest neighbor sites and that all u; should be invariant. This still leaves
open a lot of choices, we take maybe the simplest one by requiring that dynamics
is given by the Markov process on {0, I}Zd defined by the generator L3P below
which acts on the cylindrical functions f as

1
L*Pfmy=Y Y. 5(n<x>[1—n(y>]+n(y>[1—n(x)])
X oyily—x|=1

x (f (™) = £() (4.2)
1

= Y 5@ = rm),

x,y:ly—x|=1

where 1% is obtained from 7 by exchanging its occupation numbers at x and y.
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L is the symmetric simple exclusion process (SSEP), where each particle in-
dependently tries to jump to a nearest neighbor site after an exponential time of
mean 1/2: the jump then takes place if the chosen site is empty. This is the same
as the generator of the stirring process where independently and at rate 1/2 the
occupation numbers of nearest neighbor sites exchange their values, as described
in the last expression in (4.2). It is obvious that the measures w, are invariant.
The proof that they are the only extremal, invariant measures follows from the De
Finetti theorem and the fact that they are exchangeable, see, for instance (Liggett
(1985)).

Let us now move to the stationary nonequilibrium states for our lattice gas. We
represent the metal bar as an interval [-N, N] on Z, N a positive integer. We
do not have temperatures here, the role of temperature is played by the chemical
potential and correspondingly we have a mass rather than a heat flow. The evo-
lution is described by the SSEP but we have to add something else which in the
physical example of the metal bar corresponds to fixing two different tempera-
tures at the extremes of the bar. This can be done by adding the following two
new updating mechanisms, one at —N and the other at N. At rate 1/2 we choose
—N and independently of its previous value we set n(—N) = 1 with probability
W_[n(—=N) =1]:= p_ and n(—N) = 0 with probability u,_[n(—N) = 0]; anal-
ogous mechanism acts at N with A, instead of A_ and p; instead of p_. We
also suppose A_ > Ay and thus p_— > p,. The generator of the process is then
L=L_+ L+ L% where

Lif)=3mN)A - p)[f(n—1n) — f()]
+ (L= n(\N)p+[f(n+1x) — fF()])

and 1y is the configuration with all 0 except at N. L_ is defined analogously.
The one-body correlation function is

p(x,t)=E,[n(x,1)], 4.4)

where E, denotes the expectation of the process with generator L starting from
some initial measure p. The time derivative of p(x, t) is obtained by applying the
generator to the function f(n) = n(x):

dp(x,1) 1

(4.3)

dt E(p(x—i-l,t)—i-,o(x—l,t)—Zp(x,t)), |X|<N,
dp(~N,1) 1 1
— Q- E(P(—NJr L) —p(=N,0) + 5(:0— — p(=N, 1)),

dp(N, 1 1
% = E(p(N— 1,t) — p(N, 1))+ 5(,OJF — p(N,1)).

Itis certainly atypical that the one-body correlation functions satisfy a closed equa-
tion, in general their evolution depends on the two-body correlations which in turns
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evolve depending on the three-body correlations and so on so that there is a whole
hierarchy of equations that one has to solve to determine the evolution of the one-
body correlations. In our case instead the equations are closed, this is related to the
self-duality of the SSEP, an issue which will be discussed later on.

The above evolution equations can be solved in a rather explicit fashion. Indeed
let x(¢) be a simple symmetric random walk on Z (i.e., after an exponential time
of mean 1 it jumps with equal probability on its nearest neighbor sites). We stop
x(t) once outside the interval {|x| < N}, as we are interested to the case when
|x(0)| < N this means that x(¢) is the simple random walk till the random time t
when |x(t)| = N + 1, after which it does not move anymore. Let pg(x) = p(x, 0)
for |x| < N and pg(x) = p4+ for x > N and =p_ for x < —N. Then

p(x, 1) = Ex[po(x®))], x| =N (4.5)

&, denoting the expectation of the stopped random walk starting from x. It is also
easy to compute the limit PS5V (x) of p(x, 1) as t — oo:
N x—(=N-1) 5
; — o —p_), N 4.6
pr () =p +N+1_(_N_1)(p+ p-) x| < (4.6)
which extends to a linear profile connecting p_ to p4 as x varies from —N — 1 to
N +1.

4.2 The Fick’s law

The local current j(x,t) is defined as the expected number of particles crossing
the bond (x, x 4 1) at time ¢ from left to right minus that of particles crossing the
bond in the reverse direction. In the SSEP, this is

Jj,)=—S(px+ 1,1 — p(x,1). 4.7)

Thus, the local current is proportional to minus the density gradient, the propor-
tional factor being equal to 1/2. Fourier’s law states that the heat current is equal to
minus the temperature gradient times the diffusivity coefficient; Fick’s law, which
is the analogue of the Fourier’s law for mass transport, states that the mass current
is equal to minus the density gradient times the mass-diffusivity coefficient. In the
SSEP therefore the diffusivity coefficient is equal to 1/2.

In the stationary state, the current is

PV = =2 (o — ) @3)
22N+ '
which vanishes as N — oo like the inverse of the size of the system. Indeed if we
introduce spatial macroscopic units, x — r = ex, ¢ = 1/N, the stationary profile
Pt (x) expressed in macroscopic unit converges as N — 00 to

) — (-1
lim lim p*N(x) = p™(r) = p_ + r—h

N—>oo Nx—r 2

(o4 — p-), Irl<1. (49
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The time macroscopic units are t — ¢2¢ and from (4.5) (adding a superscript N to
p(r, 1))

lim lim p™(x, N*t) = p(r, 1), Irl<1, (4.10)

N—oo Nx—r

where the limit p(r, t) is the solution of the Dirichlet equation in [—1, 1]

ap  13%p
ST 4.11
ar 2012 ¢-11)
with boundary conditions:
p(r,0) = po(r), p(£l,1) = px (4.12)

having supposed that the initial datum ,oéN) (x) converges to pg(r) in the sense
of (4.10).

Equations (4.11)—(4.12) are compatible with (4.9) in the sense that p'(r) is
the stationary solution of (4.11)—(4.12). This means that the limits + — oo and
N — oo can be exchanged: this is so in the SSEP but it is not at all a general fact.

Let us now briefly recall the Fick’s law. This is about a system where mass is
transported in a conservative way, so that the evolution equation is the conservation
law

ap ol
ot or
with boundary conditions (4.12). To close the equation, we need a so-called con-

stitutive law which expresses the flux I as a function of p. The Fick’s law says that
this is given by

(4.13)

3
1=—Dw§£
p

D(p) > 0 the diffusion coefficient. Comparing with (4.11), we see that for the
SSEP D(p) = 1/2 so that by (4.9) the stationary current /5! is

e Pt =P (4.14)
4
If we express (4.8) in macro unit, we get
: g2 :
J-St,N — (_)J-St,N’ (415)
€
where &2 comes from the time rescaling (current is the mass flow per unit time)

and ¢ from the space, the bond (x, x + 1) has macro-length ¢. It is readily seen
that the right-hand side of (4.15) converges to the right-hand side of (4.14).

In conclusion, there is perfect agreement with the predictions of the macrosocpic
theory and the behavior of the SSEP.
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4.3 The invariant measure

Let us now move one of the main questions posed in the beginning of this lecture
about the structure of the nonequilibrium stationary states. First of all, observe
that for any N there exists a unique invariant measure u®), as it follows from
general theorems on Markov processes with finite state space under the condition
that any state can be reached from any other in a finite time. This is a strong D6blin
condition which also ensures exponentially fast convergence from any initial state.

We are interested in the limit N — oo which in equilibrium was used to derive
the thermodynamics of the system and was therefore called the thermodynamic
limit. In our case, is more proper to call it the macroscopic limit. We thus want
to understand the behavior of 1) in the macroscopic limit N — oo. First issue
is of course the choice of the topology, we start from the weak topology used so
far in equilibrium, a choice in many ways inadequate as we shall see. We say that
u™N) — 11 weakly as N — oo if for any cylindrical function f:

ngnww[f] = ulfl. (4.16)

Recall that a function f is cylindrical if it depends only on finitely many 7(x),
so that the cylindrical functions can be obtained by taking linear combinations of
functions of the form HzNzl n(x;). The expectations

N
/{1"[ n(xi)} = p(X1, ..., Xn)
i=1

are called the n-body correlation functions of the measure p and w is uniquely
determined by the totality of its correlation functions. We shall use below that by
weak-compactness uV) converges weakly by subsequences.

Recall that V) is invariant if for all functions f on {—1, 1}I=V-¥ we have

pM[L™ fl1=0, (4.17)

where LM = ™) 4 LSFN) + L3PV (we have added the super-script N to the pre-

vious notation). Recalling the definition of L;N) we have LiN) f=0if f depends
only on n(x), |x| < N, thus for such functions

I/L(N) [Lssepf] =0, Lssep,Nf — Lssepf (4.18)

and therefore if p is the weak limit along a convergent subsequence Ny for any
cylindrical function f
lim pMO[LSP ] = u[L¥P f] = 0. (4.19)
Ni— 00
Thus, © is SSEP-invariant and it is therefore a superposition of Bernoulli measures
vy, p €[0, 1], where vy[n(x) = 1] = p.
The result gives a negative answer to the question about the structure of station-
ary nonequilibrium states: in the macroscopic limit the stationary nonequilibrium
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states become thermal equilibrium states. Thus, the macroscopic limit is not useful
to understand the stationary nonequilibrium states, but before discussing the issue
we state and prove the following theorem which improves (4.19).

Theorem 4.1. 1'N) converges weakly to the Bernoulli measure vy, p=1L ’;p +,
Proof. We already know from (4.9) that for any x
lim u M) =1]=2="L+ (4.20)
N—oo 2

so that if p is the weak limit of ©™ along a convergent subsequence then
ulnx) =1]1=2 ’;p +. Since w is a superposition of Bernoulli measures v, the
theorem will follow once we prove that for any x # y

p— —p+)2
=)

ulnx) =1,7(y) =1] =( 4.21)

Let us go back to the time dependent case, denote by 5,%\]) the expectation for the

process starting from 79, define pV)(z, 1) = 5,%\’)[77(2, )] and

vM @,y ) =N 1) = o™ ) () — p M (1)) (422)
We shall prove (4.21) by showing that
lim lim v™(x, y; 1) =0. (4.23)

N—>o00t—>00

Recall in fact that for each N the law of the process at time ¢ converges as f — 00
to 1Y) independently of the initial state so that

Jim o™,y = w M) = La) =1] = 1V [ne) = 1]uMn() = 11.

Denote by L the stirring generator which exchanges independently at rate 1/2
the occupation numbers at (x, x + 1) and by L5V the one where (x,x + 1) are
both in [—N, N]. It can be checked that for x and y £ x in [—N, N]

d
Ev(N)(x, yit) = LN oM (x yi1)

1
—5 (Mo = p M 0) Ty @424)

1
— EU(N)(X’ Vi A= + 1jy=n),

where v™ (x, y; ) is thought of as a function of the positions x and y of two
stirring particles and LN v®™) (x, y; 1) is defined accordingly. Equation (4.24) can
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be rewritten as an equation for v(N)(x, vit), Xy, x| <N+1,|]y| <N +1,

EU(N)(X, yit)= L™ (x, y;t)

1
= 50N .0 =M @ D) ey, (4.25)

v (x,y;6)=0  in{lx|=N+1}U{ly|=N + 1} and whenr =0
which is solved by

i = =3 [ EL TN 0.0 —5) = oD (0,1 - 5))?
(4.26)

X Ljx(s)—y()l=1 Ly >s,7,>5];
where E3! vy denotes expectation with respect to the process of two stirring particles

which start from x and y in [N, N] and 7, 7, are the first time when particle x,
respectively, particle y, reaches (NN 4 1). There is a constant » > 0 so that

t —be?
E_)Sc,y[l‘fx>s]§e 85’ SIN

as the left-hand side is the probability that a simple random walk which starts
from x remains inside [—N, N] till time s. With this bound we can take the limit
as t — 0o in (4.26) and get, recalling (4.6),

tM ) =1,n0) =1) = pN ()N (y)

1
:_§<2N+1) / Ex y[llx(s) y(s)|= llrx>s r)>v]

By Cauchy—Schwarz
™M (000 =10 =1) = p*N @)™ ()|

2 12
s /OO e—(b/2>ezs<i) < e,
— 2 Jo s

The bound E;t y[1| x(s)—y)|=1] < % is obtained from classical estimates on sim-
ple random walks after coupling the two stirring particles, x(s), y(s), with two
simple independent random walks, x0(s), yO(s), in such a way that if x%0) =

x(0), yO(O) = y(0) then at all times
K%)= Y0 < [x() = y()| < [x°) =y () + 1.
The coupling is defined by matching the displacements of the rightmost and left-
most particles. This cannot be achieved when |x(s) — y(s)| = 1 and that is the
reason for the inequality.
By (4.28) (™M (n(x) = 1,n(y) = 1) — p*N (1) p* N (y)] = 0 as N — oo at
1/2

(4.27)

(4.28)

least as fast as N~ /< and the theorem is proved. g
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The use of the Cauchy—Schwarz inequality at the end of the proof could be
avoided. Define for r # r/, both in (—1, 1),

CM@r, )y =Nu™Mnhe) =1,n0) = 1) — p* N ) p*N (v)), (4.29)

where x and y are the integer parts of N and r’N. It can be proved that:

Theorem 4.2. Denote by E, , expectation with respect to the law of two indepen-
dent Brownian motions, B(s) and B’ (s) starting from r and r' # r both in (—1, 1).
Let T and T’ be the hitting times at 1 of B(s) and B'(s), then

lim ™M, r')=C(r,7),

N—oo

(4.30)

l/p_—p 2 roo
C(nﬂz‘i(%) /0 E;p[85(s)(B'(9)Lesys, 7]

8p(x) the Dirac delta at b.

The theorem is proved by showing that (4.27) converges in the limit to (4.30),
this is based on a comparison between stirring and independent random walks
and convergence of the latter to Brownian motions. Equation (4.30) has a physical
meaning and will play an important role in the analysis of the stationary nonequi-
librium states as we shall see later on.

We conclude the section with an obvious extension of Theorem 4.1. Denote by
wN:r) | r e (=1, 1), the measure on {0, 1}[=N+XN+X1 X the integer part of Nr,
obtained from u™) by translation.

Theorem 4.3. Forany r € (—1, 1) u'N:") converges weakly to the Bernoulli mea-
sure vpsi(ry where S\ (r) is defined in (4.9):

r— (=D

st _
po(r)=p-+ >

(o4 — p-).

Theorem 4.3 is in agreement with the picture we have of continuum systems:
at each macroscopic point r the system is described by an equilibrium state with
order parameter the local density at . We have thus proved that the stationary
nonequilibrium state is in the macroscopic limit described by the density profile
p%t(r). However, to have a complete characterization of the continuum theory we
would need to derive a free energy functional associated to all density profiles p (r)
which should then reach its minimum at o (r). We shall discuss later this issue.

4.4 Density reservoirs

We have seen that the local structure of the invariant measure “degenerates” in the
macroscopic limit to thermal equilibrium so that in the infinite volume we do not
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see anymore the nonequilibrium effects. In particular, the current is proportional
to ¢ = 1/N and thus vanishes in the macroscopic limit N — oo.

On the contrary, we would like to find a system which has a stationary state
which on the right at infinity has density o4, on the left at infinity has density
p— > p4+ and throughout the system there is a nonzero current. This may seem
impossible as the existence of a positive current means that we are transporting
mass at constant rate to the right which seems to imply that the density on the left
should decrease while that on the right increase.

The question is related to the way we fix in real systems the density (or the
temperature) at the extremes of the system. This is done by putting the system in
contact with density (or thermal) reservoirs. A reservoir at density p (let us stick
to the case of mass transport for definiteness) is a system in thermal equilibrium
at density p which exchanges mass (particles) with the system to which it is put
in contact. The main property of the reservoir is its very high capacity so that
despite the fact that it may loose (or gain) mass yet its density remains essentially
unchanged. Thus the system at the contact with the reservoir has essentially the
same density as the reservoir.

These features are behind the definitions of the boundary operators L4 intro-
duced in (4.4). In particular the action of L4 can be thought of as a stirring ex-
change between the sites (N, N 4+ 1) if n(N + 1) is averaged with mean p.. This
mimics the fact that particles enter or exit from the system to the reservoir. The
fact that successive events have same rates independently of the past corresponds
to the assumption that in the reservoir there is an instantaneous thermalization.

The natural question is whether there exist particle models for reservoirs, as we
shall see a positive answer would enable to construct examples of infinite systems
with the desired properties of having a nonzero current and asymptotically distinct
densities. The infinite system being composed by our original system plus the two
(infinite) reservoirs to its right and left.

Since in a reservoir loss or gain of mass should not change its total density a
reservoir must be an infinite system. With this in mind, we go back to our SSEP
model in [—N, N] and add two infinite systems one in [—0co, —N — 1] and the
other in [N + 1, oo] and suppose that initially the particles are distributed inde-
pendently in [—oo, —N — 1] with density p— and in [N 4 1, oo] with density p.
The dynamics is then the SSEP process on the whole Z. This however has not the
desired properties because the stationary measure for the SSEP are superposition
of Bernoulli, thus asymptotically in time the current vanishes and the density equi-
librates on the whole Z: the systems in [—oco, —N — 1] and in [N + 1, oo] do not
behave as reservoirs.

A simple way out is to replace the sets [—oo, —N — 1] and [N + 1, oo] by
higher-dimensional half spaces, so that the stirring process acts on the space

San=1{xe€ 7% x, < —N}U{x€eZ:x e[-N, N1}
(4.31)
UlxeZ:x; > N}
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(here x| denotes the first component of x). Calling S}ffjt, , Sfleﬁer and Sggﬁt the three

sets on the right-hand side of (4.31), we suppose as before that the initial measure

. . left right
o is a product measure with constant averages p— on S,y and py on S, .

Dynamics is the SSEP on Sy y with jumps on nearest neighbor sites; call u; its
law at time ¢ (starting from o).

Theorem 4.4. With the above notation, if d > 3, then p; converges weakly as
t — o0 to a measure | such that

XIgniloou[n(x) =1]=pz. (4.32)
Instead if d <2 for any x
p——p
u[nx)=1]= T* (4.33)
Proof. Calling again p(x,t) = u;[n(x) =1],
d 1
—p,)=5 > (p(y,0)—p(x,1) (4.34)
dt 2 . B
yily—x|=1
and therefore
p(x.1) = Ex[p(x(1),0)]. (4.35)

where E is the expectation of a simple random walk on Sy v, x () its position at
time ¢. In Zd, d > 3, the random walk is transient therefore

lim Py[x(t) € SN for some t > T] =0. (4.36)
T—o0 ’

By (4.36) are well defined the probabilities P);JE that as t — oo the walk is in Sflijg;\}t

and, respectively, Sbe’f]ﬁ,, moreover Pt + P = 1. Then
lim p(x,t) = p_P, + p; P (4.37)

t—00

In an analogous way, one can prove the analogue of (4.36) in the case of n stirring

particles starting from any x1, ..., x, € S,y and since
pe[n(x1) =---=n(xn) =1]= Ex;__x,[p(x1(),0) - p(xx(1),0)]  (4.38)
we deduce that the left-hand side converges as t — 0o, details are omitted as well
as the analysis of the case d <?2. O

Thus, the stationary measure @ on {0, I}Sd'N , d >3, 1is a good candidate for
studying the characteristic features of stationary nonequilibrium states: it has a
nonzero current and the asymptotic densities are p+ as desired. The analysis seems
doable and interesting, but it has not yet been carried out. Also the study of the
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behavior of the system when N is large is still missing, other interesting open

question is a comparison of the stationary measure restricted to {0, 1}52??vter and the
stationary measure uY) with the birth—death processes at =N in the regime of
large N.

Of course, all the above refers to a very simple model, the SSEP process, and the
conclusions one may learn from this analysis may be influenced by the peculiarity
of the model. Thus, the main question is whether the above can be extended to
more general systems. The most ambitious plan is to study Hamiltonian particle
systems looking for the stationary solutions of the BBGKY hierarchy in a spatial
geometry like the one described above. This is a completely open question even
though there are some results in the case of a hard core gas at very low density, but
to my knowledge nothing written has yet appeared.

A more doable problem which is still open as far as I know is the same one but
in the context of the Boltzmann equation. Well studied instead is the derivation of
the Fourier law in the Boltzmann equation which is carried out by using the Hilbert
expansion method in bounded domains with “thermal boundaries” which simulate
the reservoirs.

4.5 The 1/N corrections

Let us go back to the model in [—N, N] with the boundary operators L. We have
seen that in the macroscopic limit the invariant measure ;™) converges weakly
to the Bernoulli equilibrium measure so that the information about the nonequilib-
rium effects have been lost. To recover them, at least partially, we may then look
at the small deviations as N — oo. To first order the occupation numbers 7 (x) are
independent and have mean PS5V (x), see (4.6). Thus to first order

AN ()

(N) _ _.,(N)
u™ () = H o = v, (4.39)
where A (x) is such that
st: N e)"N(x)
P (x) = Toon®

By (4.29) and Theorem 4.2 to order 1/N the n(x) are no longer independent. To
catch the effect we replace vV) by the measure

1 1 X y
(N) 1+ — cM (L L
Y (n)( +N)§yXN(x)XN()’) (N’N)
(4.40)

x [n(x) = p* N ) ][n () — oM 0] ),

where xy(2) := p*V (z) — p*N(2)%. Calling vl(N) the measure in (4.40) and us-
ing (4.29) we then get

vV nnm] = ™ nEn»].
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It is certainly tempting to write

N

vV z =1, (4.41)

with

1 1 r oy |
Hy=—y 7C(N)<_,_) SN
" N);XN(X)XN(}’) N’ N [n(x) = p™™ (x)]

- (4.42)
x [n(y) — p* ()]

which suggests that if 4N is a Gibbs measure its effective Hamiltonian is most
likely given by a Kac potential with range comparable to the size of the system.
Nonequilibrium seems to bring in long range correlations and hence long range
effective interactions if the measure is written as Gibbsian.

The correction term C ™) (r, r') is related to the “small” fluctuations of the den-
sity fields as discussed in the next section.

4.6 Density fields and nonequilibrium thermodynamics

The density fields are random variables of the form

xM@) =Y g, e?), e= 1 (4.43)

N
where ¢ is a test function defined on [—1, 1]. Let X¥)(¢) be the density field
of (4.43) with t = 0. By Theorem 4.3, the distribution of X™)(¢) under p»
which, converges as N — oo to a Dirac delta on [ ¢ (r)p*(r) dr with p(r) de-
fined in (4.9).

This is another way to say that the stationary particle density profile becomes
in the macroscopic limit a deterministic linear profile. What can we say about the
other, nonstationary density profiles? What stated above tells us that their probabil-
ity vanishes in the macroscopic limit so that to see something we must renormalize.
The density fluctuation fields (in the stationary case) are

YN (@) := e > p(ex)[nx) — o™V (0)]. (4.44)

Using Theorem 4.2, it has been shown that the distribution of the density fluctua-
tion fields becomes in the macroscopic limit Gaussian with variance

E[Y (@)Y ()] = / XV + f ] V(G C(r. 1) (4.45)

with C(r, ") as in (4.30) and x := p*t — (p)2. This confirms the appearance of
long range correlations, again in the 1/N regime as in the previous section.

To explore the density fields away from the linear stationary profile, we need to
study the large deviations. As in equilibrium, this requires to take log of probabili-
ties and normalize by dividing by N: we are in fact looking at exponentially small
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probabilities. The analysis is far from trivial and the knowledge we have acquired
so far on the stationary measure V) does not help much. Since the analysis is
very technical we just refer to the literature.

Theorem 4.5. There exists a functional F(p) on the space M of continuous den-
sities p(-) on [—1, 1] with values p+ at £1 such that the following holds. For any
peEM

-1
lim —1ogu<N>HX<N>(¢i)—/p¢i'>g,i=1,...,n}:F(p) (4.46)
N—oo N
forany n, any ¢1, ..., ¢, and any ¢ > 0.

The theorem has been proved by Derrida and Lebowitz who have an explicit
expression for the functional F(p). By its very construction F(p) is nonnegative
and 0 at p*. The result has been framed in the context of temporal large deviations
by Bertini et al. in within a general theory for the analysis of the large deviations
in stationary nonequilibrium states. In the Bertini version, F (o) can be written as

\%
F(p) :/{plogp—i— (1 —p)log(l — p) + (1 — p)¢ — log(1 + e?) + log V,j:t}’

where ¢ is the solution of the equation

A¢ n o
Vo2 T 1es ”
with boundary conditions ¢ (£1) =log 5 L f)i. One can check that if p = p® then

¢ =log % and that F(p) =0 for p = p..

In equilibrium, we have used density fields and a formula analogous to (4.46)
to define the free energy of profiles p and for this reason Jona-Lasinio used F(p)
to define the theory of nonequilibrium thermodynamics interpreting F(p) as a
nonequilibrium free energy (or rather minus entropy) functional. This is at first
sight quite confusing as we have already from the equilibrium theory an expression
for the free energy of a profile p given by

FeU(p) = / Fa(p(r)dr, (4.47)

where fg is the thermodynamic free energy. In the case of the simple exclusion,

Fei(p) = [ [plogp + (1 = p)log(1 = p)} dr (4.48)

But we cannot have two different expressions for the free energy of a same pro-
file p! Indeed the full system in the context of the Fick’s law must include the two
reservoirs: namely, to specify the state we should specify not only the profile p
but also whether the system is in contact with reservoirs. This is more clear in the



From equilibrium to nonequilibrium statistical mechanics 279

representation of the reservoirs as infinite systems given in the previous section:
then the state is specified by a density profile which extends to the whole space
and not only to the interval [N, N] we are interested in.

The large deviations for the system of the previous section has not yet been done
and it is not clear whether it leads to a functional analogous to F(p). There are as
you can see a lot of question marks and very many interesting questions in the
study of stationary nonequilibrium states, too much for this short survey. I hope
the reader is at this point intrigued by all that and it is therefore a good point to end
here this introduction to the subject addressing the reader to the research papers in
this field which is still very active.

4.7 Bibliographical remarks

The first paper (as far as [ know) with hydrodynamic limit in the title is by Galves
et al. (1981), where it is proved that the Fourier law is valid for the SSEP. It was
then extended to a stochastic system of harmonic oscaillators by Kipnis, Marchioro
and Presutti (1982). Lebowitz proposed to investigate the nature of the stationary
measure by studying its large deviations. This was accomplished using the Der-
rida’s matrix approach by Derrida, Lebowitz and Speer (2002). The analysis of
the large deviations for the current was inititaed by Bodineau and Derrida (2007).
A general theory of large deviations in nonequilibrium stationary measures and
their relation with nonequilibrium thermodynamics has been developed in the last
ten years by Bertini, De Sole, Gabrielli, Jona-Lasinio and Landim, see their most
recent survey paper (Bertini et al. (2014)).
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