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Let 

A(x, y) « j ) aikXffk 

be a complex bilinear form, and let M {a, /3) denote the upper bound of 
j A (x, y) | for the x's and y's satisfying the condition 

(El**l1/a)"£i. ( E l ^ h v s i . 
Then log Mipt, /3) is a convex function of the point (a, /3) in the tri­
angle 

(1) O i a g l , 0 ^ / 3 ^ 1 , a + 0 ^ 1 . 

The above result is due to M. Riesz.1 In a recent paper it was 
shown by Thorin2 that the theorem is restricted neither to bilinear 
forms nor to the triangle (1). Thorin's result is as follows. 

THEOREM, (i) Let f(z\, z2, • • • , zr) be an entire function of r com­
plex variables Z\, z2y • • • , zr. Let Kbea bounded domain (vi, v2, • • • , vr) 
of the r-dimensional Euclidean space, satisfying the conditions fli^O, 
^2^0, • • • , flr^0. Let M(ai, a2, • • • , ar) denote the upper bound of 

| *i | = * i \ • • • , | Zr | = C and (t>i, z>2, • • • , »r) G # . 

Then log Jkf(«i, «2, • • • , ocr) is a convex function of the point 
(«l, OL2, - - • , a r) in £&e domain 0 2gay< + » , j =*= 1, 2, • • • , r. 

(ii) If the points of K satisfy a condition 

0 < A g Vi• ^ B < + oo ( j * l , V " , r ) 

/Aew log M(ai, a2, • • • , cer) is convex in the whole space — oo < « y < + oo, 
j = l , 2 , . . . , r . 

In case (ii), vanishing of some of the a's does not require addi­
tional discussion. The situation is slightly different in case (i), since 
v"J' has no meaning if both v$ and a3- are zero. The sets Z\, z2, • • • , zT 
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for which this occurs have simply to be disregarded in the definition 
of M (ai, a2, • • • , ar). 

Owing to the importance of the theorem (even in the special case 
of M. Riesz), any simplification of its proof may be of interest. The 
proof given below seems to be slightly simpler than the original one 
of Thorin, and is based on the following elementary principle.8 

(a) A necessary and sufficient condition that a real valued function 
<t>(t) be convex in an interval (a, b) is that, for any subinterval (af, b') 
and any real number jx, the maximum of the function <t>(t)+fit in (a', b') 
be attained at least at one of the end points a', b'. 

Its proof is immediate. If <j>(t) is convex, so is <i>\(t) —<l>(t)+ixL Since 
no point of the arc y =0i(O> a'^t^b', lies above the chord joining its 
end points, the maximum of <JÊ>I(*) in (a', b') is either at t — a1 or t = b'. 
Conversely, if <f>(t) is not convex in (a, b), there is an arc y =0(0» 
a'^*t£b'f which lies partly above the corresponding chord. If 
y = — fit — v is the equation of the chord, the sum <p(t)+nt+v vanishes 
for t = hf fa, and takes on positive values at some points inside (a', &')• 
Hence <t>(t)+jjit does not attain its maximum in (af, b') at either of 
the end points a', br. 

The following form of the principle will be more convenient for our 
purposes. 

(b) A necessary and sufficient condition that the logarithm of a non-
negative function <f>(t) be convex in an interval (a, b) is that, for any 
subinterval (a', b') and any real p, the maximum of the function 0(/)eM' 
in (a', b') be attained at least at one of the end points a1, bf. 

The necessity of the condition follows from (a). So does the suffi­
ciency, if <f>(t) is strictly positive. It is, however, easy to show that if 
<j>(t) is non-negative, satisfies the condition of (b), and vanishes at a 
point t0 of (a, b)t then <j>(t) vanishes identically inside {a, b). For if 
4>(t) were positive at a point h which lies, for example, to the right 
of t0t so that *o</i<&, and if h<t2<b, then 0(O«M(l~'l) is 0 at t0, is 
<Kh) at h, and is very small at h, if /x is negative and large enough. 
Hence the maximum of 0(O«"(l""ll) in (to, h) is attained at neither end 
point. This proves (b), if we agree to consider the function which is 
— oo everywhere inside (a, b) as convex. 

9 This principle, both in forms (a) and (b), was first stated by S. Saks and used by 
him to simplify certain proofs from the theory of functions. See his papers Sur un 
théorème de M. Montel, C. R. Acad. Sci. Paris vol. 187 (1928) pp. 276-277, and On the 
properties of convex and suhharmonic functions (in Polish), Mathesis Polska vol. 6 
(1930). 



19441 PROOF OF A THEOREM OF THORIN 281 

We now pass to the proof of the theorem of Thorin, starting with 
part (ii). Let 

v,' « e*if j = 1, 2, • • • , r. 

If (»i, v2, • • • , vr)GKt the £'s are bounded. Obviously, we may as­
sume here that K is closed. Hence 

M(au a2, • • • , ar) = max | /(eai*x"H'i, • • • , e*r*r+*>r) | 

for (e*1, e**9 • • • , e*r)GK and rji, 172, • • • , Vr arbitrary. Since 
I /(e«iEi+inf . . . ) | is a continuous function of the variables ay, £,-, rjjt 

it follows that ifcf (ai, a2, • • • , ar) is a continuous function of the a's. 
In order to show that its logarithm is convex on any straight line 

0 0 0 
Oil » «1 + Xi/, a 2 = «2 + X2*, • • • , Or » Or + Xr*, 

it is enough to show that, for any real /x, the product 
0 0 nt 

M(ai + Xi/, • • • , ar + \ri)e 
has no proper maximum for any finite /. 

Let us assume, contrary to this, that for some fx such a maximum 
does exist. By a change of variable we may adjust it so that the maxi­
mum is attained for / = 0. Then 

(2) M {au «2, • • • , oir) è M (ai + \Jt a2 + X2J, • • • , ar + \t)e 

for small | / | , and we have strict inequality for some /'s arbitrarily 
small. We may write 

• 0 0 0 0 9 

M(oi, • • • , or) = j f(e , - • - , « ) I, 

where (e**, e*!, • • • , e*î) is a point of K, and the 77?, 2̂» * • • > *?? are 
suitably chosen. Thus 

y(e«l*i+*W f . . . , 0«rEr+«lr)| 

for all real /'s sufficiently small in absolute value, and for all real Vs. 
We assert that (3) holds for all complex t's of sufficiently small modu­
lus. This follows immediately, for if we replace t by t+iv in (3), the 
only effect will be to change the Vs. It follows in particular that the 
modulus of the entire function (in t) 

attains a proper maximum at * = 0, which contradicts the principle 
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of the maximum for analytic functions. Hence part (ii) of the theorem 
is proved. 

As Thorin himself points out, part (i) of the theorem is an immedi­
ate consequence of part (ii). For if Ke is the part of K for which 
Vj^e, j = l, 2, • • • , r, and if M€(ah ce2, • • • , ar) is the function 
M(ai9 #2, • • • , ar) corresponding to K€1 then 

lim Af«(ai, as, • • • , ar) =* M(ah as» • • • , <*r). 
€-»0 

This holds both when all the a's are different from zero and when 
some of them vanish. Hence M(ai, a2t • • * , ar) is convex for 
ai i£ 0, <*2 è 0, • • • , ar^0. The restriction <Xj = 0 is introduced to avoid 
infinite values for 'M. 

Let k>0. The theorem of Thorin may be considered as the limit­
ing case (k = + °° ) of a similar theorem in which the expression 
M(ai, «2, • • • , ar) is replaced by 

Mk(au a2, • • • , ar) 

/

» 2T /• 2ir 

' ' " I | / (ea lSl+^l, • • • , ea^r+^r) \k(lr]1 . . . drjr 
o Jo 

and (e*1, • • • , e*r)ÇzK. The limitations on the a's are the same as be­
fore. The proof does not differ from the one given above, if we use 
the fact that the integral 

/

» 2T /• 2ir 

. . . I | / (^«l+XlO&H^ . . . f g(oJ+VOIr% | ^ i • • • drjr 
o *J o 

is a subharmonic function of the (complex) variable t, and so cannot 
attain a proper maximum. That this integral is a subharmonic func­
tion of / follows from the fact that |/(e<«ï+*i«*î-Hii, . . . ) | * is sub­
harmonic in t for every fixed set of rji, ^2, • • • , rjr. 

As Thorin pointed out, the f u n c t i o n / ^ , s2, • • • , zr) of his theorem 
need not be entire. If it is regular in a domain J9, the function 
M(ai, • • • , ar) is convex in a domain of the variables «i, • • • , a r. 
The same remark applies to M&. 
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