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#### Abstract

We consider a two-step projection based Lasso procedure for estimating a partially linear regression model where the number of coefficients in the linear component can exceed the sample size and these coefficients belong to the $l_{q}$-"balls" for $q \in[0,1]$. Our theoretical results regarding the properties of the estimators are nonasymptotic. In particular, we establish a new nonasymptotic "oracle" result: Although the error of the nonparametric projection per $s e$ (with respect to the prediction norm) has the scaling $t_{n}$ in the first step, it only contributes a scaling $t_{n}^{2}$ in the $l_{2}$-error of the second-step estimator for the linear coefficients. This new "oracle" result holds for a large family of nonparametric least squares procedures and regularized nonparametric least squares procedures for the first-step estimation and the driver behind it lies in the projection strategy. We specialize our analysis to the estimation of a semiparametric sample selection model and provide a simple method with theoretical guarantees for choosing the regularization parameter in practice.


1. Introduction. Semiparametric regression modeling plays an important role in the statistics and econometric literature as it retains the flexibility of nonparametric models while avoiding the "curse of dimensionality." Härdle, Liang and Gao (2000), Ruppert, Wand and Carroll (2003) and Yatchew (2003) provide detailed discussions on a variety of semiparametric regression models. The leading example of semiparametric regression models is the partially linear regression introduced by Engle et al. (1986):

$$
\begin{equation*}
Y_{i}=X_{i} \beta^{*}+g\left(\gamma_{i}^{*}\right)+\eta_{i} \tag{1}
\end{equation*}
$$

where $\left\{\eta_{i}\right\}_{i=1}^{n}$ is a zero-mean unobserved random vector, $\left\{Y_{i}, X_{i}, \gamma_{i}^{*}\right\}_{i=1}^{n}$ are observed data, and $\mathbb{E}\left[\eta_{i} \mid \gamma_{i}^{*}, X_{i}\right]=0$. In this paper, we focus on univariate $\gamma_{i}^{*}$ only; $g(\cdot)$ is an unknown function of the single variable $\gamma_{i}^{*} ; \beta^{*}$ is a $p$-dimensional vector of unknown coefficients of main interests and its $j$ th component is denoted by $\beta_{j}^{*}$. There is a rich literature on estimations of (1) where the dimensions of $\beta^{*}$ is fixed or small relative to $n$ and $\beta^{*}$ is exactly sparse (i.e., it belongs to the $l_{0}$-"ball");

[^0]see, for example, Chen (1988), Robinson (1988), Donald and Newey (1994), Yu and Ruppert (2002). Some variable selection procedures are also available: Bunea (2004) and Bunea and Wegkamp (2004) develop model selection criteria for (1) with i.i.d. data while Fan and Li (2004) propose a profile least squares procedure with longitudinal data; Liang and Li (2009) develop penalized least squares and penalized quantile regression for (1) with i.i.d. data where the covariates are contaminated with additive errors. All these aforementioned papers focus on the case where $p$ is small relative to $n$ and $\beta^{*}$ belongs to the $l_{0}$-"ball."

Many important statistical models can be in fact transformed into (1). One instance concerns the sample selection model in econometrics:

$$
\begin{align*}
Y_{1 i} & =1\left\{W_{i} \theta^{*}+\epsilon_{1 i}>0\right\},  \tag{2}\\
Y_{i} & =X_{i} \beta^{*}+\epsilon_{2 i} \quad \text { whenever } Y_{1 i}=1,  \tag{3}\\
\mathbb{E}\left(\epsilon_{2 i} \mid W_{i}, X_{i}, Y_{1 i}=1\right) & =g\left(W_{i} \theta^{*}\right), \tag{4}
\end{align*}
$$

where $\beta^{*}$ is a $p$-dimensional vector of unknown coefficients of interests and $\theta^{*}$ is a $d$-dimensional vector of unknown nuisance parameters; $g(\cdot)$, referred to as the "selection bias," is an unknown function of the single index $W_{i} \theta^{*} ; \epsilon_{1 i} \mathrm{~s}$ and $\epsilon_{2 i} \mathrm{~s}$ are zero-mean unobserved random errors; $W_{i} \mathrm{~s}, X_{i} \mathrm{~s}, Y_{1 i} \mathrm{~s}$ and $Y_{i} \mathrm{~s}$ are observed data. For example, $Y_{1 i}$ indicates whether individual $i$ worked or not whereas $Y_{i}$ is actual hours $i$ worked if $Y_{1 i}=1$. In social science, observational studies based on selected samples (i.e., units with $Y_{1 i}=1$ ) like the previous example are common. When a sample, intentionally or unintentionally, is based in part on values taken by a dependent variable, parameter estimates without corrective measures may be inconsistent. Selection may result from self-selection, where the outcome of interest is determined in part by the individual choice of whether or not to participate in the activity of interest. It can also result from endogenous stratification, where those who participate in the activity of interest are deliberately oversampled with an extreme case being sampling only participants.

In the classical low-dimensional sample selection models, parameter estimates obtained from OLS on (3) may be inconsistent unless corrective measures are taken [see, e.g., Gronau (1973); Heckman (1976); Ahn and Powell (1993); Newey (2009)]. Equation (4) is known as the "single-index" restriction used in Ahn and Powell (1993) and Newey (2009). In particular, it is implied by independence of the errors $\left(\epsilon_{1 i}, \epsilon_{2 i}\right)$ and the covariates ( $W_{i}, X_{i}$ ). Note that equations (2)-(4) imply (1) with $\gamma_{i}^{*}=W_{i} \theta^{*}$ when $Y_{1 i}=1$, and by construction, $\mathbb{E}\left[\eta_{i} \mid W_{i}, X_{i}, Y_{1 i}=1\right]=0$. Consequently, a consistent estimator of $\beta^{*}$ based on (1) and the subsample with $Y_{1 i}=1$ is not contaminated by the sample selectivity bias.

Given an estimate $\hat{\theta}$ of $\theta^{*}$, a natural way to estimate the linear coefficients $\beta^{*}$ consists of two steps. The first step (projection) uses nonparametric regression to obtain the partial residuals, a commonly used idea in the estimation of partially linear models [see, e.g., Robinson (1988); Donald and Newey (1994); Liang and

Li (2009)]. The second step is an $l_{1}$-penalized least squares estimator (the Lasso) [Tibshirani (1996)] using the partial residuals from the first step. Upon the availability of the estimate $\hat{\beta}$ for $\beta^{*}$, an estimator for the nonparametric component $g(\cdot)$ can be obtained by performing a nonparametric regression where $\beta^{*}$ is surrogated with $\hat{\beta}$. This projection-based Lasso procedure is intuitive and can be easily implemented using built-in routines in standard software packages (e.g., matlab, R). It decomposes the joint estimation of the high-dimensional linear coefficients and the nonparametric component into sequential estimations with each searching over a much smaller parameter space. The first-step estimation is easily paralleable as it involves solving $p+1$ independent subproblems and each subproblem can be in general solved with an efficient algorithm.

In this paper, we study the aforementioned procedures by allowing the dimension of $\beta^{*}, p$, to exceed $n$; moreover, $\beta^{*}$ belongs to the $l_{q}$-"balls" for $q \in[0,1]$. Throughout this paper, we will refer to $\beta^{*}$ as the high-dimensional linear coefficients and $g$ as the nonparametric component. Our analysis differs from the existing approaches in the following aspects. First, the theoretical guarantees in this paper are nonasymptotic in nature, while the results in previous literature such as Chen (1988), Robinson (1988), Donald and Newey (1994), Yu and Ruppert (2002), Liang and Li (2009) and Liang et al. (2010) are asymptotic. Complementary to the asymptotic "oracle" results from existing literature [e.g., Chen (1988); Liang and Li (2009); Zhu, Dong and Li (2013)] which says the coefficients in the linear component can be estimated asymptotically as well as if the unknown nonparametric component were known, we derive a new nonasymptotic "oracle" result: if the error of the nonparametric projection per se (with respect to the prediction norm) has the scaling $t_{n}$ in the first step of our procedure, it only contributes a scaling $t_{n}^{2}$ in the $l_{2}$-error of the second-step estimator for $\beta^{*}$, where $t_{n}$ is related to the "critical radius" for the local complexity of a function class-a notion used in nonparametric literature [e.g., van der Vaart and Wellner (1996); van de Geer (2000); Bartlett and Mendelson (2002); Koltchinskii (2006); Wainwright (2015)]. This new "oracle" result is derived for a large family of nonparametric least squares estimators and regularized nonparametric least squares estimators for the first step. The driver behind this "oracle" result lies in the projection strategy.

Second, our analysis allows $\beta^{*}$ to belong to the $l_{q}$-"balls" for $q \in[0,1]$, which covers a spectrum of sparsity cases (exact and approximate), while the analyses in previous literature such as Bunea (2004), Bunea and Wegkamp (2004), Liang and Li (2009) and Liang et al. (2010) focus on the case where $\beta^{*}$ is exactly sparse (i.e., it belongs to the $l_{0}$-"ball"). This distinction together with the use of $l_{1}$-penalty in this paper makes our analysis a novel contribution to the existing literature on semiparametric regression. We further specialize our nonasymptotic analysis to the estimation of a leading case of the semiparametric model (2)-(4) where the coefficient vector $\theta^{*}$ in (2) has a dimension $(d)$ which can also exceed $n$, and $\theta^{*}$ belongs to the $l_{q}$-"balls" for $q \in[0,1]$. While allowing (4) to be nonparametric, we focus on the case where $\epsilon_{1 i}$ in (2) has a standard normal distribution given that this
model is the most widely applied for studying sample selectivity in social science [e.g., Wooldridge (2002)]. To the best of our knowledge, these results are also new to econometrics.

In our problem with $p \geq n$ or even $p \gg n$, the $p \times p$ random matrix $\frac{\hat{v}^{T} \hat{v}}{n}$ has rank at most $n$ [where $\hat{v}_{j}$ is the estimate of the true partial residuals $v_{j}=$ $\left(X_{i j}-\mathbb{E}\left(X_{i j} \mid \gamma_{i}^{*}\right)\right)_{i=1}^{n}$ for $\left.j=1, \ldots, p\right]$. This singularity issue plus the estimation errors in $\left(\hat{v}_{j}\right)_{j=1}^{p}$ from the $p$ nonparametric regressions in the first step pose a substantial challenge in the nonasymptotic analysis of our two-step procedure. In the standard high-dimensional sparse linear regression where the covariates are perfectly observed and absent from estimation errors, lower restricted eigenvalue (LRE) conditions [see, e.g., Bickel, Ritov and Tsybakov (2009); Meinshausen and Yu (2009); Bühlmann and van de Geer (2011); Negahban et al. (2012)] are often used to establish the error bounds. However, in our setting, guarantees for the random matrix $\frac{\hat{v}^{T} \hat{v}}{n}$ to satisfy these existing high-level assumptions are not automatic and require careful verifications. We provide detailed analysis which shows that an LRE condition is satisfied by $\frac{1}{n} \hat{v}^{T} \hat{v}$ with high probability when it is satisfied by the population matrix $\mathbb{E}\left[v_{i}^{T} v_{i}\right]$.

Section 2 describes the estimation procedure and Section 3 provides preliminaries to the identification assumptions on the models of our interests. General upper bounds on the $l_{2}$-errors of the estimators for the high-dimensional linear coefficients in the standard partially linear model (1) are established in Section 4. Section 5.1 presents nonasymptotic bounds for the parametric component and nonparametric component, respectively, along with a result on variable selection concerning a leading case of the semiparametric model (2)-(4) when it is estimated by the procedure in Section 2. For this estimator, we also provide a practical method with theoretical guarantees for choosing the regularization parameter and evaluate it with Monte-Carlo simulations in Section 5.2. Section 6 discusses future directions of this research. Proofs of the main results are collected in Appendix A, with the remaining technical lemmas and proofs contained in Appendix S. Both Appendices are included in the supplementary materials [Zhu (2017)].

Notation. The $l_{q}$-norm of a $p$-dimensional vector $\Delta$ is denoted by $|\Delta|_{q}$, $1 \leq q \leq \infty$ where $|\Delta|_{q}:=\left(\sum_{j=1}^{p}\left|\Delta_{j}\right|^{q}\right)^{1 / q}$ when $1 \leq q<\infty$ and $|\Delta|_{q}:=$ $\max _{j=1, \ldots, p}\left|\Delta_{j}\right|$ when $q=\infty$. For a matrix $A \in \mathbb{R}^{p_{1} \times p}$, write $|A|_{\infty}:=\max _{i, j}\left|a_{i j}\right|$ to be the elementwise $l_{\infty}$-norm of $A$. The $l_{2}$-operator norm, or spectral norm of the matrix $A$ corresponds to its maximum singular value, defined as $\|A\|_{2}:=$ $\sup _{\Delta \in S}|A \Delta|_{2}$, where $S=\left\{\left.\Delta \in \mathbb{R}^{p}| | \Delta\right|_{2}=1\right\}$. The $l_{\infty}$-matrix norm (maximum absolute row sum) of $A$ is denoted by $\|A\|_{\infty}:=\max _{i} \sum_{j}\left|A_{i j}\right|$ (note the difference between $|A|_{\infty}$ and $\|A\|_{\infty}$ ). For a square matrix $A \in \mathbb{R}^{p \times p}$, denote its minimum eigenvalue by $\lambda_{\min }(A)$. For a vector $\Delta \in \mathbb{R}^{p}$, let $J(\Delta)=\left\{j \in\{1, \ldots, p\} \mid \Delta_{j} \neq 0\right\}$ be its support, that is, the set of indices corresponding to its nonzero components $\Delta_{j}$. The cardinality of a set $J \subseteq\{1, \ldots, p\}$ is denoted by $|J|$. Define $\mathbb{P}_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{X_{i}}$ that places a weight $\frac{1}{n}$ on each observation $X_{i}$ for $i=1, \ldots, n$,
and the associated $\mathcal{L}^{2}\left(\mathbb{P}_{n}\right)$-norm of the vector $\Delta:=\left\{\Delta\left(X_{i}\right)\right\}_{i=1}^{n}$, denoted by $|\Delta|_{n}$, is given by $\left[\frac{1}{n} \sum_{i=1}^{n}\left(\Delta\left(X_{i}\right)\right)^{2}\right]^{\frac{1}{2}}$. For functions $f(n)$ and $g(n)$, write $f(n) \succsim g(n)$ to mean that $f(n) \geq c g(n)$ for a universal constant $c \in(0, \infty)$ and similarly, $f(n) \precsim g(n)$ to mean that $f(n) \leq c^{\prime} g(n)$ for a universal constant $c^{\prime} \in(0, \infty)$, and $f(n) \asymp g(n)$ when $f(n) \succsim g(n)$ and $f(n) \precsim g(n)$ hold simultaneously. Also denote $\max \{a, b\}$ by $a \vee b$ and $\min \{a, b\}$ by $a \wedge b$.
2. Estimation procedures. We first present the general framework for estimating the high-dimensional linear coefficients $\beta^{*}$ and the nonparametric component $g(\cdot)$ in (1). We then provide a specific example of the general procedure for estimating a leading case of the semiparametric model (2)-(4).

The two-step estimator of the high-dimensional linear coefficients. First-step estimation. To simplify the notation, we write, for $j=1, \ldots, p, \mathbb{E}\left(X_{i j} \mid \gamma_{i}\right):=$ $m_{j}\left(\gamma_{i}\right), \hat{\mathbb{E}}\left(X_{i j} \mid \gamma_{i}\right):=\hat{m}_{j}\left(\gamma_{i}\right), \mathbb{E}\left(Y_{i} \mid \gamma_{i}\right):=m_{0}\left(\gamma_{i}\right)$, and $\hat{\mathbb{E}}\left(Y_{i} \mid \gamma_{i}\right):=\hat{m}_{0}\left(\gamma_{i}\right)$. To estimate model (2)-(4) via (1), we assume that a surrogate $\hat{\gamma}_{i}=W_{i} \hat{\theta}$ for $\gamma_{i}^{*}=W_{i} \theta^{*}$ is available for now. For the standard partially linear model (1) when $\gamma_{i}^{*}$ is an observed variable, simply define $\hat{\gamma}_{i}:=\gamma_{i}^{*}$. For an estimator of $m_{j}\left(\gamma_{i}^{*}\right)$, we focus on the following least squares estimators or the regularized least squares estimators:

$$
\begin{align*}
& \hat{m}_{j} \in \arg \min _{\tilde{m}_{j} \in \mathcal{F}_{j}}\left\{\frac{1}{2 n} \sum_{i=1}^{n}\left(z_{i j}-\tilde{m}_{j}\left(\hat{\gamma}_{i}\right)\right)^{2}\right\},  \tag{5}\\
& \hat{m}_{j} \in \arg \min _{\tilde{m}_{j} \in \mathcal{F}_{j}}\left\{\frac{1}{2 n} \sum_{i=1}^{n}\left(z_{i j}-\tilde{m}_{j}\left(\hat{\gamma}_{i}\right)\right)^{2}+\lambda_{n j, 2}\left|\tilde{m}_{j}\right|_{\mathcal{F}_{j}}^{2}\right\}, \tag{6}
\end{align*}
$$

where $|\cdot|_{\mathcal{F}_{j}}$ is a norm associated with the function class $\mathcal{F}_{j}$ and $\lambda_{n j, 2}>0$ is a regularization parameter and $z_{i 0}=y_{i}$ and $z_{i j}=x_{i j}$ for each $j=1, \ldots, p$. For the partially linear model (1) with observed $\gamma_{i}^{*}$, we want to point out that the procedures above will not work when $\gamma_{i}^{*}$ has a dimension that is large relative to $n$ unless $\mathcal{F}_{j}$ has an additive decomposition structure.

A nonparametric regression problem like (5)-(6) is a standard setup in many modern statistics books [e.g., van de Geer (2000); Wainwright (2015)]. Examples of (5) include the linear regression, sparse linear regressions, convex regressions and Lipschitz Isotonic regressions. Examples of (6) include sieves-based estimators and kernel ridge regressions (KRR). In this paper, we let $\mathcal{F}_{j}$ in (6) be a reproducing kernel Hilbert space equipped with the norm $|\cdot|_{\mathcal{F}_{j}}$ and the solution to (6) is known as the KRR estimate. By Lagrangian duality, for a properly chosen radius $\bar{R}_{j}>0$, the minimization problem in (6) can be reformulated as

$$
\begin{equation*}
\min _{\tilde{m}_{j} \in \mathcal{F}_{j}} \frac{1}{n} \sum_{i=1}^{n}\left(z_{i j}-\tilde{m}_{j}\left(\hat{\gamma}_{i}\right)\right)^{2} \quad \text { such that }\left|\tilde{m}_{j}\right|_{\mathcal{F}_{j}} \leq \bar{R}_{j} . \tag{7}
\end{equation*}
$$

Second-step estimation. An estimator of the high-dimensional linear coefficients $\beta^{*}$ can be obtained by performing the following Lasso program:

$$
\begin{equation*}
\hat{\beta} \in \underset{\beta \in \mathbb{R}^{p}}{\operatorname{argmin}}: \frac{1}{2 n}\left|\hat{v}_{0}-\hat{v} \beta\right|_{2}^{2}+\lambda_{n, 3} \sum_{j=1}^{p} \hat{\sigma}_{v_{j}}\left|\beta_{j}\right|, \tag{8}
\end{equation*}
$$

where $\lambda_{n, 3} \geq 0$ is some regularization parameter, $\hat{v}=\left(\hat{v}_{1}, \ldots, \hat{v}_{p}\right)$ with $\hat{v}_{j}=$ $\left(X_{i j}-\hat{m}_{j}\left(\hat{\gamma}_{i}\right)\right)_{i=1}^{n}$, and $\hat{v}_{0}=\left(Y_{i}-\hat{m}_{0}\left(\hat{\gamma}_{i}\right)\right)_{i=1}^{n}$. For simplicity, we assume $\hat{v}_{j}$ is normalized such that $\hat{\sigma}_{v_{j}}:=\sqrt{\frac{1}{n} \sum_{i=1}^{n} \hat{v}_{i j}^{2}}=1$ for each $j=1, \ldots, p$ in our analysis. When performing the two-step procedure above to estimate (2)-(4) via (1), program (5) or (6) and program (8) only apply to the observations with $Y_{1 i}=1$; that is, $n=\sum_{i=1}^{n_{0}} Y_{1 i}$ where $n_{0}$ is the number of the full sample observations for (2).

Estimator of the nonparametric component. Given the estimate $\hat{\beta}$ of $\beta^{*}$, an estimator for $g(\cdot)$ can be either (9) or (10) as below:

$$
\begin{align*}
& \hat{g} \in \arg \min _{\tilde{g} \in \mathcal{F}} \frac{1}{2 n} \sum_{i=1}^{n}\left(y_{i}-x_{i} \hat{\beta}-\tilde{g}\left(\hat{\gamma}_{i}\right)\right)^{2},  \tag{9}\\
& \hat{g} \in \arg \min _{\tilde{g} \in \mathcal{F}}\left\{\frac{1}{2 n} \sum_{i=1}^{n}\left(y_{i}-x_{i} \hat{\beta}-\tilde{g}\left(\hat{\gamma}_{i}\right)\right)^{2}+\lambda_{n}^{*}|\tilde{g}|_{\mathcal{F}}^{2}\right\}, \tag{10}
\end{align*}
$$

where $\lambda_{n}^{*}>0$ is a regularization parameter. As in (5)-(6), we define $\hat{\gamma}_{i}:=\gamma_{i}^{*}$ for the standard partially linear model (1) when $\gamma_{i}^{*}$ is an observed variable.

An example. We specialize our general procedure above to estimate a leading case of the semiparametric model (2)-(4), where $\epsilon_{1 i}$ in (2) has a standard normal distribution (binary probit model), and for every $j=0, \ldots, p, m_{j}(\cdot)$ is assumed to belong to the class of Lipschitz functions. For an estimator of $\theta^{*}$, we consider the $l_{1}$-regularized conditional maximum likelihood estimator:

$$
\begin{equation*}
\hat{\theta} \in \arg \min _{\theta \in \mathbb{R}^{d}}\left\{-\frac{1}{n_{0}} \sum_{i=1}^{n_{0}} y_{1 i} \phi_{1}\left(w_{i} \theta\right)+\frac{1}{n_{0}} \sum_{i=1}^{n_{0}} \phi_{2}\left(w_{i} \theta\right)+\lambda_{n_{0}, 1}|\theta|_{1}\right\}, \tag{11}
\end{equation*}
$$

where $\lambda_{n_{0}, 1} \geq 0$ is a regularization parameter, $\phi_{1}\left(w_{i} \theta\right)=\log \frac{\Phi\left(w_{i} \theta\right)}{1-\Phi\left(w_{i} \theta\right)}$, and $\phi_{2}\left(w_{i} \theta\right)=-\log \left[1-\Phi\left(w_{i} \theta\right)\right][\Phi(\cdot)$ is the standard normal c.d.f.].

We now provide an estimator based on Lipschitz regression for the first step (nonparametric projection). Note that a function $f:[a, b] \rightarrow \mathbb{R}$ is L-Lipschitz if

$$
\begin{equation*}
\left|f(t)-f\left(t^{\prime}\right)\right| \leq L\left|t-t^{\prime}\right| \tag{12}
\end{equation*}
$$

for all $t, t^{\prime} \in[a, b]$. When $m_{j}$ satisfies the $L$-Lipschitz assumption, we can restrict $\tilde{m}_{j}$ in (5) to be in the class of $L$-Lipschitz functions. As a result, program (5) can be converted to an equivalent finite-dimensional problem by applying the constraint
(12) to each of the sampled points $\hat{\gamma}_{i}=w_{i} \hat{\theta}$ so that there must exist a real-valued vector $\left(\tilde{z}_{i j}\right)_{i=1}^{n}$ which satisfies (14) below:

$$
\begin{equation*}
\left(\hat{z}_{i j}\right)_{i=1}^{n} \in \arg \min _{\left(z_{i j}\right)_{i=1}^{n}}\left\{\frac{1}{2 n} \sum_{i=1}^{n}\left(z_{i j}-\tilde{z}_{i j}\right)^{2}\right\} \tag{13}
\end{equation*}
$$

$$
\text { s.t. }\left|\tilde{z}_{i j}-\tilde{z}_{i^{\prime} j}\right| \leq L\left|\hat{\gamma}_{i}-\hat{\gamma}_{i^{\prime}}\right| \quad \text { for all } i<i^{\prime}, i, i^{\prime}=1, \ldots, n .
$$

Given an optimal solution $\left(\hat{z}_{i j}\right)_{i=1}^{n}$, a Lipschitz function $\hat{m}_{j}$ can be constructed by interpolating linearly between $\hat{z}_{i j} \mathrm{~S}$ and the resulting function $\hat{m}_{j}$ is an estimate of $m_{j}$. Moreover, one can easily see that $\hat{m}_{j}\left(\hat{\gamma}_{i}\right)=\hat{z}_{i j}$. When $m_{j}(\cdot)$ is assumed to be a monotonic Lipschitz function, additional monotonicity constraints can be exploited together with the Lipschitz constraints in the convex program above. Kakade et al. (2011) provides a computationally efficient algorithm with provable guarantees for this type of minimization problems. Cross-validation methods can be used to select the Lipschitz constant $L$.

Given $\hat{\gamma}_{i}=w_{i} \hat{\theta}$ and $\hat{m}_{j}\left(\hat{\gamma}_{i}\right)$, we can then use (8) to estimate $\beta^{*}$. The resulting estimator together with $\hat{\theta}$ can be plugged into (9) to estimate $g(\cdot)$.
3. Preliminaries. We first formalize a notion of "sparsity" by the $l_{q}$-"balls" which is used in Ye and Zhang (2010), Raskutti, Wainwright and Yu (2011) and Negahban et al. (2012).

DEFINITION 1 ( $l_{q}$-"sparsity"). The $l_{q}$-"balls" of "radius" $R_{q}$ for $q \in[0,1]$ are defined by

$$
\begin{aligned}
& \mathcal{B}_{q}^{p}\left(R_{q}\right):=\left\{\beta \in \mathbb{R}^{p} \|\left.\beta\right|_{q} ^{q}=\sum_{j=1}^{p}\left|\beta_{j}\right|^{q} \leq R_{q}\right\} \quad \text { for } q \in(0,1], \\
& \mathcal{B}_{0}^{p}\left(R_{0}\right):=\left\{\beta \in \mathbb{R}^{p} \|\left.\beta\right|_{0}=\sum_{j=1}^{p} 1\left\{\beta_{j} \neq 0\right\} \leq R_{0}\right\} \quad \text { for } q=0 .
\end{aligned}
$$

REMARK. For example, the exact sparsity on $\beta$ corresponds to the case $q=0$ with $R_{0}=k$, which says that $\beta$ has at most $k$ nonzero components. In the more general setting $q \in[0,1]$, membership in $\mathcal{B}_{q}^{p}\left(R_{q}\right)$ has various interpretations and one of them involves how quickly the ordered $\left|\beta^{(j)}\right|$ s decay where $\left|\beta^{(j)}\right| \leq C^{*} j^{-\zeta}$ for some positive constants $\left(C^{*}, \zeta\right)$.

The following definition is in regard to the so-called "Lower Restricted Eigenvalue" (LRE) of $\mathbb{E}\left[v_{i}^{T} v_{i}\right]$, related to the identification of our models.

DEFINITION 2 (LRE). For a subset $S_{\underline{\tau}} \subseteq\{1,2, \ldots, p\}$ and all nonzero $\Delta \in$ $\mathbb{C}\left(S_{\underline{\tau}}\right) \cap \mathbb{S}_{\delta}$ where

$$
\mathbb{C}\left(S_{\underline{\tau}}\right):=\left\{\Delta \in \mathbb{R}^{p}:\left|\Delta_{S_{\underline{\underline{c}}}^{c}}\right|_{1} \leq 3\left|\Delta_{S_{\underline{\underline{\tau}}}}\right|_{1}+4\left|\beta_{S_{\underline{\underline{c}}}^{c}}^{*}\right|_{1}\right\},
$$

$$
S_{\underline{\tau}}:=\left\{j \in\{1,2, \ldots, p\}:\left|\beta_{j}^{*}\right|>\underline{\tau}\right\}
$$

(with $\Delta_{S_{\tau}}$ denoting the vector in $\mathbb{R}^{p}$ that has the same coordinates as $\Delta$ on $S_{\underline{\tau}}$ and zero coordinates on the complement $S_{\underline{\tau}}^{c}$ of $S_{\underline{\tau}}$ ), and

$$
\mathbb{S}_{\delta}:=\left\{\Delta \in \mathbb{R}^{p}:|\Delta|_{2} \geq \delta\right\}
$$

we say the LRE condition holds if there exists a $\kappa_{L}>0$ such that the matrix $\Sigma_{v}=$ $\mathbb{E}\left[v_{i}^{T} v_{i}\right]$ satisfies

$$
\begin{equation*}
c^{*} \kappa_{L} \leq \frac{\Delta^{T} \mathbb{E}\left[v_{i}^{T} v_{i}\right] \Delta}{|\Delta|_{2}^{2}} \tag{14}
\end{equation*}
$$

where $v_{i}=\left(X_{i j}-\mathbb{E}\left(X_{i j} \mid \gamma_{i}^{*}\right)\right)_{j=1}^{p}$ and $c^{*}>0$ is a universal constant. The choices of $\delta$ and $\underline{\tau}$ will be specified in Section 4.

REMARK. As an example, note if $\lambda_{\min }\left(\Sigma_{v}\right)>0$, the LRE condition holds with respect to $\kappa_{L}=\lambda_{\min }\left(\Sigma_{v}\right)$. Suppose $\beta^{*} \in \mathbb{R}^{p}$ belongs to the $l_{q_{2}}-$ "balls" $\mathcal{B}_{q_{2}}^{p}\left(R_{q_{2}}\right)$ for a "radius" $R_{q_{2}}$ and $q_{2} \in[0,1]$. When $\beta^{*}$ is exactly sparse (namely, $q_{2}=0$ ), we can take $\delta=0$ and choose $S_{\underline{\tau}}=J\left(\beta^{*}\right)$ [where $J\left(\beta^{*}\right)$ denotes the support of $\beta^{*}$ ], which reduces the set $\mathbb{C}\left(S_{\underline{\tau}}\right) \cap \overline{\mathbb{S}}_{\delta}$ to the following cone:

$$
\mathbb{C}\left(J\left(\beta^{*}\right)\right):=\left\{\Delta \in \mathbb{R}^{p}:\left|\Delta_{J\left(\beta^{*}\right)^{c}}\right|_{1} \leq 3\left|\Delta_{J\left(\beta^{*}\right)}\right|_{1}\right\}
$$

Let us consider a simpler case where $v$ is observed. The sample analog of $\frac{\Delta^{T} \Sigma_{\nu} \Delta}{|\Delta|_{2}^{2}}$ being bounded away from 0 over the cone $\mathbb{C}\left(J\left(\beta^{*}\right)\right)$ is the so-called lower restricted eigenvalue (LRE) condition on the Gram matrix $\frac{v^{T} v}{n}$ where $v=$ $\left(v_{1}, \ldots, v_{p}\right) \in \mathbb{R}^{n \times p}$ [see, e.g., Bickel, Ritov and Tsybakov (2009); Meinshausen and Yu (2009); Bühlmann and van de Geer (2011); and Negahban et al. (2012)]. When $\beta^{*}$ is approximately sparse (namely, $\left.q_{2} \in(0,1]\right)$, in sharp contrast to the case of exact sparsity, the set $\mathbb{C}\left(S_{\tau}\right)$ is no longer a cone but rather contains a ball centered at the origin. As a consequence, it is never possible to ensure that $\frac{|v \Delta|_{2}^{2}}{n}$ is bounded from below for all vectors $\Delta$ in the set $\mathbb{C}\left(S_{\underline{\tau}}\right)$ [see Negahban et al. (2012) for a geometric illustration of this issue]. For this reason, it is crucial to further restrict the set $\mathbb{C}\left(S_{\tau}\right)$ for $q_{2} \in(0,1]$ by intersecting it with the set $\mathbb{S}_{\delta}:=\left\{\Delta \in \mathbb{R}^{p}:|\Delta|_{2} \geq \delta\right\}$. Provided that the parameters $\delta$ and $\underline{\tau}$ are suitably chosen, the intersection $\mathbb{C}\left(S_{\underline{\tau}}\right) \cap \mathbb{S}_{\delta}$ excludes many "flat" directions (with eigenvalues of 0$)$ in the space for the case of $q_{2} \in(0,1]$. To the best of our knowledge, the necessity of this additional set $\mathbb{S}_{\delta}$, essential for the approximately sparse cases with $q_{2} \in(0,1]$, is first recognized explicitly in Negahban et al. (2012). To derive a general upper bound on the $l_{2}$-error of the procedure introduced in Section 2 for $\beta^{*}$, we use an idea similar to Negahban et al. (2012) in our analysis.

In the problem of our interest, $v$ is unknown and needs to be estimated. We provide results that imply the LRE condition holds for $\frac{\hat{v}^{T} \hat{v}}{n}$ with high probability
when $\kappa_{L}>0$. These results provide finite-sample guarantees of the population LRE condition when the unknown residual $v$ is replaced with its estimate $\hat{v}$ and the expectation is replaced with a sample average.

For (2)-(4), the condition $\kappa_{L}>0$ is a high-dimensional generalization of the identification assumption used in the low-dimensional sample selection model literature [e.g., Ahn and Powell (1993); Newey (2009)].
4. General error bounds on $\left|\hat{\beta}-\beta^{*}\right|_{2}$ for the partially linear model. This section provides general upper bounds on $\left|\hat{\beta}-\beta^{*}\right|_{2}$ for the standard partially linear model (1) where $\gamma_{i}^{*}$ is an observed variable and the estimator $\hat{\beta}$ for $\beta^{*}$ is obtained by the two-step procedure described in Section 2. For notational simplicity, in the theoretical results presented below, we assume the regime of interest is $p \geq$ ( $n \vee 2$ ); the modification to allow $p<(n \vee 2)$ is trivial. Moreover, we assume that $n \succsim \log p$. Also, as a general rule for this paper, all the $c \in(0, \infty)$ constants denote positive universal constants that are independent of $n, p$, and $R_{q_{2}}$ (and also $n_{0}, d$ and $R_{q_{1}}$ in Section 5). The specific values of these constants may change from place to place. We impose the following sampling assumption on the model of our interests.

Assumption 4.1. The data are i.i.d. with finite second moments.
Recall from programs (5)-(6), $\tilde{m}_{j}(\cdot) \in \mathcal{F}_{j}$. We also assume $m_{j}(\cdot) \in \mathcal{F}_{j}$. Define the shifted version of the function class $\mathcal{F}_{j}$ :

$$
\overline{\mathcal{F}}_{j}:=\left\{f=f^{\prime}-f^{\prime \prime}: f^{\prime}, f^{\prime \prime} \in \mathcal{F}_{j}\right\} .
$$

The following regularity assumptions are imposed to obtain the theoretical results in this section.

AsSumption 4.2. For any $j=0, \ldots, p, \overline{\mathcal{F}}_{j}$ is a star-shaped function class; that is, for any $f \in \overline{\mathcal{F}}_{j}$ and $\alpha \in[0,1], \alpha f \in \overline{\mathcal{F}}_{j}$.

REMARK. The star-shaped condition is often seen in literature of nonparametric statistics [see e.g., Wainwright (2015)]. It is relatively mild; for instance, it is satisfied whenever the set $\overline{\mathcal{F}}_{j}$ is convex and contains the function $f=0$. It is also satisfied, for example, when the underlying $\mathcal{F}_{j}$ is the class of $k$-sparse linear combinations of basis functions $\psi_{l}(\cdot) \mathrm{s}$; that is, for $f^{\prime} \in \mathcal{F}_{j}, f^{\prime}\left(\gamma_{i}^{*}\right)=\sum_{l=1}^{m} \pi_{l}^{*} \psi_{l}\left(\gamma_{i}^{*}\right)$ and $\pi^{*}:=\left(\pi_{l}^{*}\right)_{l=1}^{m}$ belongs to the $l_{0}-$ "ball" of "radius" $k$.

For any radius $\tilde{r}_{n j}>0$, define the conditional local complexity:

$$
\begin{equation*}
\mathcal{G}_{n}\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right):=\mathbb{E}_{\xi}\left[\sup _{f \in \Omega\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right)}\left|\frac{1}{n} \sum_{i=1}^{n} \xi_{i} f\left(\gamma_{i}^{*}\right)\right|\left\{\gamma_{i}^{*}\right\}_{i=1}^{n}\right], \tag{15}
\end{equation*}
$$

where $\xi_{i}$ s are i.i.d. zero-mean sub-Gaussian variables with parameter at most 1 and $\mathbb{E}\left(\xi_{i} \mid \gamma_{i}^{*}\right)=0$ for all $i=1, \ldots, n$, and

$$
\Omega\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right)=\left\{f \in \overline{\mathcal{F}}_{j}:|f|_{n} \leq \tilde{r}_{n j}\right\}
$$

where $|f|_{n}:=\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left[f\left(\gamma_{i}^{*}\right)\right]^{2}}$. For any star-shaped class $\overline{\mathcal{F}}_{j}$ (Assumption 4.2), it can be shown that the function $t \mapsto \frac{\mathcal{G}_{n}\left(t ; \mathcal{F}_{j}\right)}{t}$ is nonincreasing on the interval $(0, \infty)$ (Lemma S. 15 in the supplementary materials). Therefore, we can always find some large enough $\tilde{r}_{n j}>0$ that satisfies the critical inequality:

$$
\begin{equation*}
\mathcal{G}_{n}\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right) \leq \frac{\tilde{r}_{n j}^{2}}{2 \sigma^{\dagger}}, \tag{16}
\end{equation*}
$$

where $\sigma^{\dagger}$ is some sub-Gaussian parameter to be defined shortly; moreover, (16) has a smallest positive solution. In practice, determining the exact value of this smallest positive solution can be difficult so obtaining reasonable upper bounds on it is more useful. For this, we describe a method from existing literature. It is known that the Dudley's entropy integral can be used in bounding the complexity $\mathcal{G}_{n}\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right)$ in (15) [see, e.g., van de Geer (2000); Bartlett and Mendelson (2002); Koltchinskii (2006); Wainwright (2015)]. Let $N_{n}\left(t ; \Omega\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right)\right)$ denote the $t$-covering number of the set $\Omega\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right)$ in the $\mathcal{L}^{2}\left(\mathbb{P}_{n}\right)$ norm. Then the smallest positive solution to (16) is bounded above by any $\tilde{r}_{n j} \in\left(0, \sigma^{\dagger}\right]$ such that

$$
\begin{equation*}
\frac{c^{\prime}}{\sqrt{n}} \int_{\frac{\tilde{r}_{n j}^{2}}{4 \sqrt{2} \sigma^{\dagger}}}^{\frac{\tilde{r}_{n j}}{\operatorname{r}}} \sqrt{\log N_{n}\left(t ; \Omega\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right)\right)} d t \leq \frac{\tilde{r}_{n j}^{2}}{4 \sigma^{\dagger}} \tag{17}
\end{equation*}
$$

For popular function classes, the covering number $N_{n}\left(t ; \Omega\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right)\right)$ is readily available so we can compute $\tilde{r}_{n j}$ based on (17). This method is known to yield $\tilde{r}_{n j}$ with sharp scaling in a wide range of statistical problems, one of which is illustrated in Section 5.1.

ASSUMPTION 4.3. Define $v_{i 0}=Y_{i}-\mathbb{E}\left(Y_{i} \mid \gamma_{i}^{*}\right)$ and $v=\left(v_{1}, \ldots, v_{p}\right) \in \mathbb{R}^{n \times p}$ with $v_{i j}=X_{i j}-\mathbb{E}\left(X_{i j} \mid \gamma_{i}^{*}\right), j=1, \ldots, p$. (i) For any unit vector $\rho \in \mathbb{R}^{p}$, the random variable $\rho^{T} v_{i}^{T}$ is sub-Gaussian with parameter at most $\sigma_{v}$ where $v_{i}$ is the $i$ th row of $v$; for $j=0, \ldots, p, v_{j} \in \mathbb{R}^{n}$ is sub-Gaussian with parameter at most $\sigma_{v_{j}}$; (ii) the random variable $\eta_{i}$ is sub-Gaussian with parameter at most $\sigma_{\eta}$; $\sigma_{v}^{*}=\max _{j \in\{0, \ldots, p\}} \sigma_{v_{j}}$ and $\sigma=\sigma_{v}^{*} \vee \sigma_{\eta}$.

REMARK. In the literature of nonparametric estimation, common measures of function complexities associated with sub-Gaussian variables can be controlled with standard techniques as in van der Vaart and Wellner (1996) and van de Geer (2000). There are some cases where other concentration results [e.g., Ledoux (1995/97); Bobkov and Ledoux (2000)] may provide sharper tail probabilities when we relax the identicalness of $\left\{\eta_{i}\right\}_{i=1}^{n}$ and $\left\{v_{i j}\right\}_{i=1}^{n}$ for each $j=0, \ldots, p$.

These cases include: $v_{j}$ for $j=0, \ldots, p$ and $\eta$ (i) have strongly log-concave distributions (defined below) for some $\varphi_{v_{j}}>0$ and $\varphi_{\eta}>0$; or, (ii) are bounded vectors such that for every $i=1, \ldots, n, v_{i j}$ and $\eta_{i}$ are supported on the interval ( $a_{v_{j}}^{\prime}, a_{v_{j}}^{\prime \prime}$ ) with $B_{v_{j}}:=a_{v_{j}}^{\prime \prime}-a_{v_{j}}^{\prime}$, and on $\left(a_{\eta}^{\prime}, a_{\eta}^{\prime \prime}\right)$ with $B_{\eta}:=a_{\eta}^{\prime \prime}-a_{\eta}^{\prime}$.

DEFINITION 3 (Strongly log-concave distributions). A distribution with density p (with respect to the Lebesgue measure) is a strongly log-concave distribution if the density $\mathrm{p}(x)=\exp (-\psi(x))$ where the function $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is strongly convex, meaning there is some $\varphi>0$ such that

$$
\lambda \psi(x)+(1-\lambda) \psi(y)-\psi(\lambda x+(1-\lambda) y) \geq \frac{\varphi}{2} \lambda(1-\lambda)|x-y|_{2}^{2}
$$

for all $\lambda \in[0,1]$, and $x, y \in \mathbb{R}^{n}$.
REMARK. Any Gaussian distribution with covariance matrix $\Sigma \succ 0$ is strongly log-concave with parameter $\varphi=\lambda_{\min }\left(\Sigma^{-1}\right)$. Moreover, there are various non-Gaussian distributions that are also strongly log-concave.

With all the previous "ingredients" in hand, we introduce the following quantities which are related to the sources of statistical errors in $\left|\hat{\beta}-\beta^{*}\right|_{2}$. Let

$$
\begin{aligned}
& \mathcal{T}_{0}=c_{0} \max \left\{\mathcal{T}_{2}, \mathcal{T}_{2}^{\star}, \mathcal{T}_{3}\right\} \\
& \mathcal{T}_{2}=\left(\left|\beta^{*}\right|_{1} \vee 1\right) \max _{j \in\{0, \ldots, p\}} t_{n j}^{2} \quad \text { for any } t_{n j} \geq r_{n j}
\end{aligned}
$$

where $r_{n j}>0$ is the smallest radius satisfying (16) with $\sigma^{\dagger}=\sigma_{v}^{*}$;

$$
\mathcal{T}_{2}^{\star}=\max _{j \in\{1, \ldots, p\}} r_{n j}^{\prime 2}
$$

where $r_{n j}^{\prime}>0$ is the smallest radius satisfying (16) with $\sigma^{\dagger}=\sigma_{\eta}$;

$$
\mathcal{T}_{3}=\max _{j \in\{1, \ldots, p\}} \sigma_{v_{j}} \sigma_{\eta} \sqrt{\frac{\log p}{n}}
$$

The following assumption concerns the LRE $\kappa_{L}$ defined in (14).
ASSUMPTION 4.4. The coefficient vector $\beta^{*} \in \mathbb{R}^{p}$ belongs to the $l_{q_{2}}$ "balls" $\mathcal{B}_{q_{2}}^{p}\left(R_{q_{2}}\right)$ for a "radius" $R_{q_{2}}$ and $q_{2} \in[0,1]$. The condition $\kappa_{L}>0$ holds over the restricted set $\mathbb{C}\left(J\left(\beta^{*}\right)\right)$ with $\underline{\tau}=0$ and $\delta=0$ for the exact sparsity case ( $q_{2}=0$ with $R_{q_{2}}=k_{2}$ ), and over $\mathbb{C}\left(S_{\underline{\tau}}\right) \cap \mathbb{S}_{\delta}$ with $\underline{\tau}=\frac{\mathcal{T}_{0}}{\kappa_{L}}$ and $\delta=c_{3} \kappa_{L}^{-1+\frac{q_{2}}{2}} R_{q_{2}}^{\frac{1}{2}} \mathcal{T}_{0}^{1-\frac{q_{2}}{2}}$ for the approximate sparsity case ( $q_{2} \in(0,1]$ ), respectively.

The following theorem (Theorem 4.1) provides a general upper bound on the error $\left|\hat{\beta}-\beta^{*}\right|_{2}$ when the first-step estimation concerns a program as in (5).

THEOREM 4.1. For model (1) where $\gamma_{i}^{*}$ is an observed variable, consider the procedure based on (5) with $\hat{\gamma}_{i}:=\gamma_{i}^{*}$ and (8). Let Assumptions 4.1-4.4 hold and $\lambda_{n, 3}=\mathcal{T}_{0}$ in (8). Assume

$$
\begin{equation*}
R_{q_{2}} \mathcal{T}_{0}^{-q_{2}} \max \left\{\kappa_{L}\left(\frac{\sigma_{v}^{4}}{\kappa_{L}^{2}} \vee 1\right) \frac{\log p}{n}, \bar{t}_{n}^{2}\right\} \precsim \kappa_{L}^{1-q_{2}}, \tag{18}
\end{equation*}
$$

where $\bar{t}_{n}=\max _{j \in\{0, \ldots, p\}} t_{n j}$. Then, for some universal constants $c>c_{3}>0$ with $c_{3}$ given in Assumption 4.4,

$$
\begin{equation*}
\left|\hat{\beta}-\beta^{*}\right|_{2} \leq \frac{c R_{q_{2}}^{\frac{1}{2}}}{\kappa_{L}^{1-\frac{q_{2}}{2}}} \mathcal{T}_{0}^{1-\frac{q_{2}}{2}} \tag{19}
\end{equation*}
$$

with probability at least $1-c_{0}^{\prime} \exp \left(-c_{1}^{\prime} \log p\right)-c_{2}^{\prime} \exp \left(-c_{3}^{\prime} \frac{\bar{t}_{n}^{2}}{\sigma^{2}}+c_{4}^{\prime} \log p\right)$.
REMARK (on Theorem 4.1). When $v_{j}$ s and $\eta$ have strongly log-concave distributions with parameters $\varphi_{v_{j}}>0$ and $\varphi_{\eta}>0$, respectively, $c_{3}^{\prime} \sigma^{-2}$ in the probability guarantee for Theorem 4.1 can be replaced by $\frac{1}{2} \min _{j \in\{0, \ldots, p\}} \varphi_{v_{j}} \wedge \varphi_{\eta}$; when $v_{i j} \mathrm{~s}$ and $\eta_{i} \mathrm{~s}$ are supported on $\left(a_{v_{j}}^{\prime}, a_{v_{j}}^{\prime \prime}\right)$ with $B_{v_{j}}:=a_{v_{j}}^{\prime \prime}-a_{v_{j}}^{\prime}$, and on $\left(a_{\eta}^{\prime}, a_{\eta}^{\prime \prime}\right)$ with $B_{\eta}:=a_{\eta}^{\prime \prime}-a_{\eta}^{\prime}$, respectively, $c_{3}^{\prime} \sigma^{-2}$ can be replaced by $\frac{1}{4}\left(\max _{j \in\{0, \ldots, p\}} B_{v_{j}}^{2} \vee\right.$ $\left.B_{\eta}^{2}\right)^{-1}$. Note that in (18)-(19), we may take $R_{q_{2}}=\left|\beta^{*}\right|_{q_{2}}^{q_{2}}$ for $q_{2} \in(0,1]$ and $R_{q_{2}}=\left|\beta^{*}\right|_{0}$ for $q_{2}=0$.

Condition (18) in Theorem 4.1 ensures that with high probability, $\frac{\hat{v}^{T} \hat{v}}{n}$ satisfies the LRE condition over the restricted sets specified in Assumption 4.4-a finitesample guarantee of the population identification condition. From Theorem 4.1, it can be seen that the general upper bound on $\left|\hat{\beta}-\beta^{*}\right|_{2}$ depends on two sources of errors. The terms $t_{n j}$ (in $\mathcal{T}_{2}$ ) and $r_{n j}^{\prime}$ (in $\mathcal{T}_{2}^{\star}$ ) are related to the statistical errors of the nonparametric projection step and $\mathcal{T}_{3}$ is related to the statistical error of the Lasso estimation. The factor $\left|\beta^{*}\right|_{1}$ in $\mathcal{T}_{2}$ is related to the fact that the estimator uses $\hat{v}$ to surrogate for the unknown $v$. Other surrogate-type Lasso estimators such as the one in Rosenbaum and Tsybakov (2013) also involve the factor $\left|\beta^{*}\right|_{1}$ in the choice of their regularization parameter and error bounds.

When setting $t_{n j}=r_{n j}$ in $\mathcal{T}_{2}$, we note the statistical error contributed by the nonparametric projection step is $\max _{j} r_{n j}^{2}$ instead of the optimal rate $\max _{j} r_{n j}$ that one would expect from the nonparametric regressions as (5). Note that $\max _{j} r_{n j}^{2}<$ $\max _{j} r_{n j}$ if $\max _{j} r_{n j}<1$; similarly, in terms of $\mathcal{T}_{2}^{\star}, \max _{j} r_{n j}^{\prime 2}<\max _{j} r_{n j}^{\prime}$ if $\max _{j} r_{n j}^{\prime}<1$. As long as

$$
\begin{equation*}
\left\{\left[\left(\left|\beta^{*}\right|_{1} \vee 1\right) \max _{j \in\{0, \ldots, p\}} r_{n j}^{2}\right] \vee\left[\max _{j \in\{1, \ldots, p\}} r_{n j}^{\prime 2}\right]\right\} \precsim \mathcal{T}_{3} \tag{20}
\end{equation*}
$$

the scaling of the upper bound on $\left|\hat{\beta}-\beta^{*}\right|_{2}$ is as good as if the unknown nonparametric component were known. This result establishes a new nonasymptotic
"oracle" result. One of the drivers behind this oracle result lies on the terms:

$$
\begin{equation*}
\left|\frac{1}{n} \sum_{i=1}^{n} \hat{v}_{i j^{\prime}}\left[\hat{m}_{j}\left(\gamma_{i}^{*}\right)-m_{j}\left(\gamma_{i}^{*}\right)\right]\right|, \quad\left|\frac{1}{n} \sum_{i=1}^{n} \eta_{i}\left[\hat{m}_{j}\left(\gamma_{i}^{*}\right)-m_{j}\left(\gamma_{i}^{*}\right)\right]\right| . \tag{21}
\end{equation*}
$$

As an example for the standard partially linear model (1), suppose that $\mathcal{F}_{j}$ is the class of linear combinations of basis functions $\psi_{l}(\cdot)$ s for all $j=0, \ldots, p$ such that for $f \in \mathcal{F}_{j}, f\left(\gamma_{i}^{*}\right)=\sum_{l=1}^{m} \pi_{l}^{*} \psi_{l}\left(\gamma_{i}^{*}\right)$ and $\pi^{*}:=\left(\pi_{l}^{*}\right)_{l=1}^{m}$ belongs to the $l_{1}$-ball of radius $R$. Then, under an LRE assumption and a normalization on the matrix of covariates formed by the basis functions, if $\sigma_{v}^{*} \asymp 1, \sigma_{\eta} \asymp 1$, and $m \geq p$, applying the Lasso procedure in the nonparametric projection step would yield upper bounds with scaling $R\left(\frac{\log m}{n}\right)^{\frac{1}{2}}$ on the quantities in (21). These scaling attain the sharp rates on $r_{n j}^{2}$ and $r_{n j}^{\prime 2}$. If $\pi^{*}$ belongs to the $l_{0}-$ "ball" of "radius" $k$, then the standard Lasso procedure would yield upper bounds with scaling $\frac{k \log m}{n}$ on the quantities in (21). These scaling almost achieve the sharp rates $\frac{k \log \frac{m}{k}}{n}$ on $r_{n j}^{2}$ and $r_{n j}^{\prime 2}$. We point out that while the preceding examples concern functions of the univariate $\gamma_{i}^{*}$, similar ideas can apply to multivariate functions, where sparsity assumptions become even more crucial for producing manageable classes of models.

Further note that, since Theorem 4.1 holds for any $t_{n j} \geq r_{n j}$, the choice of $t_{n j}$ incurs a trade-off between $\mathcal{T}_{2}$ and $c_{2}^{\prime} \exp \left(-c_{3}^{\prime} \frac{n \bar{t}_{n}^{2}}{\sigma^{2}}+c_{4}^{\prime} \log p\right)$. This is a general phenomenon for these tail bounds. When (20) holds, $t_{n j}$ can be chosen in the way $\mathcal{T}_{2} \asymp \mathcal{T}_{3}$ so that the probability guarantee may be improved relative to the choice $t_{n j}=r_{n j}$.

The following theorem (Theorem 4.2) provides a general upper bound on the error $\left|\hat{\beta}-\beta^{*}\right|_{2}$ when the first-step estimation concerns a regularized program as in (6) where $\mathcal{F}_{j}$ is a reproducing kernel Hilbert space for $j=0, \ldots, p$. For Theorem 4.2, let the local complexity measure $\mathcal{G}_{n}\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right)$ be defined over the set

$$
\Omega\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right)=\left\{f \in \overline{\mathcal{F}}_{j}:|f|_{n} \leq \tilde{r}_{n j},|f|_{\mathcal{F}_{j}} \leq 1\right\} ;
$$

recalling $\bar{R}_{j}$ in (7), let $\mathcal{T}_{2}=\left(\left|\beta^{*}\right|_{1} \vee 1\right) \max _{j \in\{0, \ldots, p\}}\left\{\left(\bar{R}_{j} \vee 1\right) t_{n j}^{2}\right\}$ where $t_{n j} \geq$ $\left(r_{n j} \vee c^{\prime \prime} \sqrt{\frac{\sigma^{2}}{n}}\right.$ ) for some universal positive constant $c^{\prime \prime}$ that is sufficiently large; $\mathcal{T}_{2}^{\star}=\max _{j \in\{1, \ldots, p\}}\left\{\left(\bar{R}_{j} \vee 1\right) r_{n j}^{\prime 2}\right\}$. The definitions for $r_{n j}, r_{n j}^{\prime 2}$ and $\mathcal{T}_{3}$ remain the same as those for Theorem 4.1.

THEOREM 4.2. For model (1) where $\gamma_{i}^{*}$ is an observed variable, consider the procedure based on (6) with $\hat{\gamma}_{i}:=\gamma_{i}^{*}$ and (8). For $j=0, \ldots$, p, let $\lambda_{n j, 2}=(2+\varsigma) t_{n j}^{2}$ in (6) for any constant $\varsigma \geq 0$ and $\lambda_{n, 3}=\mathcal{T}_{0}$ in (8); also suppose Assumptions 4.1-4.4 hold, $\left|m_{j}\right|_{\mathcal{F}_{j}} \leq 1$, and condition (18) is satisfied with $\bar{t}_{n}^{2}:=\max _{j \in\{0, \ldots, p\}}\left\{\left(\bar{R}_{j} \vee 1\right) t_{n j}^{2}\right\}$. Then the upper bound (19) holds (where $\mathcal{T}_{2}$ and $\mathcal{T}_{2}^{\star}$ correspond to the ones defined for Theorem 4.2) with probability at least $1-c_{0}^{\prime} \exp \left(-c_{1}^{\prime} \log p\right)-c_{2}^{\prime \prime} \exp \left(-c_{3}^{\prime \prime} \frac{n \max _{j \in\{0, \ldots, p\}} t_{n j}^{2}}{\sigma^{2}}+c_{4}^{\prime \prime} \log p\right)$.

REMARK. Theorem 4.2 has similar implications as Theorem 4.1. In the context where $\mathcal{F}_{j}$ is a reproducing kernel Hilbert space for $j=0, \ldots, p$, it is well understood that computing the kernel ridge regression estimate (6) can be based upon the empirical kernel matrix. Moreover, Mendelson (2002) shows that $\mathcal{G}_{n}\left(\tilde{r}_{n j} ; \mathcal{F}_{j}\right) \precsim \sqrt{\frac{1}{n} \sum_{i=1}^{n} \min \left\{\tilde{r}_{n j}^{2}, \tilde{\mu}_{i}\right\}}$ where $\tilde{\mu}_{1} \geq \tilde{\mu}_{2} \geq \cdots \geq \tilde{\mu}_{n} \geq 0$ are the eigenvalues of the underlying kernel matrix for the estimate. Consequently, we can seek an upper bound on the smallest positive solution to (16) by solving for $\tilde{r}_{n j}$ via $\sqrt{\frac{1}{n} \sum_{i=1}^{n} \min \left\{\tilde{r}_{n j}^{2}, \tilde{\mu}_{i}\right\}} \leq \frac{\tilde{r}_{n j}^{2}}{2 \sigma^{\dagger}}$. This method is known to yield $\tilde{r}_{n j}$ with sharp scaling for various choices of kernels.
5. A leading case of the semiparametric sample selection model. In this section, we specialize our analysis to the estimation of a leading case of model (2)(4). In the following, $n=\sum_{i=1}^{n_{0}} Y_{1 i}$ denotes the number of the selected observations for (3) and $n_{0}$ is the number of the full sample observations for (2). Without loss of generality, we assume that the selected sample consists of the first $n$ out of $n_{0}$ observations. For notational simplicity, in the theoretical results presented in this section, we assume the regime of interest is $p \geq(n \vee 2)$ and $d \geq\left(n_{0} \vee 2\right)$; the modification to allow $p<(n \vee 2)$ and/or $d<\left(n_{0} \vee 2\right)$ is trivial. Moreover, we assume that $n \succsim \log p$ and $n_{0} \succsim \log d$.
5.1. Error bounds and variable selection. We begin with a lemma on the radii $r_{n j}$ and $r_{n j}^{\prime}$ in Section 4; this lemma is based on (17) and results on the metric entropy of Lipschitz functions.

Lemma 5.1. Suppose the data are i.i.d. and the matrix $W$ consists of bounded elements; for $j=0, \ldots, p$, suppose $m_{j}(\cdot)$ belongs to the class of L-Lipschitz functions and $\tilde{m}_{j}$ in (5) is constrained to be in the same class. Then $\max _{j \in\{0, \ldots, p\}} r_{n j} \leq$ $c_{0}^{\prime}\left(\frac{\left|\theta^{*}\right|_{1} L \sigma_{v}^{* 2}}{n}\right)^{\frac{1}{3}}$ and $\max _{j \in\{1, \ldots, p\}} r_{n j}^{\prime} \leq c_{0}^{\prime \prime}\left(\frac{\left|\theta^{*}\right|_{1} L \sigma_{\eta}^{2}}{n}\right)^{\frac{1}{3}}$.

The resulting estimator obtained using the framework described in Section 2 for model (2)-(4) is referred to as $\hat{\beta}:=\hat{\beta}_{\text {HSEL }}$ (a candidate for $\hat{\beta}_{\text {HSEL }}$ is provided in the example in Section 2); $\hat{\beta}_{\text {HSEL }}$ together with $\hat{\theta}$ can be plugged into (9) to estimate $g(\cdot)$. We now provide an upper bound for $\left|\hat{\beta}_{\mathrm{HSEL}}-\beta^{*}\right|_{2}$ based on Lemma 5.1.

Theorem 5.1. Suppose Assumptions 4.3-4.4 hold with $\gamma_{i}^{*}=W_{i} \theta^{*}$ and $\mathcal{T}_{0}$ defined in (22). Also let the conditions in Lemma 5.1 hold and $\mathcal{U} \geq$ $\frac{1}{n} \sum_{i=1}^{n} L^{2}\left(W_{i} \hat{\theta}-W_{i} \theta^{*}\right)^{2}$ with probability at least $1-\alpha_{1}$ and $\sqrt{\mathcal{U}} \precsim \sigma_{v}^{*}$. Define $\mathcal{T}_{1}=M \sqrt{\mathcal{U}}$ with $M=\left[\sigma_{v}^{*}\left(\left|\beta^{*}\right|_{1} \vee 1\right)\right] \vee \sigma_{\eta}$ and the definitions for $\mathcal{T}_{2}, \mathcal{T}_{2}^{\star}$ and $\mathcal{T}_{3}$ remain the same as those for Theorem 4.1. Assume $t_{n j} \geq c_{0}^{\prime}\left(\frac{\left|\theta^{*}\right|_{1} L \sigma_{v}^{* 2}}{n}\right)^{\frac{1}{3}}$ in $\mathcal{T}_{2}$ is
chosen such that

$$
\begin{equation*}
\mathcal{T}_{0} \asymp \mathcal{T}_{2} \asymp \max \left\{\mathcal{T}_{1}, \mathcal{T}_{3},\left(\left|\beta^{*}\right|_{1} \vee 1\right)\left(\frac{\left|\theta^{*}\right|_{1} L \sigma_{v}^{* 2}}{n}\right)^{\frac{2}{3}},\left(\frac{\left|\theta^{*}\right|_{1} L \sigma_{\eta}^{2}}{n}\right)^{\frac{2}{3}}\right\} \tag{22}
\end{equation*}
$$

(23) $\sigma^{2} \log p \precsim n \max _{j \in\{0, \ldots, p\}} t_{n j}^{2} \quad$ where $\sigma=\sigma_{v}^{*} \vee \sigma_{\eta}$.

Suppose $\lambda_{n, 3}=\mathcal{T}_{0}$ and

$$
R_{q_{2}} \mathcal{T}_{0}^{-q_{2}} \max \left\{\kappa_{L}\left(\frac{\sigma_{v}^{4}}{\kappa_{L}^{2}} \vee 1\right) \frac{\log p}{n}, \mathcal{T}, \bar{t}_{n}^{2}\right\} \precsim \kappa_{L}^{1-q_{2}}
$$

with $\mathcal{T}=\max _{j \in\{1, \ldots, p\}} \sigma_{v_{j}} \sqrt{\mathcal{U}}$ and $\bar{t}_{n}=\max _{j \in\{0, \ldots, p\}} t_{n j}$. Then, with probability at least $1-\alpha_{1}-c_{2} \exp \left(-c_{3} \log p\right)$, we have

$$
\left|\hat{\beta}_{\mathrm{HSEL}}-\beta^{*}\right|_{2} \leq \frac{c \sqrt{R_{q_{2}}}}{\kappa_{L}^{1-\frac{q_{2}}{2}}} \mathcal{T}_{0}^{1-\frac{q_{2}}{2}}
$$

Lemma 5.2 below provides an upper bound on $\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(W_{i} \hat{\theta}-W_{i} \theta^{*}\right)^{2}}$ in Theorem 5.1 when $\epsilon_{1 i}$ in (2) has a standard normal distribution and $\theta^{*}$ is estimated by (11).

ASSUMPTION 5.1. For any unit vector $\rho \in \mathbb{R}^{d}$, the random variable $\rho^{T} W_{i}^{T}$ (for $i=1, \ldots, n_{0}$ ) has a sub-Gaussian parameter at most $\sigma_{W}$ where $W_{i}$ is the $i$ th row of $W \in \mathbb{R}^{n_{0} \times d} ; W_{j} \in \mathbb{R}^{n_{0} \times 1}$ (for $j=1, \ldots, d$ ) has a sub-Gaussian parameter at most $\sigma_{W_{j}} ; \sigma_{W}^{*}=\max _{j \in\{1, \ldots, d\}} \sigma_{W_{j}}$.

ASSUMPTION 5.2. The coefficient vector $\theta^{*} \in \mathcal{B}_{q_{1}}^{d}\left(R_{q_{1}}\right)$ for $q_{1} \in[0,1]$ with "radius" $R_{q_{1}}$. For $\Sigma_{W}=\mathbb{E}\left[W_{i}^{T} W_{i}\right], 0<\kappa_{L}^{W} \precsim \frac{\Delta^{T} \Sigma_{W} \Delta}{|\Delta|_{2}^{2}}$ for all $\Delta \in \mathbb{C}\left(J\left(\theta^{*}\right)\right) \backslash$ $\{\mathbf{0}\}$ (namely, $\underline{\tau}_{1}=0, \delta_{1}=0$ ) for the exact sparsity case of $\theta^{*}$ with $q_{1}=0$, $R_{q_{1}}=k_{1}$, and for all nonzero $\Delta \in \mathbb{C}\left(S_{{\underline{\tau_{1}}}}\right) \cap \mathbb{S}_{\delta_{1}}$ where $\underline{\tau}_{1}=\frac{c^{\prime} \sigma_{W}^{*}}{\kappa_{L}^{W}} \sqrt{\frac{\log d}{n_{0}}}$ and $\delta_{1}=c^{\prime \prime}\left(\kappa_{L}^{W}\right)^{-1+\frac{q_{1}}{2}} R_{q_{1}}^{\frac{1}{2}}\left(\sigma_{W}^{*} \sqrt{\frac{\log d}{n_{0}}}\right)^{1-\frac{q_{1}}{2}}$ for the approximate sparsity case of $\theta^{*}$ with $q_{1} \in(0,1] ; \frac{\Delta^{T} \Sigma_{W} \Delta}{|\Delta|_{2}^{2}} \leq \kappa_{U}^{W}<\infty$ for all $\Delta \in \mathbb{C}\left(S_{\underline{\tau}_{1}}\right) \backslash\{\mathbf{0}\}$.

Lemma 5.2. Suppose the data $\left\{Y_{1 i}, W_{i}\right\}_{i=1}^{n_{0}}$ are i.i.d. and Assumptions 5.15.2 hold; $\mathbb{P}\left(Y_{1 i}=1 \mid W_{i}\right)$ is bounded away from 0 and $1 ; n_{0} \geq b_{0} R_{q_{1}}^{\frac{2}{2-q_{1}}} \log d$ and $b_{0}^{\prime} R_{q_{1}} \frac{\log d}{n}\left(\sqrt{\frac{\log d}{n_{0}}}\right)^{-q_{1}} \leq 1$ for some sufficiently large constants $b_{0}, b_{0}^{\prime}>0$ that only depend on $\kappa_{L}^{W}, \kappa_{U}^{W}, \sigma_{W}$ and $\sigma_{W}^{*}$. If $\hat{\theta}$ solves program (11) with $\lambda_{n_{0}, 1}=c^{\prime} \sigma_{W}^{*} \sqrt{\frac{\log d}{n_{0}}}$,
then, with probability at least $1-\alpha=1-c_{2}^{\prime} \exp \left(-c_{3}^{\prime} \log d\right)$,

$$
\left\{\frac{1}{n} \sum_{i=1}^{n}\left[W_{i}\left(\hat{\theta}-\theta^{*}\right)\right]^{2}\right\}^{\frac{1}{2}} \leq c_{1} \frac{R_{q_{1}}^{\frac{1}{2}} \sqrt{\kappa_{U}^{W}}}{\left(\kappa_{L}^{W}\right)^{1-\frac{q_{1}}{2}}}\left(\sigma_{W}^{*} \sqrt{\frac{\log d}{n_{0}}}\right)^{1-\frac{q_{1}}{2}}
$$

REMARK. If $\kappa_{L}^{W} \succsim 1, \kappa_{U}^{W} \precsim 1, \sigma_{W}^{*} \precsim 1, \sigma_{v}^{*} \precsim 1$ and $L \precsim 1$, with Lemma 5.2, we have $\mathcal{T} \precsim R_{q_{1}}^{\frac{1}{2}}\left(\sqrt{\frac{\log d}{n_{0}}}\right)^{1-\frac{q_{1}}{2}}$ and $\mathcal{T}_{1} \precsim M R_{q_{1}}^{\frac{1}{2}}\left(\sqrt{\frac{\log d}{n_{0}}}\right)^{1-\frac{q_{1}}{2}}$ in Theorem 5.1 where $M \asymp\left(\left|\beta^{*}\right|_{1} \vee 1\right) \vee \sigma_{\eta}$; moreover, for $q_{1}=0$ with $R_{q_{1}}=k_{1}$, if $n \asymp n_{0}$ and $\left|\theta_{j}^{*}\right| \leq$ $\bar{b}<\infty$ for all $j \in J\left(\theta^{*}\right)$, then

$$
\max \left\{\left(\left|\beta^{*}\right|_{1} \vee 1\right)\left(\frac{\left|\theta^{*}\right|_{1}}{n}\right)^{\frac{2}{3}},\left(\frac{\left|\theta^{*}\right|_{1} \sigma_{\eta}^{2}}{n}\right)^{\frac{2}{3}}\right\} \precsim M \sqrt{\frac{k_{1} \log d}{n_{0}}}
$$

so $\mathcal{T}_{0}=c_{0}\left[\left(M \sqrt{\frac{k_{1} \log d}{n_{0}}}\right) \vee\left(\sigma_{\eta} \sqrt{\frac{\log p}{n}}\right)\right]$, and consequently,

$$
\left|\hat{\beta}_{\mathrm{HSEL}}-\beta^{*}\right|_{2} \leq \frac{c \sqrt{R_{q_{2}}}}{\kappa_{L}^{1-\frac{q_{2}}{2}}}\left[\left(M \sqrt{\frac{k_{1} \log d}{n_{0}}}\right) \vee\left(\sqrt{\frac{\sigma_{\eta}^{2} \log p}{n}}\right)\right]^{1-\frac{q_{2}}{2}}
$$

with probability at least $1-c_{2} \exp \left(-c_{3} \log p\right)-c_{2}^{\prime} \exp \left(-c_{3}^{\prime} \log d\right)$. Suppose $\left|\beta^{*}\right|_{1} \succsim 1$; let us illustrate various choices of $t_{n j}^{2} \geq r_{n j}^{2}$ with the exact sparsity case of $\theta^{*}$. Setting

$$
t_{n j}^{2} \asymp \max \left\{\sqrt{\frac{\sigma_{\eta}^{2} \log p}{n\left|\beta^{*}\right|_{1}^{2}}}, \sqrt{\frac{\sigma_{\eta}^{2} k_{1} \log d}{n_{0}\left|\beta^{*}\right|_{1}^{2}}}, \sqrt{\frac{k_{1} \log d}{n_{0}}}\right\} \succsim\left(\frac{k_{1}}{n}\right)^{\frac{2}{3}} \succsim r_{n j}^{2}
$$

makes $\mathcal{T}_{2} \asymp \sqrt{\frac{\sigma_{\eta}^{2} \log p}{n}} \vee\left[\left(\left|\beta^{*}\right|_{1} \vee \sigma_{\eta}\right) \sqrt{\frac{k_{1} \log d}{n_{0}}}\right]$ so that (22) holds. Under this choice of $t_{n j}^{2}$, condition (23) in Theorem 5.1 requires that $\max \left\{\sqrt{\frac{n \sigma_{\eta}^{2} \log p}{\left|\beta^{*}\right|_{1}^{2}}}, \sqrt{\frac{n^{2} \sigma_{\eta}^{2} k_{1} \log d}{n_{0}\left|\beta^{*}\right|_{1}^{2}}}\right.$, $\left.\sqrt{\frac{n^{2} k_{1} \log d}{n_{0}}}\right\} \succsim \sigma^{2} \log p$ in order to ensure $\exp \left(-c_{3}^{\prime} \frac{n \bar{t}_{n}^{2}}{\sigma^{2}}+c_{4}^{\prime} \log p\right) \precsim \exp \left(-c_{3} \log p\right)$.

More generally, when $\mathcal{F}_{j}$ in (5) belongs to a Hölder class of order $v \geq 1$, we can again apply (17) and results on the metric entropy of $\nu$ th order smoothness classes to show that $r_{n j}^{2} \precsim\left(\frac{k_{1}}{n}\right)^{\frac{2 v}{2 v+1}}$ for all $j=0, \ldots, p$ and $r_{n j}^{\prime 2} \precsim\left(\frac{k_{1} \sigma_{\eta}^{2}}{n}\right)^{\frac{2 v}{2 v+1}}$ for all $j=1, \ldots, p$. Choosing

$$
t_{n j}^{2} \asymp \max \left\{\sqrt{\frac{\sigma_{\eta}^{2} \log p}{n\left|\beta^{*}\right|_{1}^{2}}}, \sqrt{\frac{\sigma_{\eta}^{2} k_{1} \log d}{n_{0}\left|\beta^{*}\right|_{1}^{2}}}, \sqrt{\frac{k_{1} \log d}{n_{0}}}\right\}
$$

yields

$$
\left|\hat{\beta}_{\mathrm{HSEL}}-\beta^{*}\right|_{2} \leq \frac{c \sqrt{R_{q_{2}}}}{\kappa_{L}^{1-\frac{q_{2}}{2}}}\left[\sqrt{\frac{\sigma_{\eta}^{2} \log p}{n}} \vee\left(\left(\left|\beta^{*}\right|_{1} \vee \sigma_{\eta}\right) \sqrt{\frac{k_{1} \log d}{n_{0}}}\right)\right]^{1-\frac{q_{2}}{2}}
$$

with probability at least $1-c_{2} \exp \left(-c_{3} \log p\right)-c_{2}^{\prime} \exp \left(-c_{3}^{\prime} \log d\right)$.
Variable-selection for exactly sparse $\beta^{*}$. The following theorem (Theorem 5.2) establishes a result on the variable selection property of $\hat{\beta}_{\text {HSEL }}$ when $\beta^{*}$ is exactly sparse $\left(q_{2}=0\right)$. Theorem 5.2 requires the following assumption.

ASSUMPTION 5.3. $\left\|\mathbb{E}\left[v_{i, J\left(\beta^{*}\right)^{c}}^{T} v_{i, J\left(\beta^{*}\right)}\right]\left[\mathbb{E}\left(v_{i, J\left(\beta^{*}\right)}^{T} v_{i, J\left(\beta^{*}\right)}\right)\right]^{-1}\right\|_{\infty} \leq 1-\phi$ for some constant $\phi \in(0,1]$.

REMARK. Assumption 5.3 is a population "incoherence condition" similar to Wainwright (2009). The "incoherence condition" is a refined version of the "irrepresentable condition" in Zhao and Yu (2006) and the "neighborhood stability condition" by Meinshausen and Bühlmann (2006). Bühlmann and van de Geer (2011) shows this type of conditions is sufficient and "essentially necessary" for the Lasso to achieve consistent variable selection.

THEOREM 5.2. Let Assumptions 5.3 and the conditions in Theorem 5.1 hold; $\frac{k_{2}^{3} \log p}{n} \precsim b^{*}$ and $\left[\left(k_{2}^{2} \mathcal{T}\right) \vee\left(k_{2} \max _{j \in\{0, \ldots, p\}} t_{n j}^{2}\right)\right] \precsim b_{0}^{*}$ for some $b_{0}^{*}, b^{*}>0$ depending only on $\lambda_{\min }\left(\mathbb{E}\left[v_{i, J\left(\beta^{*}\right)}^{T} v_{i, J\left(\beta^{*}\right)}\right]\right), \phi$, and $\max _{j \in\{1, \ldots, p\}} \sigma_{v_{j}}$. Suppose $\lambda_{n, 3}=$ $\frac{16-2 \phi}{\phi} \mathcal{T}_{0}$. Then, with probability at least $1-\alpha_{1}-c_{2} \exp \left(-c_{3} \log p\right)$, we have: (a) the support $J\left(\hat{\beta}_{\mathrm{HSEL}}\right) \subseteq J\left(\beta^{*}\right)$; (b) if $\min _{j \in J\left(\beta^{*}\right)}\left|\beta_{j}^{*}\right|>\bar{B}$, where

$$
\bar{B}:=\frac{c^{\prime \prime}(16-2 \phi) \sqrt{k_{2}} \mathcal{T}_{0}}{\phi \lambda_{\min }\left(\mathbb{E}\left[v_{i, J\left(\beta^{*}\right)}^{T} v_{i, J\left(\beta^{*}\right)}\right]\right)}
$$

then $J\left(\hat{\beta}_{\mathrm{HSEL}}\right) \supseteq J\left(\beta^{*}\right)$, and hence $J\left(\hat{\beta}_{\mathrm{HSEL}}\right)=J\left(\beta^{*}\right)$.
Bounds on the nonparametric selection bias function. For the case where $g(\cdot)$ belongs to the class of Lipschitz functions, ${ }^{2}$ we consider the plug-in nonparametric least squares estimator (9) (e.g., a candidate may be the Lipschitz regression) by surrogating $\theta^{*}$ with $\hat{\theta}$ and $\beta^{*}$ with $\hat{\beta}_{\text {HSEL }}$.

ASSUMPTION 5.4. For any unit vector $\rho \in \mathbb{R}^{p}$, the random variable $\rho^{T} X_{i}^{T}$ (for $i=1, \ldots, n$ ) is sub-Gaussian with parameter at most $\sigma_{X}$ where $X_{i}$ is the $i$ th row of $X \in \mathbb{R}^{n \times p}$; for all $\Delta \in \mathbb{C}\left(S_{\tau}\right) \backslash\{\mathbf{0}\}$ with $\underline{\tau}$ defined in Assumption 4.4, the matrix $\Sigma_{X}=\mathbb{E}\left[X_{i}^{T} X_{i}\right]$ satisfies $\frac{\Delta^{T} \Sigma_{X} \Delta}{|\Delta|_{2}^{2}} \leq \kappa_{U}^{X}<\infty ; b_{0}^{\prime \prime} R_{q_{2}} \frac{\log p}{n} \mathcal{T}_{0}^{-q_{2}} \leq 1$ for some sufficiently large constant $b_{0}^{\prime \prime}>0$ that only depends on $\kappa_{U}^{X}, \sigma_{X}$ and $\kappa_{L} ; g(\cdot)$

[^1]belongs to the class of $\bar{L}$-Lipschitz functions and $\tilde{g}$ in (9) is constrained to be in the same class.

THEOREM 5.3. Define $\mathcal{T}_{0}^{g}=c^{\prime} \max _{l \in\{1,2,3,4\}}\left\{\mathcal{T}_{l}^{g}\right\}$ where

$$
\begin{aligned}
& \mathcal{T}_{1}^{g}=\left(\frac{\left|\theta^{*}\right|_{1} \sigma_{\eta}^{2} \bar{L}}{n}\right)^{\frac{1}{3}}, \quad \mathcal{T}_{2}^{g}=\frac{\sqrt{\kappa_{U}^{X} R_{q_{2}}}}{\kappa_{L}^{1-\frac{q_{2}}{2}}} \mathcal{T}_{0}^{1-\frac{q_{2}}{2}} \\
& \mathcal{T}_{3}^{g}=\bar{L} \frac{R_{q_{1}}^{\frac{1}{2}} \sqrt{\kappa_{U}^{W}}}{\left(\kappa_{L}^{W}\right)^{1-\frac{q_{1}}{2}}}\left(\sigma_{W}^{*} \sqrt{\frac{\log d}{n_{0}}}\right)^{1-\frac{q_{1}}{2}} \\
& \mathcal{T}_{4}^{g}=\sqrt{\bar{L}\left(\kappa_{L}^{W}\right)^{q_{1}-1} \sigma_{\eta} R_{q_{1}}}\left(\frac{\sigma_{W}^{* 2} \log d}{n}\right)^{\frac{1}{4}}\left(\frac{\sigma_{W}^{* 2} \log d}{n_{0}}\right)^{\frac{1-q_{1}}{4}} .
\end{aligned}
$$

Let the conditions in Theorem 5.1, Lemma 5.2, and Assumption 5.4 hold. Then, for the estimator $\hat{g}(\cdot)$ obtained by (9),

$$
\left\{\frac{1}{n} \sum_{i=1}^{n}\left[\hat{g}\left(W_{i} \hat{\theta}\right)-g\left(W_{i} \theta^{*}\right)\right]^{2}\right\}^{\frac{1}{2}} \leq \mathcal{T}_{0}^{g}
$$

with probability at least

$$
1-c_{2} \exp \left(-c_{3} \log p\right)-c_{2}^{\prime} \exp \left(-c_{3}^{\prime} \log d\right)-c_{4} \exp \left\{-c_{5} \frac{n\left(\mathcal{T}_{0}^{g}\right)^{2}}{\sigma_{\eta}^{2}}\right\}
$$

REMARK. Note that $\mathcal{T}_{1}^{g}$ is expected from the fact that $g(\cdot)$ belongs to the class of $\bar{L}$-Lipschitz functions; $\mathcal{T}_{2}^{g}$ and $\mathcal{T}_{3}^{g}$ are expected from the statistical errors of $\hat{\beta}_{\text {HSEL }}$ and $\hat{\theta}$ that we plug into the nonparametric regression (9); $\mathcal{T}_{4}^{g}$ comes from controlling the random variable $\frac{1}{n} \sum_{i=1}^{n} \eta_{i}\left[W_{i} \hat{\theta}-W_{i} \theta^{*}\right]$ using the fact that $\mathbb{E}\left[\eta_{i} \mid W_{i}, Y_{1 i}=1\right]=0$ implied by the single index restriction (4).

For the standard partially linear model (1) with the observed variable $\gamma_{i}^{*}$, if we define the local complexity via $\mathcal{F}$ in (9) and the associated critical radius $r_{n}^{\prime g}$ in a similar fashion as (15) and (16) with $\sigma^{\dagger}=\sigma_{\eta}$, respectively, we have

$$
\left\{\frac{1}{n} \sum_{i=1}^{n}\left[\hat{g}\left(\gamma_{i}^{*}\right)-g\left(\gamma_{i}^{*}\right)\right]^{2}\right\}^{\frac{1}{2}} \leq \mathcal{T}_{0}^{g}:=c^{\prime \prime} \max \left\{r_{n}^{\prime g}, \frac{\sqrt{\kappa_{U}^{X} R_{q_{2}}}}{\kappa_{L}^{1-\frac{q_{2}}{2}}} \mathcal{T}_{0}^{1-\frac{q_{2}}{2}}\right\}
$$

with probability at least $1-c_{2}^{\prime \prime} \exp \left(-c_{3}^{\prime \prime} \log p\right)-c_{4}^{\prime} \exp \left\{-c_{5}^{\prime} \frac{n\left(\mathcal{T}_{0}^{g}\right)^{2}}{\sigma_{\eta}^{2}}\right\}$, where $\mathcal{T}_{0}$ is defined in Theorem 4.1.

### 5.2. Monte-Carlo simulations.

Choosing the regularization parameters. We now turn to evaluating the performance of $\hat{\beta}_{\text {HSEL }}$ using Monte-Carlo simulations. In practice, the choice of the regularization parameter $\lambda_{n_{0}, 1}$ in (11) is straightforward. On the other hand, the choice of our last-stage regularization parameter $\lambda_{n, 3}$ in (8) depends on $\left|\beta^{*}\right|_{1}$. Guided by the theoretical specification for $\lambda_{n, 3}$ in Theorem 5.1, we propose a simple algorithm for its practical choice, which consists of two main steps: By over-penalizing, the first step sets $\lambda_{n, 3}$ to a choice that has a size no smaller than its optimal value and returns an initial estimator $\hat{\beta}_{\text {HSEL }}^{(1)}$ such that $\left(\left|\hat{\beta}_{\text {HSEL }}^{(1)}\right|_{1} \vee 1\right) \asymp\left(\left|\beta^{*}\right|_{1} \vee 1\right)$ with probability at least $1-c_{2} \exp \left(-c_{3} \log p\right)-c_{2}^{\prime} \exp \left(-c_{3}^{\prime} \log d\right)$; the second step tunes the amount of regularization and sharpens the rate of convergence using the initial estimator $\left|\hat{\beta}_{\text {HSEL }}^{(1)}\right|_{1}$ returned by Step 1 .

This algorithm also allows us to account for the size of the noise term $\eta$ and the analysis involves a variance-based control which reduces the sub-Gaussian parameter $\sigma_{\eta}$ to $\sqrt{\operatorname{var}\left(\eta_{i}\right)}$. In what follows, $\sigma_{\eta}:=\sqrt{\operatorname{var}\left(\eta_{i}\right)}$. We introduce the quantity $\hat{\mathcal{T}}_{1}=\sqrt{\frac{\left(\hat{k}_{1} \vee 1\right) \log d}{n_{0}}}$ where $\hat{k}_{1}=|J(\hat{\theta})|$ and initialize $\left|\hat{\beta}_{\text {HSEL }}^{(0)}\right|_{1}:=\left(\frac{n_{0}}{\log d}\right)^{\frac{1}{4}}$, $\hat{\sigma}_{\eta}^{(0)}:=\left(\frac{n_{0}}{\log d}\right)^{\frac{1}{4}} \wedge\left(\frac{n}{\log p}\right)^{\frac{1}{4}}$. The algorithm is described in the following.

Algorithm for setting the regularization parameter $\lambda_{n, 3}$.

1. Over-Penalization: Perform (8) with

$$
\lambda_{n, 3}=\lambda_{n, 3}^{(0)}=\hat{\mathcal{T}}_{0}^{(0)}=\left[\left(\left|\hat{\beta}_{\mathrm{HSEL}}^{(0)}\right|_{1} \hat{\mathcal{T}}_{1}\right) \vee\left(\hat{\sigma}_{\eta}^{(0)} \sqrt{\frac{\log p}{n}}\right)\right]
$$

and obtain $\hat{\beta}_{\mathrm{HSEL}}^{(1)} ;$ form $\hat{\sigma}_{\eta}^{(1)}=\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\hat{v}_{i 0}-\hat{v}_{i} \hat{\beta}_{\mathrm{HSEL}}^{(1)}\right)^{2}}$.
2. Adjusted-Penalization: Perform (8) with

$$
\begin{equation*}
\lambda_{n, 3}=\lambda_{n, 3}^{(1)}=\hat{\mathcal{T}}_{0}^{(1)}=c\left[\left(\hat{M}^{(1)} \hat{\mathcal{T}}_{1}\right) \vee\left(\hat{\sigma}_{\eta}^{(1)} \sqrt{\frac{\log p}{n}}\right)\right] \tag{24}
\end{equation*}
$$

[where $\left.\hat{M}^{(1)}=\left(\left|\hat{\beta}_{\text {HSEL }}^{(1)}\right|_{1} \vee 1\right) \vee \hat{\sigma}_{\eta}^{(1)}\right]$ and obtain $\hat{\beta}_{\text {HSEL }}^{(2)}$.
3. (Optional): Form $\hat{\sigma}_{\eta}^{(2)}=\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\hat{v}_{i 0}-\hat{v}_{i} \hat{\beta}_{\text {HSEL }}^{(2)}\right)^{2}}$. By replacing $\left|\hat{\beta}_{\text {HSEL }}^{(1)}\right|_{1}$ with $\left|\hat{\beta}_{\text {HSEL }}^{(2)}\right|_{1}$ and $\hat{\sigma}_{\eta}^{(1)}$ with $\hat{\sigma}_{\eta}^{(2)}$ in (24), additional adjustment can be applied.

REMARK. Note that the algorithm above works if $\left|\beta^{*}\right|_{1} \precsim\left(\frac{n_{0}}{\log d}\right)^{\frac{1}{4}}$ and $\sigma_{\eta} \precsim$ $\left(\frac{n_{0}}{\log d}\right)^{\frac{1}{4}} \wedge\left(\frac{n}{\log p}\right)^{\frac{1}{4}}$. The growth rate condition $\left(\frac{n_{0}}{\log d}\right)^{\frac{1}{4}}$ on $\left|\beta^{*}\right|_{1}$ and $\sigma_{\eta}$ are motivated by looking at the largest possible scalings (on $\sigma_{\eta}$ and $\left|\beta^{*}\right|_{1}$ ) that lead to $\mathcal{T}_{1} \asymp 1$ when $q_{1}=1$ and $\sqrt{\left|\theta^{*}\right|_{1}} \succsim 1$ (cf. $\mathcal{T}_{1}$ in the remark following Lemma 5.2). The other growth rate condition $\left(\frac{n}{\log p}\right)^{\frac{1}{4}}$ on $\sigma_{\eta}$ is stronger than what is needed for
$\mathcal{T}_{3} \asymp 1$ and can be indeed increased to $\left(\frac{n}{\log p}\right)^{\varepsilon^{*}}$ for $\varepsilon^{*} \in\left(\frac{1}{4}, \frac{1}{2}\right)$ at the expense of introducing a possibly larger estimation error in $\left|\hat{\beta}_{\text {HSEL }}^{(1)}\right|_{1}$ and $\hat{\sigma}_{\eta}^{(1)}$. Given that in problems with i.i.d. data the variance of noise is often assumed to be a constant which does not grow with $n$, using $\left(\frac{n}{\log p}\right)^{\frac{1}{4}}$ in $\hat{\sigma}_{\eta}^{(0)}$ for the initialization of the algorithm is in fact a conservative choice.

A theoretical guarantee for the two-step algorithm above is provided by Theorem A. 1 in Section A. 8 of the supplementary materials. In particular, it shows that under certain conditions, with probability at least $1-c_{2} \exp \left(-c_{3} \log p\right)-$ $c_{2}^{\prime} \exp \left(-c_{3}^{\prime} \log d\right),\left(\left|\hat{\beta}_{\text {HSEL }}^{(1)}\right|_{1} \vee 1\right) \asymp\left(\left|\beta^{*}\right|_{1} \vee 1\right)$; moreover, in the second step of the algorithm, $\lambda_{n, 3}=\lambda_{n, 3}^{(1)}=\hat{\mathcal{T}}_{0}^{(1)} \asymp \mathcal{T}_{0}^{(1)}$ achieve the size needed for Theorem 5.1 and

$$
\left|\hat{\beta}_{\mathrm{HSEL}}^{(2)}-\beta^{*}\right|_{2} \leq \frac{c^{\prime} R_{q_{2}}^{\frac{1}{2}}}{\kappa_{L}^{1-\frac{q_{2}}{2}}}\left(\mathcal{T}_{0}^{(1)}\right)^{1-\frac{q_{2}}{2}}
$$

with probability at least $1-c_{2} \exp \left(-c_{3} \log p\right)-c_{2}^{\prime} \exp \left(-c_{3}^{\prime} \log d\right)$, where

$$
\begin{equation*}
\mathcal{T}_{0}^{(1)}=c \max \left\{M \sqrt{\frac{\left(\left|S_{\underline{\tau}_{1}}\right| \vee 1\right) \log d}{n_{0}}}, \sqrt{\frac{\sigma_{\dagger}^{2} \log p}{n}}\right\} \tag{25}
\end{equation*}
$$

with $\sigma_{\dagger}^{2}=\sigma_{\eta}^{2} \vee \mathcal{T}_{\eta}$ and $M=\left(\left|\beta^{*}\right|_{1} \vee 1\right) \vee \sigma_{\dagger} ; \mathcal{T}_{\eta} \geq\left|\left(\hat{\sigma}_{\eta}^{(1)}\right)^{2}-\sigma_{\eta}^{2}\right|$ with probability at least $1-c_{2} \exp \left(-c_{3} \log p\right)-c_{2}^{\prime} \exp \left(-c_{3}^{\prime} \log d\right)$ and $\mathcal{T}_{\eta}$ is defined in (26) in the supplement. If $\sigma_{\eta} \neq 0$, Theorem A. 1 requires $\mathcal{T}_{\eta} \leq \frac{1}{2} \sigma_{\eta}^{2}$ which imposes growth conditions on $n$ and $n_{0}$; consequently, $\sigma_{\dagger}^{2}=\sigma_{\eta}^{2} \asymp\left(\hat{\sigma}_{\eta}^{(1)}\right)^{2}$ and $\lambda_{n, 3}=\lambda_{n, 3}^{(1)}=\hat{\mathcal{T}}_{0}^{(1)} \asymp \mathcal{T}_{0}^{(1)}$ have the optimal scaling. In the case $\sigma_{\eta}=0, \sigma_{\dagger}^{2}=\mathcal{T}_{\eta}$ as $\left(\hat{\sigma}_{\eta}^{(1)}\right)^{2}$ still involves a nonnegative estimation error bounded above by $\mathcal{T}_{\eta}$.

The quantity $\left|S_{\underline{\tau}_{1}}\right|$ denotes the cardinality of the thresholded set

$$
S_{\underline{\tau}_{1}}:=\left\{j \in\{1,2, \ldots, d\}:\left|\theta_{j}^{*}\right|>\underline{\tau}_{1}\right\}
$$

with $\underline{\tau}_{1}$ defined in Lemma A. $9^{3}$ in the supplement (also Assumption 5.2 in Section 5.1). When $\left|\theta_{S_{\underline{I}_{1}}^{c}}^{*}\right|_{1}$ is sufficiently small as in many important problems [i.e., under the condition $\left|\theta_{S_{\underline{\underline{c}}_{1}}^{c}}^{*}\right|_{1} \leq c_{2} \frac{\left(\left|S_{\underline{\tau}_{1}}\right| V 1\right)}{\kappa_{L}^{W}} \sqrt{\frac{\log d}{n_{0}}}$ in Lemma A.9], the estimation error bound for $\left|\hat{\theta}-\theta^{*}\right|_{2}$ dominates the approximation error bound; this fact together with the assumptions $\kappa_{L}^{W} \succsim 1, \kappa_{U}^{W} \precsim 1$, and $\sigma_{W}^{*} \precsim 1$ in Lemma A. 9 yield $\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(W_{i} \hat{\theta}-W_{i} \theta^{*}\right)^{2}} \precsim\left|\hat{\theta}-\theta^{*}\right|_{2} \precsim \sqrt{\frac{\left(\left|S_{\underline{\tau}_{1}}\right| V 1\right) \log d}{n_{0}}}$ with probability at

[^2]least $1-c_{2}^{\prime} \exp \left(-c_{3}^{\prime} \log d\right)$. Note that the term $\sqrt{\frac{\left|S_{T_{1} \mid}\right| \log d}{n_{0}}}$ is no greater than the term $R_{q_{1}}^{\frac{1}{2}}\left(\sqrt{\frac{\log d}{n_{0}}}\right)^{1-\frac{q_{1}}{2}}$ in Lemma 5.2. This is because in deriving a general bound on $\left|\hat{\theta}-\theta^{*}\right|_{2}$ with $\theta^{*} \in \mathcal{B}_{q_{1}}^{d}\left(R_{q_{1}}\right)$ for Lemma 5.2 in Section 5.1, we utilize $\left|S_{\underline{\tau}_{1}}\right| \leq \underline{\tau}_{1}^{-q_{1}} R_{q_{1}}$ for $q_{1} \in(0,1]$ [for $q_{1}=0$, we simply have $\left|S_{\underline{\tau}_{1}}\right|=\left|J\left(\theta^{*}\right)\right|$; consequently, $\sqrt{\frac{\left|S_{\tau_{1}}\right| \log d}{n_{0}}} \leq \sqrt{\frac{\tau_{1}^{-q_{1}} R_{q_{1}} \log d}{n_{0}}} \asymp R_{q_{1}}^{\frac{1}{2}}\left(\sqrt{\frac{\log d}{n_{0}}}\right)^{1-\frac{q_{1}}{2}}$. To summarize the previous observations, $\sqrt{\frac{\left(\left|S_{\underline{\tau_{1}}}\right| \vee 1\right) \log d}{n_{0}}}$ in $\mathcal{T}_{0}^{(1)}$ (25) provides a sharper upper bound for $\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(W_{i} \hat{\theta}-W_{i} \theta^{*}\right)^{2}}$ than $R_{q_{1}}^{\frac{1}{2}}\left(\sqrt{\frac{\log d}{n_{0}}}\right)^{1-\frac{q_{1}}{2}}$ in Lemma 5.2 when $\left|S_{\underline{\tau}_{1}}\right| \geq 1$ and $\left|\theta_{S_{\underline{c}_{1}}^{c}}^{*}\right|_{1} \leq c_{2} \frac{\left(\left|S_{\underline{\tau}_{1}}\right| V 1\right)}{\kappa_{L}^{W}} \sqrt{\frac{\log d}{n_{0}}}$ (without this additional condition, the bound in Lemma 5.2 is indeed sharp).

In practice, basing on $\sqrt{\frac{\left(\left|S_{\tau_{1}}\right| \vee 1\right) \log d}{n_{0}}}$ to set $\lambda_{n, 3}$ is also easier to implement than basing on $R_{q_{1}}^{\frac{1}{2}}\left(\sqrt{\frac{\log d}{n_{0}}}\right)^{1-\frac{q_{1}}{2}}$ as we can surrogate $\left|S_{\underline{\tau}_{1}}\right|$ with $\hat{k}_{1}=|J(\hat{\theta})|$. Under a "separation condition" on $\min _{j \in S_{\underline{\tau}_{1}}}\left|\theta_{j}^{*}\right|$ and a "bounded sparse eigenvalue" condition on $\frac{W^{T} W}{n_{0}}$, together with the condition $\left|\theta_{S_{\underline{I}_{1}}^{c}}^{*}\right|_{1} \leq c_{2} \frac{\left(\left|S_{\underline{\tau}_{1}}\right| \vee 1\right)}{\kappa_{L}^{W}} \sqrt{\frac{\log d}{n_{0}}}$, we have $\left(\hat{k}_{1} \vee 1\right) \asymp\left(\left|S_{\underline{\tau}_{1}}\right| \vee 1\right)$ (see Assumption A. 2 and Lemma S. 7 in the supplement).

Simulation designs. We simulate data based on model (2)-(3) where $W \in$ $\mathbb{R}^{n_{0} \times d}$ is a matrix consisted of independent uniform random variables on $\left[-\frac{\sqrt{12}}{2}\right.$, $\frac{\sqrt{12}}{2}$ ] with variance 1 and $X$ takes on the first $p$ columns of $W$. The i.i.d. errors $\epsilon_{1 i} \sim \mathcal{N}(0,1)$ for $i=1, \ldots, n_{0}$ where $n_{0}$ denotes the number of observations generated for equation (2). Conditional on the observations with $Y_{1 i}=1$, the i.i.d. errors $\left(\epsilon_{1 i}, \epsilon_{2 i}\right)$ have the following joint normal distribution:

$$
\left(\epsilon_{1 i}, \epsilon_{2 i}\right) \sim \mathcal{N}\left(\binom{0}{0},\left(\begin{array}{ll}
1 & \varrho  \tag{26}\\
\varrho & 1
\end{array}\right)\right)
$$

where $\varrho \in\{0,0.9\}$. Given the structure of $\left(\epsilon_{1 i}, \epsilon_{2 i}\right)$ in (26), $g(\cdot)=\varrho \frac{\phi(\cdot)}{\Phi(\cdot)}$ in (4), the scaled inverse mills-ratio [ $\Phi(\cdot)$ and $\phi(\cdot)$ denote the standard normal c.d.f. and p.d.f., respectively].

We set $d=400, p=200$, and $n_{0}=300$. On average $n=150$ observations will be used for estimating the main equation (3). This setup represents a scenario where the number of covariates in (2) and (3), respectively, exceeds the number of observations used to estimate the corresponding equation. We consider two sparse designs where $\theta_{l}^{*}=0.5$ for $l=1,2,3,201$ and $\beta_{1}^{*}=\beta_{200}^{*}=1$ for both designs. For $l \neq 1,2,3,201$ and $j \neq 1,200$, Design A sets $\theta_{l}^{*}=0$ and $\beta_{j}^{*}=0$ (exact sparsity) while Design B sets $\theta_{l}^{*}=\frac{0.1}{l}$ and $\beta_{j}^{*}=\frac{0.1}{j}$ (approximate sparsity). This approxi-

TABLE 1
Simulation results for $d=400, p=200$, and $n_{0}=300$

|  | $\mathbf{a}$ | $\mathbf{b}$ | $\mathbf{c}$ | $\mathbf{d}$ | $\mathbf{e}$ | $\mathbf{f}$ | $\mathbf{g}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| Design $\mathrm{A}, \varrho=0$ | 0.234 | 0.723 | 0.767 | 0 | 0.373 | 2 | 4.2 |
| Design $\mathrm{A}, \varrho=0.9$ | 0.230 | 0.686 | 0.773 | 0 | 0.398 | 2 | 4.2 |
| Design $\mathrm{B}, \varrho=0$ | 0.230 | 0.734 | 0.768 | $3 \times 10^{-6}$ | 0.374 | 3.1 | 4.2 |
| Design $\mathrm{B}, \varrho=0.9$ | 0.222 | 0.668 | 0.782 | $-3 \times 10^{-6}$ | 0.412 | 2.4 | 4.2 |

mate sparsity design is motivated by one of the interpretations for membership in $\mathcal{B}_{q}^{p}\left(R_{q}\right)$ discussed in the remark following Definition 1.

Following the process described above, 100 sets of data are generated. We choose $\lambda_{n_{0}, 1}=\sqrt{\operatorname{var}\left(W_{i j}\right) \frac{\log d}{n_{0}}}=\sqrt{\frac{\log d}{n_{0}}}$ and choose $\lambda_{n, 3}$ according to the algorithm described earlier with three iterations and the choice $c=0.5$ in (24) for the second and third iterations.

Table 1 reports the following: (a) the mean of $\lambda_{n, 3}$ (from the third iteration) over the 100 trials; (b) $\frac{1}{100} \sum_{t=1}^{100} \hat{\beta}_{1}^{t}$; (c) $\frac{1}{100} \sum_{t=1}^{100} \hat{\beta}_{200}^{t}$; (d) $\frac{1}{198} \sum_{j \neq 1,200} \frac{1}{100} \sum_{t=1}^{100} \hat{\beta}_{j}^{t}$; (e) $\frac{1}{100} \sum_{t=1}^{100}\left|\hat{\beta}^{t}-\beta^{*}\right|_{2}$; (f) $\frac{1}{100} \sum_{t=1}^{100} \sum_{j=1}^{200} 1\left\{\hat{\beta}_{j}^{t} \neq 0\right\}$; (g) $\frac{1}{100} \sum_{t=1}^{100} \sum_{j=1}^{400} 1\left\{\hat{\theta}_{j}^{t} \neq\right.$ $0\}$. The results in columns $b-g$ show that our estimator in conjunction with the algorithm for setting $\lambda_{n, 3}$ performs well for these sparse designs.
6. Future work. Here, we discuss two future directions for this work. First, it is worth noting that while perfect variable selection of $\hat{\beta}_{\mathrm{HSEL}}$ is a desirable property in the sense that it allows us to conduct post-selection inference by performing low-dimensional procedures on the selected model, we recognize that the conditions required in Theorem 5.2 might be hard to achieve in practice. Therefore, it is useful to build a bias-corrected post procedure which uses $\hat{\beta}_{\text {HSEL }}$ as an initial estimate to construct confidence intervals for individual coefficients and linear combinations of several of them [similar to Zhang and Zhang (2014)].

Second, it may be worthwhile to extend our analysis to allow for non-subGaussian errors $\eta$ in (1). There are a couple of ways to relax the sub-Gaussian condition on the error terms. For example, the square-root Lasso and the pivotal Dantzig selector in literature evoke a bound for moderate deviations of self-normalized sums of random variables which does not require sub-Gaussian tails. However, compared to the standard Lasso, the square-root Lasso or the pivotal Dantzig selector involves a more sophisticated optimization algorithm computation-wise. Another paper by Minsker (2015) that uses a "trick" is also able to avoid imposing a sub-Gaussian condition on the error terms when deriving the nonasymptotic bounds for the standard Lasso. It is possible to apply these techniques in our problem, albeit doing so would distract the main focus of this paper; therefore, we leave these extensions to future research.
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## SUPPLEMENTARY MATERIAL

Supplementary materials for "Nonasymptotic analysis of semiparametric regression models with high-dimensional parametric coefficients" (DOI: 10.1214/16-AOS1528SUPP; .pdf). This supplement contains two Appendices. Appendix A provides the proofs for the main results and Appendix S provides the remaining technical lemmas and proofs.
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