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#### Abstract

We derive convenient uniform concentration bounds and finite sample multivariate normal approximation results for quadratic forms, then describe some applications involving variance components estimation in linear random-effects models. Random-effects models and variance components estimation are classical topics in statistics, with a corresponding well-established asymptotic theory. However, our finite sample results for quadratic forms provide additional flexibility for easily analyzing randomeffects models in nonstandard settings, which are becoming more important in modern applications (e.g., genomics). For instance, in addition to deriving novel non-asymptotic bounds for variance components estimators in classical linear random-effects models, we provide a concentration bound for variance components estimators in linear models with correlated random-effects and discuss an application involving sparse random-effects models. Our general concentration bound is a uniform version of the Hanson-Wright inequality. The main normal approximation result in the paper is derived using Reinert and Röllin [Ann. Probab. (2009) 37 2150-2173] embedding technique for Stein's method of exchangeable pairs.


1. Introduction. Suppose that $\zeta=\left(\zeta_{1}, \ldots, \zeta_{d}\right)^{\top} \in \mathbb{R}^{d}$ is a random vector with independent components satisfying $\mathbb{E}\left(\zeta_{j}\right)=0, j=1, \ldots, d$. Additionally, let $Q$ be a $d \times d$ positive semidefinite matrix with real (non-random) entries. Quadratic forms $\zeta^{\top} Q \zeta$ have been studied for decades in statistics [Sevastyanov (1961); Whittle (1964); Hanson and Wright (1971); Hall (1984); Götze and Tikhomirov (1999, 2002); Chatterjee (2008)]. This paper is largely motivated by recent applications involving random-effects models, which rely heavily on properties of quadratic forms [e.g., Jiang et al. (2016); de Los Campos, Sorensen and Gianola (2015); Dicker and Erdogdu (2016a)]. In the first part of the paper, we give two new finite sample bounds for quadratic forms-a uniform concentration inequality (Theorem 1) and a normal approximation result (Theorem 2)—which may be useful in a variety of statistical applications. The second part of the paper focuses on applications of Theorems $1-2$ related to variance components estimation in linear random-effects models, including nonstandard models with corre-

[^0]lated random effects and a sparse random-effects model, which was previously studied in the context of genome wide association studies.

Theorems 1 and 2 are the main theoretical results in the paper. We rate the novelty of our normal approximation result Theorem 2, which is a multivariate normal approximation results proved via Stein's method for exchangeable pairs, higher than that of Theorem 1. However, the main emphasis of both results is convenience for use in applications.

Our concentration bound, Theorem 1, is a uniform version of the HansonWright inequality for quadratic forms. The method of proof for Theorem 1 is relatively standard-combining a chaining argument from empirical process theory [e.g., Chapter 3 of Van de Geer (2000)] with the pointwise-bound of the original Hanson-Wright inequality-and it should be possible to generalize our result to larger classes of quadratic forms, similar to Adamczak (2015). However, we note that while Theorem 1 is restricted to relatively simple (Lipschitz) classes of quadratic forms, it is not a corollary of the uniform bounds in Adamczak (2015), which require a stronger condition on the distribution of $\zeta$ (see the comments in Section 3.1 following the statement of Theorem 1).

Theorem 2 is a normal approximation result for vectors of quadratic forms. Most of the existing normal approximation results for quadratic forms are asymptotic results [Whittle (1964); Hall (1984); Jiang (1996)], require the random variables $\zeta_{i}$ to be i.i.d. [Hall (1984); Götze and Tikhomirov (1999, 2002); Chatterjee (2008)], or have other limitations [e.g., Gaussian $\zeta_{i}$; Sevastyanov (1961)]. Theorem 2 gives a nonasymptotic normal approximation bound, which applies to $\zeta$ with independent (but not necessarily identically distributed) sub-Gaussian components. Furthermore, in contrast with most existing results on quadratic forms, which are predominantly univariate, Theorem 2 is a multivariate result, which applies to vectors of quadratic forms $\left(\zeta^{\top} Q_{1} \zeta, \ldots, \zeta^{\top} Q_{K} \zeta\right)$, for positive semidefinite matrices $Q_{1}, \ldots, Q_{K}$ (the applications to random-effects models considered in Section 4 require $K=2$ ). The proof of Theorem 2 relies on Stein's method of exchangeable pairs and follows the embedding approach of Reinert and Röllin (2009). Theorem 2 and its proof shares similarities with Proposition 3.1 of Chatterjee (2008). However, Proposition 3.1 of Chatterjee (2008) applies only to a single quadratic form $\zeta^{\top} Q \zeta$ in i.i.d. Rademacher random variables $\zeta_{i}$ satisfying $\mathbb{P}\left(\zeta_{i}=1\right)=\mathbb{P}\left(\zeta_{i}=-1\right)=1 / 2$.

Linear random-effects models are studied in Section 4. Asymptotic results for quadratic forms serve as the theoretical underpinning for many applications involving random-effects models [Hartley and Rao (1967); Jiang (1996, 1998)]. However, new applications of random-effects models in genomics have pushed the boundaries of existing theoretical results [Yang et al. (2010, 2014); Golan and Rosset (2011); Speed et al. (2012); Zaitlen and Kraft (2012); Jiang et al. (2016); de Los Campos, Sorensen and Gianola (2015)]. In Section 4, we present
new nonasymptotic bounds for variance components estimators in linear randomeffects models. To our knowledge, these are the first finite sample results on the statistical properties of variance components estimators. Many now-classical asymptotic results for random-effects models [e.g., Jiang (1996)] follow as corollaries of our finite sample results in Section 4. More significantly, nonasymptotic bounds, like those in this paper, provide increased flexibility for use in applications. In particular, our results can be easily applied in nonstandard settings, where it is less clear how to adapt the existing asymptotic theory; see, for example, Proposition 2, which applies to random-effects models with correlated random-effects, and Section 4.4 for an application involving sparse random-effects models.

The rest of the paper proceeds as follows. Some basic notation is introduced in Section 2. The main theoretical results are stated in Section 3. Linear randomeffects models are studied in Section 4. Theorems 1-2 are proved in the Appendices; other results are proved in the supplemental article [Dicker and Erdogdu (2016b)].
2. Notation. If $\mathbf{u}=\left(u_{1}, \ldots, u_{p}\right)^{\top} \in \mathbb{R}^{p}$, then $\|\mathbf{u}\|=\left(u_{1}^{2}+\cdots+u_{p}^{2}\right)^{1 / 2}$ is its Euclidean norm. For a $d \times m$ matrix $A=\left(a_{i j}\right)$ with real entries, let $\|A\|=$ $\sup _{\|\mathbf{x}\|=1}\|A \mathbf{x}\|$ and $\|A\|_{\text {HS }}=\left\{\sum_{i=1}^{d} \sum_{j=1}^{m} a_{i j}^{2}\right\}^{1 / 2}$ be the operator norm and the Hilbert-Schmidt (Frobenius) norm of $A$, respectively. If $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ is a function with $k$ th order derivatives, define

$$
|f|_{j}=\sup _{\substack{\mathbf{x} \in \mathbb{R}^{m}, 1 \leq i_{1}, \ldots, i_{j} \leq m}}\left|\frac{\partial^{j}}{\partial x_{i_{1}} \cdots \partial x_{i_{j}}} f(\mathbf{x})\right|, \quad j=1, \ldots, k
$$

and let $|f|_{0}=\sup _{\mathbf{x} \in \mathbb{R}^{m}}|f(\mathbf{x})|$. Additionally, define $\mathcal{C}_{b}^{k}\left(\mathbb{R}^{m}\right)=\left\{f: \mathbb{R}^{m} \rightarrow \mathbb{R}\right.$; $\left.|f|_{j}<\infty, j=0,1, \ldots, k\right\}$ to be the class of real-valued functions on $\mathbb{R}^{m}$ with bounded derivatives up to order $k$. Finally, following Vershynin (2012), let $\|\zeta\|_{\psi_{2}}=\sup _{r \geq 1} r^{-1 / 2} \mathbb{E}\left(|\zeta|^{r}\right)^{1 / r}$ be the sub-Gaussian norm of the real-valued random variable $\bar{\zeta}$.

## 3. Results for quadratic forms.

3.1. Uniform concentration bound. The Hanson-Wright inequality is a classical probabilistic bound for quadratic forms, which has been the subject of renewed attention recently in applications related to random matrix theory [e.g., Hsu, Kakade and Zhang (2012); Rudelson and Vershynin (2013); Adamczak (2015)]. Theorem 1 is a uniform version of the Hanson-Wright inequality, which applies to families of quadratic forms $\zeta^{\top} Q(\mathbf{u}) \zeta$, where $Q(\mathbf{u})$ is a matrix function of $\mathbf{u} \in \mathbb{R}^{K}$. As illustrated in Section 4, Theorem 1 has applications in the analysis of randomeffects models; more broadly, it has applications in $M$-estimation and maximum likelihood problems with non-i.i.d. data.

THEOREM 1. Let $0<R<\infty$ and let $t_{1}(\mathbf{u}), \ldots, t_{m}(\mathbf{u})$ be real-valued Lipschitz functions on $[0, R]^{K} \subseteq \mathbb{R}^{K}$, satisfying

$$
\begin{equation*}
\max _{i=1, \ldots, m}\left|t_{i}(\mathbf{u})-t_{i}\left(\mathbf{u}^{\prime}\right)\right| \leq L\left\|\mathbf{u}-\mathbf{u}^{\prime}\right\|, \quad \mathbf{u}, \mathbf{u}^{\prime} \in[0, R]^{K} \tag{1}
\end{equation*}
$$

for some constant $0<L<\infty$. Let $T(\mathbf{u})=\operatorname{diag}\left\{t_{1}(\mathbf{u}), \ldots, t_{m}(\mathbf{u})\right\}$, let $V$ be an $d \times m$ matrix, and define $Q(\mathbf{u})=V T(\mathbf{u}) V^{\top}$. Additionally, let $\zeta=\left(\zeta_{1}, \ldots, \zeta_{d}\right)^{\top} \in$ $\mathbb{R}^{d}$, where $\zeta_{1}, \ldots, \zeta_{d}$ are independent mean 0 sub-Gaussian random variables satisfying

$$
\begin{equation*}
\max _{i=1, \ldots, d}\left\|\zeta_{i}\right\|_{\psi_{2}} \leq \gamma \tag{2}
\end{equation*}
$$

for some constant $\gamma \in(0, \infty)$. Then there exists an absolute constant $C \in(0, \infty)$ such that

$$
\begin{aligned}
& \mathbb{P}\left[\sup _{\mathbf{u} \in[0, R]^{K}}\left|\zeta^{\top} Q(\mathbf{u}) \zeta-\mathbb{E}\left\{\zeta^{\top} Q(\mathbf{u}) \zeta\right\}\right|>r\right] \\
& \quad \leq C \exp \left[-\frac{1}{C} \min \left\{\frac{r^{2}}{\gamma^{4}\left\|V^{\top} V\right\|^{2}\left(\|T(0)\|_{\mathrm{HS}}^{2}+K L^{2} R^{2} m\right)}\right.\right. \\
& \left.\left.\quad \frac{r}{\gamma^{2}\left\|V^{\top} V\right\|\left(\|T(0)\|+K^{1 / 2} L R\right)}\right\}\right]
\end{aligned}
$$

whenever $r^{2} \geq C \gamma^{4}\left\|V^{\top} V\right\|^{2} K^{3} L^{2} R^{2} m$.
Theorem 1 is proved in Appendix A. As mentioned in Section 1, the proof combines a chaining argument with the classical (nonuniform) Hanson-Wright inequality. In a typical application, the dimension $K$ will be small (in Section 4, we use Theorem 1 with $K=1$ ) and $m, d$ may be large. A uniform Hanson-Wright inequality, with a similar upper bound, is also given in Adamczak (2015). However, Adamczak's result applies to random vectors satisfying a relatively strong concentration property and does not cover sub-Gaussian random vectors satisfying only (2); see Remark 2.9 following Theorem 2.5 in Adamczak (2015).
3.2. Normal approximation. The main result of this section is Theorem 2, a multivariate normal approximation result for vectors of quadratic forms $\left(\zeta^{\top} Q_{1} \zeta\right.$, $\left.\ldots, \zeta^{\top} Q_{K} \zeta\right)^{\top} \in \mathbb{R}^{K}$. Theorem 2 may be viewed as a generalization of Proposition 3.1 in Chatterjee (2008), which applies to a single quadratic for $\zeta^{\top} Q \zeta$ in Rademacher random variables $\zeta_{j}$ satisfying $\mathbb{P}\left(\zeta_{j}= \pm 1\right)=1 / 2$ (though our bound in Theorem 2 is not as tight as Chatterjee's; see the discussion after the statement of the theorem).

THEOREM 2. Let $\zeta_{1}, \ldots, \zeta_{d}$ be independent sub-Gaussian random variables with mean 0 and variance 1, and assume that they satisfy (2). Let
$\zeta=\left(\zeta_{1}, \ldots, \zeta_{d}\right)^{\top} \in \mathbb{R}^{d}$. Additionally, for $k=1, \ldots, K$, let $Q_{k}=\left(q_{i j}^{(k)}\right)$ be an $d \times d$ positive semidefinite matrix and let $\check{Q}_{k}=\operatorname{diag}\left(q_{11}^{(k)}, \ldots, q_{d d}^{(k)}\right)$. Define $w_{k}=\zeta^{\top} Q_{k} \zeta-\operatorname{tr}\left(Q_{k}\right), \breve{w}_{k}=\zeta^{\top} \breve{Q}_{k} \zeta-\operatorname{tr}\left(Q_{k}\right)$, and

$$
\mathbf{w}=\left[\begin{array}{c}
w_{1} \\
\widetilde{w}_{1} \\
\vdots \\
w_{K} \\
\breve{w}_{K}
\end{array}\right]=\left[\begin{array}{c}
\zeta^{\top} Q_{1} \zeta-\operatorname{tr}\left(Q_{1}\right) \\
\zeta^{\top} \breve{Q}_{1} \zeta-\operatorname{tr}\left(Q_{1}\right) \\
\vdots \\
\zeta^{\top} Q_{K} \zeta-\operatorname{tr}\left(Q_{K}\right) \\
\zeta^{\top} \widetilde{Q}_{K} \zeta-\operatorname{tr}\left(Q_{K}\right)
\end{array}\right] \in \mathbb{R}^{2 K} .
$$

Finally, let $\mathbf{z} \sim N\left(0, I_{2 K}\right)$ and $V=\operatorname{Cov}(\mathbf{w})$. There is an absolute constant $0<$ $C<\infty$ such that

$$
\begin{align*}
\left|\mathbb{E}\{f(\mathbf{w})\}-\mathbb{E}\left\{f\left(V^{1 / 2} \mathbf{z}\right)\right\}\right| \leq & C(\gamma+1)^{8} K^{3 / 2} d^{1 / 2}|f|_{2}\left(\max _{k=1, \ldots, K}\left\|Q_{k}\right\|\right)^{2} \\
& +C(\gamma+1)^{8} K^{3} d|f|_{3}\left(\max _{k=1, \ldots, K}\left\|Q_{k}\right\|\right)^{3} \tag{3}
\end{align*}
$$

for all three-times differentiable functions $f: \mathbb{R}^{2 K} \rightarrow \mathbb{R}$.
A proof of Theorem 2 may be found in Appendix B. The proof is based on Stein's method of exchangeable pairs and the embedding technique from Reinert and Röllin (2009). In more detail, the embedding technique leads us to consider the vector $\mathbf{w}$, formed from pairs $\left(w_{k}, \check{w}_{k}\right)$, as opposed to just $\left(w_{1}, \ldots, w_{k}\right)^{\top}$, which might be more natural from an applications viewpoint. Indeed, let $\mathbf{w}^{\prime} \in \mathbb{R}^{2 K}$ be defined in the exact same way as $\mathbf{w}$, except that one of the random variables $\zeta_{i}$ is selected at random and replaced with an independent copy. Then we have the simple relationship (derived in detail in Appendix B)

$$
\begin{equation*}
\mathbb{E}\left(\mathbf{w}^{\prime}-\mathbf{w} \mid \zeta\right)=-\Lambda_{K} \mathbf{w} \tag{4}
\end{equation*}
$$

where

$$
\Lambda_{1}=\left[\begin{array}{cc}
\frac{2}{d} & -\frac{1}{d} \\
0 & \frac{1}{d}
\end{array}\right] \in \mathbb{R}^{2 \times 2}, \quad \Lambda_{K}=\left[\begin{array}{cccc}
\Lambda_{1} & 0 & \cdots & 0 \\
0 & \Lambda_{1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Lambda_{1}
\end{array}\right] \in \mathbb{R}^{2 K \times 2 K}
$$

The identity (4) forms the basis for applying the method of exchangeable pairs; the proof of the theorem is concluded by using an appropriate Stein identity and bounding various moments involving $\mathbf{w}, \mathbf{w}^{\prime}$.

The upper bound (3) does not appear to be optimal; cf. Section 5 of Jiang (1996) and Section 3 of Chatterjee (2008), where conditions for convergence depend on the ratios $\left\|Q_{k}-\check{Q}_{k}\right\|^{2} / \operatorname{Var}\left(\zeta^{\top} Q_{k} \zeta\right)$ and $\operatorname{tr}\left(Q_{k}^{4}\right) / \operatorname{Var}\left(\zeta^{\top} Q_{k} \zeta\right)^{2}$, respectively. However, it is likely that (3) can be improved by carefully examining the proof in Appendix B, if one is willing to accept a more complex
(and potentially less user-friendly) bound. Moreover, we argue presently that the bound (3) is already effective in a range of practical settings. Assume that in addition to the conditions of Theorem 2, the $\zeta_{i}$ are i.i.d. with excess kurtosis $\gamma_{2}=\mathbb{E}\left(\zeta_{i}\right)-3 \geq-2$. Also, let $\sigma_{k}^{2}=\operatorname{Var}\left(\zeta^{\top} Q_{k} \zeta\right)$. By Lemma $S 8$ from the supplement, $\sigma_{k}^{2}=2 \operatorname{tr}\left(Q_{k}^{2}\right)+\gamma_{2} \operatorname{tr}\left(\check{Q}_{k}^{2}\right) \geq\left(2+\gamma_{2}\right) \operatorname{tr}\left(Q_{k}^{2}\right)$. Hence, the upper bound in Theorem 2 implies that $\zeta^{\top} Q_{k} \zeta / \sigma_{k}$ is asymptotically $N(0,1)$, if

$$
\frac{d^{1 / 2}\left\|Q_{k}\right\|^{2}}{\sigma_{k}^{2}}+\frac{d\left\|Q_{k}\right\|^{3}}{\sigma_{k}^{3}} \leq \frac{d^{1 / 2}\left\|Q_{k}\right\|^{2}}{\left(2+\gamma_{2}\right) \operatorname{tr}\left(Q_{k}^{2}\right)}+\left\{\frac{d^{2 / 3}\left\|Q_{k}\right\|^{2}}{\left(2+\gamma_{2}\right) \operatorname{tr}\left(Q_{k}^{2}\right)}\right\}^{3 / 2} \rightarrow 0
$$

We conclude that if (i) $\liminf \gamma_{2}>-2$ and (ii) $\left\|Q_{k}\right\|^{2} / \operatorname{tr}\left(Q_{k}^{2}\right)=o\left(d^{-2 / 3}\right)$, then $\zeta^{\top} Q_{k} \zeta / \sigma_{k}$ is asymptotically $N(0,1)$. Regarding (i), note that $\gamma_{2}>-2$ for all distributions except the Rademacher distribution; furthermore, (ii) holds if, for instance, all of the eigenvalues of $Q_{k}$ are contained in a compact subset of $(0, \infty)$.

On the other hand, there are some fairly natural applications where the conditions on $Q_{k}$ discussed in the previous paragraph do not hold. In the next section, we will consider applications where the nonzero eigenvalues of $Q_{k}$ may be identified with those of a sample covariance matrix (up to a scalar multiple). If the data are from a "spiked covariance" model [Johnstone (2001)] with strong spikes, where $d_{0} \asymp 1$ of $Q_{k}$ 's eigenvalues are $\asymp d$ and the rest are $\asymp 1$, then

$$
\frac{d^{1 / 2}\left\|Q_{k}\right\|^{2}}{\sigma_{k}^{2}}+\frac{d\left\|Q_{k}\right\|^{3}}{\sigma_{k}^{3}} \asymp \frac{d^{3 / 2}}{d^{2} d_{0}^{2}+\left(d-d_{0}\right)}+\frac{d^{4}}{d^{3} d_{0}^{3 / 2}+\left(d-d_{0}\right)^{3 / 2}} \rightarrow \infty
$$

and the upper bound in Theorem 2 may diverge. However, depending on the application, in settings like this it may be feasible to use principal components analysis as a pre-processing step, to "project out" the large eigenvalues of $Q_{k}$; Theorem 2 may then possibly be applied to the projected data.
4. Linear random-effects models. In this section, we apply the results from Section 3 to the variance components estimation problem in a linear randomeffects model. We assume that

$$
\begin{equation*}
\mathbf{y}=X \boldsymbol{\beta}+\boldsymbol{\varepsilon} \tag{5}
\end{equation*}
$$

where $\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)^{\top} \in \mathbb{R}^{n}$ is an observed $n$-dimensional outcome vector, $X=$ $\left(x_{i j}\right)$ is an observed $n \times p$ predictor matrix with $x_{i j} \in \mathbb{R}, \boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{p}\right)^{\top} \in \mathbb{R}^{p}$ is an unknown $p$-dimensional vector, and $\boldsymbol{\varepsilon}=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)^{\top} \in \mathbb{R}^{n}$ is an unobserved error vector. We further assume that $\beta_{1}, \ldots, \beta_{p}, \varepsilon_{1}, \ldots, \varepsilon_{n}$ are independent random variables with

$$
\begin{align*}
& \mathbb{E}\left(\varepsilon_{i}\right)=0 \quad \text { and } \quad \operatorname{Var}\left(\varepsilon_{i}\right)=\sigma_{0}^{2}, \quad i=1, \ldots, n \\
& \mathbb{E}\left(\beta_{j}\right)=0 \quad \text { and } \quad \operatorname{Var}\left(\beta_{j}\right)=\frac{\sigma_{0}^{2} \eta_{0}^{2}}{p}, \quad j=1, \ldots, p \tag{6}
\end{align*}
$$

Here, we assume that the $\beta_{j}$ are all independent. In Section 4.3, we investigate a more general model with dependent random-effects and give a corresponding concentration bound. Throughout, we also assume that $X$ is independent of $\boldsymbol{\varepsilon}$ and $\boldsymbol{\beta}$. Overall, (5)-(6) is a linear random-effects model with variance components parameters $\boldsymbol{\theta}_{0}=\left(\sigma_{0}^{2}, \eta_{0}^{2}\right)$. In this parametrization, $\sigma_{0}^{2}$ is the residual variance and $\eta_{0}^{2}$ is a measure of the signal-to-noise ratio; this parametrization is standard [e.g., Hartley and Rao (1967)].

Let $\boldsymbol{\theta}=\left(\sigma^{2}, \eta^{2}\right)$ and define the Gaussian data log-likelihood,

$$
\begin{aligned}
\ell(\boldsymbol{\theta})= & -\frac{1}{2} \log \left(\sigma^{2}\right)-\frac{1}{2 n} \log \operatorname{det}\left(\frac{\eta^{2}}{p} X X^{\top}+I\right) \\
& -\frac{1}{2 \sigma^{2} n} \mathbf{y}^{\top}\left(\frac{\eta^{2}}{p} X X^{\top}+I\right)^{-1} \mathbf{y}
\end{aligned}
$$

Note that $\ell(\boldsymbol{\theta})$ is the log-likelihood for $\boldsymbol{\theta}$, if $\boldsymbol{\beta} \sim N\left\{0,\left(\eta_{0}^{2} \sigma_{0}^{2} / p\right) I\right\}$ and $\boldsymbol{\varepsilon} \sim$ $N\left(0, \sigma_{0}^{2} I\right)$ are Gaussian. In this section, we study properties of the maximum likelihood estimator (MLE),

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}=\left(\hat{\sigma}^{2}, \hat{\eta}^{2}\right)=\underset{\sigma^{2}, \eta^{2} \geq 0}{\operatorname{argmax}} \ell(\boldsymbol{\theta}), \tag{7}
\end{equation*}
$$

in settings where $\boldsymbol{\varepsilon}$ and $\boldsymbol{\beta}$ are not necessarily Gaussian. [N.B. if $\ell(\boldsymbol{\theta})$ in (7) has multiple maximizers, then use any pre-determined rule to select $\hat{\boldsymbol{\theta}}$.]

The estimator $\hat{\boldsymbol{\theta}}$ has already been widely studied in the literature, even in settings where $\boldsymbol{\varepsilon}$ and $\boldsymbol{\beta}$ are not Gaussian [e.g., Richardson and Welsh (1994); Jiang (1996)]. In practice, $\hat{\boldsymbol{\theta}}$ and other closely related estimators, such as REML estimators, are probably the most commonly used variance components estimators for linear random-effects models [Harville (1977); Searle, Casella and McCulloch (1992); Demidenko (2013)]. Jiang's (1996) work is especially relevant for the results in this section. Jiang studied models with independent random-effects and derived general consistency and asymptotic normality results for $\hat{\boldsymbol{\theta}}$ that are valid in some of the settings considered here. However, asymptotic results tend to have more limited flexibility for use in certain applications. This has become more notable recently, with the widespread use of random-effects models in genomic and other applications, as discussed in Section 1.

In Sections 4.2-4.5 below, we present finite sample concentration and normal approximation bounds for $\hat{\boldsymbol{\theta}}$, which follow from Theorems 1 and 2 , respectively. These bounds have not been optimized and some of the quantities in the bounds can be extremely large for given values of $\boldsymbol{\theta}_{0}$ and $p^{-1} X X^{\top}$ [e.g., $\kappa\left(\eta_{0}^{2}, \sigma_{0}^{2}, \Lambda\right)^{-1}$ and $v\left(\eta_{0}^{2}, \sigma_{0}^{2}, \Lambda\right)$, defined in (9) and (22) below]. However, as described in the text below, Propositions 1 and 4 still yield the "correct" asymptotic conclusions, similar to Jiang (1996), which ensure consistency and asymptotic normality of $\hat{\boldsymbol{\theta}}$, if
$p / n \rightarrow \rho \in(0, \infty)$ and the model parameters are bounded. Though it may be of interest to further optimize Propositions 1-4 (and it is almost certainly possible), our main emphasis is that the nonasymptotic approach taken here provides additional flexibility for deriving and understanding results in less standard settings. For instance, while Propositions 1 and 4 parallel existing results in Jiang (1996), Proposition 2 is a concentration bound for linear models with correlated randomeffects and appears to be more novel [an application of Proposition 2 may be found in Dicker and Erdogdu (2016a)].
4.1. Additional notation. It is convenient to introduce some notation relating to the spectrum of $X$. Let $\lambda_{1} \geq \cdots \geq \lambda_{n} \geq 0$ be the eigenvalues of $p^{-1} X X^{\top}$ and suppose that $p^{-1} X X^{\top}=U \Lambda U^{\top}$ is the eigen-decomposition of $p^{-1} X X^{\top}$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and $U$ is an $n \times n$ orthogonal matrix. Let $n_{0}=\max \left\{i ; \lambda_{i}>\right.$ $0\}$ be the rank of $p^{-1} X X^{\top}$ and define the empirical variance of the eigenvalues of $p^{-1} X X^{\top}$,

$$
\begin{aligned}
\mathfrak{v}(\Lambda) & =\frac{1}{n} \sum_{i=1}^{n} \lambda_{i}^{2}-\left(\frac{1}{n} \sum_{i=1}^{n} \lambda_{i}\right)^{2} \\
& =\frac{1}{n} \operatorname{tr}\left\{\left(\frac{1}{p} X X^{\top}\right)^{2}\right\}-\left\{\frac{1}{n} \operatorname{tr}\left(\frac{1}{p} X X^{\top}\right)\right\}^{2}
\end{aligned}
$$

4.2. Concentration bound. To derive a concentration bound for $\hat{\boldsymbol{\theta}}$ (Proposition 1 below), we follow standard steps in the analysis of variance components estimators [Hartley and Rao (1967)]. In particular, we introduce the profile likelihood and other related objects, which essentially reduce the bivariate optimization problem (7) to a univariate problem. Basic calculus implies that if $\eta^{2} \geq 0$, then

$$
\max _{\sigma^{2}, \eta^{2} \geq 0} \ell\left(\sigma^{2}, \eta^{2}\right)=\max _{\eta^{2} \geq 0} \ell_{*}\left(\eta^{2}\right)
$$

where $\ell_{*}\left(\eta^{2}\right)=\ell\left\{\sigma_{*}^{2}\left(\eta^{2}\right), \eta^{2}\right\}$ is called the profile likelihood and

$$
\sigma_{*}^{2}\left(\eta^{2}\right)=\frac{1}{n} \mathbf{y}^{\top}\left(\frac{\eta^{2}}{p} X X^{\top}+I\right)^{-1} \mathbf{y}
$$

It follows that $\hat{\boldsymbol{\theta}}=\left(\sigma_{*}^{2}\left(\hat{\eta}^{2}\right), \hat{\eta}^{2}\right)$, where

$$
\hat{\eta}^{2}=\underset{\eta^{2} \geq 0}{\operatorname{argmax}} \ell_{*}\left(\eta^{2}\right)
$$

The proof of Proposition 1 hinges on comparing the profile likelihood $\ell_{*}\left(\eta^{2}\right)$ to its population version,

$$
\ell_{0}\left(\eta^{2}\right)=-\frac{1}{2} \log \left\{\sigma_{0}^{2}\left(\eta^{2}\right)\right\}-\frac{1}{2 n} \log \operatorname{det}\left(\frac{\eta^{2}}{p} X X^{\top}+I\right)-\frac{1}{2}
$$

where we have replaced $\sigma_{*}^{2}\left(\eta^{2}\right)$ in $\ell_{*}^{2}\left(\eta^{2}\right)$ with its expectation,

$$
\begin{aligned}
\sigma_{0}^{2}\left(\eta^{2}\right) & =\mathbb{E}\left\{\sigma_{*}^{2}\left(\eta^{2}\right) \mid X\right\}=\frac{\sigma_{0}^{2}}{n} \operatorname{tr}\left\{\left(\frac{\eta_{0}^{2}}{p} X X^{\top}+I\right)\left(\frac{\eta^{2}}{p} X X^{\top}+I\right)^{-1}\right\} \\
& =\frac{\sigma_{0}^{2}}{n} \sum_{i=1}^{n} \frac{\eta_{0}^{2} \lambda_{i}+1}{\eta^{2} \lambda_{i}+1}
\end{aligned}
$$

Observe that $\sigma_{0}^{2}\left(\eta_{0}^{2}\right)=\sigma_{0}^{2}$.
Overall, our strategy for proving Proposition 1 mirrors the classical parametric theory for consistency of maximum likelihood and $M$-estimators [e.g., Chapter 5 of van der Vaart (1998)], except that we employ Theorem 1 at several key steps. As in the standard analysis, two important facts underlying Proposition 1 are (i) $\eta_{0}^{2}$ is the unique maximizer of $\ell_{0}\left(\eta^{2}\right)$ and (ii) $\ell_{*}\left(\eta^{2}\right) \approx \ell_{0}\left(\eta^{2}\right)$, when $n, p$ are large. Theorem 1 is used to make the approximation $\ell_{*}\left(\eta^{2}\right) \approx \ell_{0}\left(\eta^{2}\right)$ more precise. It should not be surprising that quadratic forms play an important role in the analysis, given the dependence of $\ell_{*}\left(\eta^{2}\right)=\ell\left\{\sigma_{*}^{2}\left(\eta^{2}\right), \eta^{2}\right\}$ on the quadratic form $\sigma_{*}^{2}\left(\eta^{2}\right)$. We emphasize that to prove Proposition 1, we use Theorem 1 with $K=1$ and $\mathbf{u}=$ $\eta^{2}$; the general version of Theorem 1 with matrix functions defined on $\mathbb{R}^{K}$ may be useful for studying random-effects model with $K$-groups of random-effects, for example, the general linear random-effects model considered in Jiang (1996). Proposition 1 is proved in Section S1 of the supplement.

Proposition 1. Assume that the linear random-effects model (5)-(6) holds and that $\beta_{1}, \ldots, \beta_{p}, \varepsilon_{1}, \ldots, \varepsilon_{n}$ are independent sub-Gaussian random variables satisfying

$$
\begin{equation*}
\max \left\{\left\|p^{1 / 2} \beta_{j}\right\|_{\psi_{2}},\left\|\varepsilon_{i}\right\|_{\psi_{2}} ; i=1, \ldots, n, j=1, \ldots, p\right\} \leq \gamma \tag{8}
\end{equation*}
$$

for some $0<\gamma<\infty$. Finally, define

$$
\begin{equation*}
\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)=\frac{\sigma_{0}^{4} \eta_{0}^{8} \mathfrak{v}(\Lambda)^{2}}{\left(\sigma_{0}^{2}+1\right)^{5}\left(\eta_{0}^{2}+1\right)^{12}\left(\lambda_{1}+1\right)^{18}\left(\lambda_{n_{0}}^{-1}+1\right)^{8}\{\mathfrak{v}(\Lambda)+1\}^{2}} \tag{9}
\end{equation*}
$$

(a) Suppose that $n_{0}=n$. There is an absolute constant $0<C<\infty$ such that

$$
\mathbb{P}\left\{\left\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}\right\|>r \mid X\right\} \leq C \exp \left\{-\frac{n}{C} \cdot \frac{\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)}{\gamma^{2}(\gamma+1)^{2}} \cdot \frac{r^{2}}{(r+1)^{2}}\right\}
$$

for every $r \geq 0$.
(b) Suppose that $n_{0}<n$. There is an absolute constant $0<C<\infty$ such that

$$
\begin{aligned}
\mathbb{P}\{\| \hat{\boldsymbol{\theta}} & \left.-\boldsymbol{\theta}_{0} \|>r \mid X\right\} \\
& \leq C \exp \left\{-\frac{n}{C} \cdot \frac{\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)}{\gamma^{2}(\gamma+1)^{2}} \cdot\left(1-\frac{n_{0}}{n}\right)^{4}\left(\frac{n_{0}}{n}\right)^{2} \cdot \frac{r^{2}}{(r+1)^{2}}\right\}
\end{aligned}
$$

for every $r \geq 0$.

For given values of $\sigma_{0}^{2}, \eta_{0}^{2}$ and $\Lambda$, the quantity $\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)$ in Proposition 1 may be extremely small [for instance, if $\sigma_{0}^{2}=\eta_{0}^{2}=\lambda_{1}=\mathfrak{v}(\Lambda)=1$ and $\lambda_{n_{0}}=1 / 3$, then $\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)=2^{-53}$; if $\sigma_{0}^{2}=\eta_{0}^{2}=\lambda_{1}=\mathfrak{v}(\Lambda)=3$ and $\lambda_{n_{0}}=1$, then $\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)=3^{14} \cdot 2^{-82}$ ]. However, we have not attempted to optimize $\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)$, and the bounds in the proposition can almost certainly be improved at the expense of some additional calculations and a more complex bound. Furthermore, despite the magnitude of $\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)$, the proposition yields very sensible asymptotic conclusions. Indeed, the key property of $\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)$ is that if $\mathcal{U} \subseteq(0, \infty)$ is compact, then

$$
\begin{equation*}
0<\inf \left\{\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right) ; \sigma_{0}^{2}, \eta_{0}^{2}, \lambda_{1}, \ldots, \lambda_{n}, \mathfrak{v}(\Lambda) \in \mathcal{U}\right\} \tag{10}
\end{equation*}
$$

An immediate consequence is that if $\sigma_{0}^{2}, \eta_{0}^{2}, \lambda_{1}, \ldots, \lambda_{n}, \mathfrak{v}(\Lambda)$ are contained in a compact subset of $(0, \infty)$, then Proposition 1 implies that $\hat{\boldsymbol{\theta}}$ converges to $\boldsymbol{\theta}_{0}$ at rate $n^{1 / 2}$ [at least when $n=n_{0}$; if $n_{0}<n$, then part (b) of the proposition requires the additional condition that $n_{0} / n$ stays away from 1 -this is discussed further below].

The bounds in Proposition 1 are tighter [i.e., $\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)$ is larger] when the eigenvalue variance $\mathfrak{v}(\Lambda)$ is large. This is related to identifiability: $\sigma_{0}^{2}$ and $\eta_{0}^{2}$ are not identifiable when $\mathfrak{v}(\Lambda)=0$, and it is easier to distinguish between them when $\mathfrak{v}(\Lambda)$ is large.

The cases where $n_{0}=n$ and $n_{0}<n$ are considered separately in Proposition 1 because the large $-\eta^{2}$ asymptotic behavior of $\sigma_{0}^{2}\left(\eta^{2}\right)=\mathbb{E}\left\{\sigma_{*}^{2}\left(\eta^{2}\right) \mid X\right\}$ differs in these two settings. In particular, assuming that $\sigma_{0}^{2}, n_{0}, n$ and $\lambda_{1}, \ldots, \lambda_{n}$ are fixed, if $n_{0}=n$, then as $\eta^{2} \rightarrow \infty$.

$$
\sigma_{0}^{2}\left(\eta^{2}\right)=\frac{\sigma_{0}^{2}}{n} \sum_{i=1}^{n} \frac{\eta_{0}^{2} \lambda_{i}+1}{\eta^{2} \lambda_{i}+1} \asymp \frac{1}{\eta^{2}} \rightarrow 0
$$

as $\eta^{2} \rightarrow \infty$; on the other hand, if $n_{0}<n$, then

$$
\sigma_{0}^{2}\left(\eta^{2}\right)=\frac{\sigma_{0}^{2}}{n} \sum_{i=1}^{n_{0}} \frac{\eta_{0}^{2} \lambda_{i}+1}{\eta^{2} \lambda_{i}+1}+\sigma_{0}^{2}\left(1-\frac{n_{0}}{n}\right) \asymp 1,
$$

as $\eta^{2} \rightarrow \infty$.
Note that Proposition 1(a) actually makes no explicit reference to $p$, or to the relative convergence rates of $p$ and $n$. However, there are implicit conditions on $p$. For instance, since $n_{0}=n$ in part (a), we must have $n \leq p$. Additionally, in order ensure that $\lambda_{1}, \ldots, \lambda_{n}$ are contained in a compact subset $\mathcal{U} \subseteq(0, \infty)$, so that (10) holds, it may be natural to enforce other conditions on $p$, for example, $p / n \rightarrow \rho \in$ $(1, \infty)$.

Part (b) of Proposition 1 applies to settings where $p<n$. Note that the upper bound in part (b) contains an additional term $\left(1-n_{0} / n\right)^{4}\left(n_{0} / n\right)^{2}$, as compared to Proposition 1(a). Thus, assuming that $\sigma_{0}^{2}, \eta_{0}^{2}, \lambda_{1}, \ldots, \lambda_{n}, \mathfrak{v}(\Lambda)$ are contained in a compact subset of $(0, \infty)$, we conclude that $\hat{\boldsymbol{\theta}}$ converges to $\boldsymbol{\theta}_{0}$ at rate $n^{1 / 2}$, if

$$
\begin{equation*}
\liminf \left(1-\frac{n_{0}}{n}\right) \frac{n_{0}}{n}>0 \tag{11}
\end{equation*}
$$

Observe that (11) implies $p \rightarrow \infty$. Hence, we need $p \rightarrow \infty$ in order to ensure that $\hat{\boldsymbol{\theta}}$ is consistent. This is reasonable because information about $\eta_{0}^{2}=p \mathbb{E}\left(\beta_{j}^{2}\right) / \sigma_{0}^{2}$ is accumulated through $\beta_{1}, \ldots, \beta_{p}$. The condition (11) also implies that if $X$ is full rank, then we must have $p / n \rightarrow \rho<1$ in order to ensure consistency. This condition seems less natural and can likely be relaxed with a more careful analysis; similar challenges arise frequently in random matrix theory when $p / n \rightarrow 1$ [e.g., Bai, Miao and Yao (2003)].
4.3. A more general concentration bound. In this section, we investigate the performance of $\hat{\boldsymbol{\theta}}$ in models where the random-effects might be dependent. Suppose that $\tilde{\boldsymbol{\beta}}=\left(\tilde{\beta}_{1}, \ldots, \tilde{\beta}_{p}\right)^{\top} \in \mathbb{R}^{p}$ is a random vector that is independent of $\boldsymbol{\varepsilon}, X$ and let

$$
\begin{equation*}
\tilde{\mathbf{y}}=X \tilde{\boldsymbol{\beta}}+\boldsymbol{\varepsilon} \tag{12}
\end{equation*}
$$

We do not assume that $\tilde{\boldsymbol{\beta}}$ has independent components or that each of the components has the same variance. We define the variance components estimator based on the data $(\tilde{\mathbf{y}}, X)$,

$$
\begin{equation*}
\tilde{\boldsymbol{\theta}}=\left(\tilde{\sigma}^{2}, \tilde{\eta}^{2}\right)=\underset{\sigma^{2}, \eta^{2} \geq 0}{\operatorname{argmax}} \tilde{\ell}(\boldsymbol{\theta}), \tag{13}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{\ell}(\boldsymbol{\theta})= & -\frac{1}{2} \log \left(\sigma^{2}\right)-\frac{1}{2 n} \log \operatorname{det}\left(\frac{\eta^{2}}{p} X X^{\top}+I\right) \\
& -\frac{1}{2 \sigma^{2} n} \tilde{\mathbf{y}}^{\top}\left(\frac{\eta^{2}}{p} X X^{\top}+I\right)^{-1} \tilde{\mathbf{y}} .
\end{aligned}
$$

The next proposition is a concentration bound for $\tilde{\boldsymbol{\theta}}$, which implies that the estimator may still perform reliably, if there is a good coupling for $\tilde{\boldsymbol{\beta}}$.

Proposition 2. Suppose that $\tilde{\mathbf{y}}, \tilde{\boldsymbol{\theta}}$ satisfy (12)-(13). Suppose further that $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{p}\right)^{\top} \in \mathbb{R}^{p}$ is a random vector with independent components, which is independent of $\boldsymbol{\varepsilon}, X$ (but may be correlated with $\tilde{\boldsymbol{\beta}}$ ), such that the independent random-effects model (5)-(6) and (8) hold. Let $\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)$ be as in (9).
(a) Suppose that $n_{0}=n$. There is an absolute constant $0<C<\infty$ such that

$$
\begin{align*}
\mathbb{P}\{\| \tilde{\boldsymbol{\theta}}- & \left.\boldsymbol{\theta}_{0} \|>r \mid X\right\} \\
\leq & C \exp \left\{-\frac{n}{C} \cdot \frac{\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)}{\gamma^{2}(\gamma+1)^{2}} \cdot \frac{r^{2}}{(r+1)^{2}}\right\}  \tag{14}\\
& +4 \mathbb{P}\left\{\left.\|\tilde{\boldsymbol{\beta}}-\boldsymbol{\beta}\|>\frac{1}{C} \cdot \frac{\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)}{(\gamma+1)^{4}} \cdot \frac{n}{p+n} \cdot \frac{r}{r+1} \right\rvert\, X\right\} .
\end{align*}
$$

for every $r \geq 0$.
(b) Suppose that $n_{0}<n$. There is an absolute constant $0<C<\infty$ such that

$$
\begin{aligned}
\mathbb{P}\{\| \tilde{\boldsymbol{\theta}}- & \left.\boldsymbol{\theta}_{0} \|>r \mid X\right\} \\
\leq & C \exp \left\{-\frac{n}{C} \cdot \frac{\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)}{\gamma^{2}(\gamma+1)^{2}} \cdot\left(1-\frac{n_{0}}{n}\right)^{4}\left(\frac{n_{0}}{n}\right)^{2} \cdot \frac{r^{2}}{(r+1)^{2}}\right\} \\
& +4 \mathbb{P}\left\{\left.\|\tilde{\boldsymbol{\beta}}-\boldsymbol{\beta}\|>\frac{1}{C} \cdot \frac{\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)}{(\gamma+1)^{4}} \cdot \frac{n}{p+n} \cdot \frac{r}{r+1} \right\rvert\, X\right\}
\end{aligned}
$$

for every $r \geq 0$.
The proof of Proposition 2 is similar to that of Proposition 1 and may be found in Section S 2 of the supplement. Observe that the first term in each upper bound (14)-(15) is the exact same as in Proposition 1. The second term in each of the bounds is new; this term is small, if $\|\tilde{\boldsymbol{\beta}}-\boldsymbol{\beta}\|$ is typically small. In other words, in a random-effects model where (6) does not hold, the Gaussian maximum likelihood estimator $\tilde{\boldsymbol{\theta}}$ may be a reliable estimator for the variance components parameter $\boldsymbol{\theta}_{0}=\left(\sigma_{0}^{2}, \eta_{0}^{2}\right)$ from a corresponding random-effects model (5)-(6), if $\tilde{\boldsymbol{\beta}} \approx \boldsymbol{\beta}$.

Proposition 2 is useful for applications involving misspecified random-effects models. In the next section, we show how it can be used to recover some of Jiang et al. (2016) consistency results for sparse random-effects models in genome wide association studies. An application of Proposition 2 involving fixed-effects models can be found in Dicker and Erdogdu (2016a). Despite its evident usefulness in these applications, there are some relatively subtle issues related to the interpretation of Proposition 2. Indeed, assume that a model (12) is specified for some particular application, with potentially correlated or heteroscedastic random-effects. In such a setting, it may be natural to assume that the estimator $\tilde{\boldsymbol{\theta}}$ targets the residual variance and signal-to-noise ratio parameters from the model (12). However, Proposition 2 bounds the distance between $\tilde{\boldsymbol{\theta}}$ and the corresponding parameters $\boldsymbol{\theta}_{0}=\left(\sigma_{0}^{2}, \eta_{0}^{2}\right)$ from the independent random-effects model (5)-(6). It is not clear a priori that $\boldsymbol{\theta}_{0}$ should be interpreted in the same way as the parameters from the original model (12); thus, one should take care when interpreting $\tilde{\boldsymbol{\theta}}$ in practice. On the other hand, if $\|\tilde{\boldsymbol{\beta}}-\boldsymbol{\beta}\| \approx 0$ and the second term in the upper bounds in Proposition 2 is small, then it often follows that $\mathbb{E}\left(\|\tilde{\boldsymbol{\beta}}\|^{2}\right) \approx \mathbb{E}\left(\|\boldsymbol{\beta}\|^{2}\right)=\sigma_{0}^{2} \eta_{0}^{2}$. This
gives a natural interpretation of $\boldsymbol{\theta}_{0}$ in the context of the original model (12), that is, $\eta_{0}^{2} \approx \mathbb{E}\left(\|\tilde{\boldsymbol{\beta}}\|^{2}\right) / \sigma_{0}^{2}$ and $\sigma_{0}^{2}=\operatorname{Var}\left(\varepsilon_{i}\right)$.
4.4. Example: Sparse random-effects models for GWAS data. Linear randomeffects models like (5)-(6) (and, more generally, linear mixed models) have been used for applications in genetics since at least the 1950s [Henderson (1950)]. More recently, variants of (5)-(6) have become an important tool for analyzing data from genome wide association studies (GWAS) [Yang et al. (2010, 2014); Golan and Rosset (2011); Speed et al. (2012); Zaitlen and Kraft (2012); Jiang et al. (2016); de Los Campos, Sorensen and Gianola (2015)]. In GWAS datasets, the outcome $y_{i} \in \mathbb{R}$ often represents a measured quantitative trait from an individual (e.g., their height) and the corresponding predictors $x_{i j} \in\{0,1,2\}, 1 \leq j \leq p$, indicate the genotype (minor allele frequency) for each single nucleotide polymorphism (SNP) assayed in the study. In large GWAS datasets, one may have $n$ in the $10,000 \mathrm{~s}-100,000 \mathrm{~s}$ and $p$ in the $100,000 \mathrm{~s}-1,000,000 \mathrm{~s}$. An important objective in many GWAS analyses involving random-effects models is estimating the heritability parameter, which represents the overall proportion of variability in $y_{i}$ that is explained by the genotype $\mathbf{x}_{i}=\left(x_{i 1}, \ldots, x_{i p}\right)^{\top}$. Heritability can be naturally formulated in terms of variance components parameters, as in (16) below.

Jiang et al. (2016) studied a sparse random-effects (SRE) model with random predictors for applications involving GWAS data; sparse models are popular in GWAS because it is often assumed that many of the SNPs have no effect on the outcome. While Jiang et al.'s model is highly idealized, their work appears to be one of the first in-depth theoretical analyses of mixed-models with a specific emphasis on GWAS. The SRE model studied in Jiang et al. (2016) satisfies (5) and:
(SRE1) For $1 \leq i \leq n, 1 \leq j \leq p$, the predictors $x_{i j}$ are i.i.d. random variables that have been standardized to have mean 0 and variance 1 .
(SRE2) $\varepsilon_{1}, \ldots, \varepsilon_{n} \sim N\left(0, \sigma_{0}^{2}\right)$ are i.i.d.
(SRE3) There is a fixed, unknown subset $\mathcal{C} \subseteq\{1, \ldots, p\}$ with $p_{0}$ elements such that

$$
\begin{aligned}
& \beta_{j} \sim N\left(0, \eta_{g}^{2} \sigma_{0}^{2} / p\right) \quad \text { if } j \in \mathcal{C}, \\
& \beta_{j}=0 \quad \text { if } j \in\{1, \ldots, p\} \backslash \mathcal{C}
\end{aligned}
$$

where $\eta_{g}^{2}>0$ and the nonzero $\beta_{j}$ are all independent.
(SRE4) $X, \boldsymbol{\varepsilon}$ and $\boldsymbol{\beta}$ are all independent of each other.
Under this model, the heritability parameter is

$$
\begin{equation*}
h_{0}^{2}=\frac{\operatorname{Var}\left(\mathbf{x}_{i}^{\top} \boldsymbol{\beta}\right)}{\operatorname{Var}\left(y_{i}\right)}=\frac{\left(p_{0} / p\right) \eta_{g}^{2}}{\left(p_{0} / p\right) \eta_{g}^{2}+1} . \tag{16}
\end{equation*}
$$

In the remainder of this section, we focus on the estimators $\hat{\boldsymbol{\theta}}=\left(\hat{\sigma}^{2}, \hat{\eta}^{2}\right)$ [defined in (7)] and $\hat{h}^{2}=\hat{\eta}^{2} /\left(\hat{\eta}^{2}+1\right)$ under the SRE model.

Jiang et al. (2016) used asymptotic arguments to show that under the SRE model, if $p / n \rightarrow \rho \in[1, \infty)$ and $p_{0} / p \rightarrow \rho_{0} \in(0,1]$, then $\hat{h}^{2}=\hat{\eta}^{2} /\left(\hat{\eta}^{2}+1\right) \rightarrow h_{0}^{2}$ in probability (they also derive asymptotic normality results for $\hat{h}^{2}$ under the SRE model). Here, we provide an alternative analysis and show that $\hat{h}^{2}$ is consistent using Proposition 2. It is important to note that Jiang et al.'s (2016) results average over the distribution of $X$, in addition to the distributions of $\boldsymbol{\beta}$ and $\boldsymbol{\varepsilon}$; in other words, they are not conditional on $X$ and they take advantage of assumption (SRE1). In our analysis, we leverage (SRE1) as well, using an exchangeability argument before applying Proposition 2. We believe this argument provides some new insight into the relationship between the random-effects $\beta_{j}$ and the predictors $x_{i j}$; this is discussed further after Proposition 3 below.

Before proceeding, observe that Proposition 1 cannot be applied to $\hat{\boldsymbol{\theta}}$ under the SRE model because $\operatorname{Var}\left(\beta_{j}\right)=0 \neq \eta_{g}^{2} \sigma_{0}^{2} / p=\operatorname{Var}\left(\beta_{j^{\prime}}\right)$ for $j \notin \mathcal{C}, j^{\prime} \in \mathcal{C}$, and $\mathcal{C}$ is unknown. Moreover, Proposition 2 cannot be applied directly (with $\boldsymbol{\beta}$ in place of $\tilde{\boldsymbol{\beta}}$ ), because the coordinates of $\boldsymbol{\beta}$ in the SRE model are not exchangeable and it is not possible to find a good coupling, as required in the proposition. However, we can induce exchangeability in $\boldsymbol{\beta}$ by using the exchangeability of $x_{i j}$; then we can apply Proposition 2.

To begin, assume that the SRE model holds and let $\Pi$ be an independent uniformly distributed $p \times p$ permutation matrix. Next, define $\tilde{\boldsymbol{\beta}}=\Pi \boldsymbol{\beta}$, and let $\tilde{\mathbf{y}}$ be given in (12). The key observation is that (SRE1) implies that the MLEs $\hat{\boldsymbol{\theta}}=\hat{\boldsymbol{\theta}}(\mathbf{y}, X)$ and $\tilde{\boldsymbol{\theta}}=\tilde{\boldsymbol{\theta}}(\tilde{\mathbf{y}}, X)$, defined in (7) and (13), respectively, have the same distribution. Indeed, for any Borel set $B \subseteq \mathbb{R}^{2}$,

$$
\begin{align*}
\mathbb{P}\{\hat{\boldsymbol{\theta}}(\mathbf{y}, X) \in B\} & =\mathbb{P}\left\{\hat{\boldsymbol{\theta}}\left(X \Pi^{\top} \tilde{\boldsymbol{\beta}}+\boldsymbol{\varepsilon}, X\right) \in B\right\} \\
& =\mathbb{P}\left\{\hat{\boldsymbol{\theta}}\left(X \Pi^{\top} \tilde{\boldsymbol{\beta}}+\boldsymbol{\varepsilon}, X \Pi^{\top}\right) \in B\right\}  \tag{17}\\
& =\mathbb{P}\{\hat{\boldsymbol{\theta}}(X \tilde{\boldsymbol{\beta}}+\boldsymbol{\varepsilon}, X) \in B\}=\mathbb{P}\{\tilde{\boldsymbol{\theta}}(\tilde{\mathbf{y}}, X) \in B\},
\end{align*}
$$

where the second equality holds because

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}(\mathbf{y}, X)=\hat{\boldsymbol{\theta}}(\mathbf{y}, X U) \tag{18}
\end{equation*}
$$

for any $p \times p$ orthogonal matrix $U$ and the third equality follows from (SRE1) (in particular, the fact that the $x_{i j}$ are exchangeable). Thus, in order to study distributional properties of $\hat{\boldsymbol{\theta}}$ under the SRE model (unconditional on $X$ ), it suffices to study $\tilde{\boldsymbol{\theta}}$. Moreover, $\tilde{\boldsymbol{\theta}}$ and the model (12) are relatively nice because the coordinates of $\tilde{\boldsymbol{\beta}}$ are exchangeable, unlike the coordinates of $\boldsymbol{\beta}$. In particular, $\tilde{\boldsymbol{\beta}}=\left(\tilde{\beta}_{1}, \ldots, \tilde{\beta}_{p}\right)^{\top} \in \mathbb{R}^{p}$ is formed by selecting $p_{0}$ coordinates from $\{1, \ldots, p\}$ uniformly at random and setting them to be $N\left(0, \eta_{g}^{2} \sigma_{0}^{2} / p\right)$ random variables, then setting the remaining coordinates equal to 0 .

In order to apply Proposition 2 with $\tilde{\boldsymbol{\beta}}$, we need to construct a coupling; that is, we need to find a vector $\boldsymbol{\beta}^{*}=\left(\beta_{1}^{*}, \ldots, \beta_{p}^{*}\right)^{\top} \in \mathbb{R}^{p}$ whose coordinates have mean 0 , constant variance, and are independent, such that $\left\|\tilde{\boldsymbol{\beta}}-\boldsymbol{\beta}^{*}\right\|$ is small ( $\boldsymbol{\beta}^{*}$ will be
used in place of $\boldsymbol{\beta}$ in Proposition 2). Begin by taking $z_{1}, \ldots, z_{p} \sim N(0,1)$ to be independent and let $I_{1}, \ldots, I_{p}$ be independent Bernoulli random variables with $\mathbb{P}\left(I_{j}=1\right)=p_{0} / p$. Now let $\mathcal{S}=\left\{j ; I_{j}=1\right\}$. If $p_{\mathcal{S}}=|\mathcal{S}|>p_{0}$, define $\tilde{\mathcal{S}}$ by selecting $p_{0}$ elements uniformly at random from $\mathcal{S}$; if $p_{\mathcal{S}}=p_{0}$, define $\tilde{\mathcal{S}}=\mathcal{S}$; and if $p_{\mathcal{S}}<p_{0}$, define $\tilde{\mathcal{S}}$ by selecting $p_{0}-p_{\mathcal{S}}$ elements uniformly at random from $\{1, \ldots, p\} \backslash \mathcal{S}$ and adding them to $\mathcal{S}$. Then, in any event, $\tilde{\mathcal{S}}$ is uniformly distributed on subsets of $\{1, \ldots, p\}$ with size $p_{0}$. Consequently, we may assume without loss of generality that

$$
\begin{aligned}
& \tilde{\beta}_{j}=\frac{\eta_{g} \sigma_{0}}{\sqrt{p}} z_{j} \quad \text { if } j \in \tilde{\mathcal{S}}, \\
& \tilde{\beta}_{j}=0 \quad \text { if } j \in\{1, \ldots, p\} \backslash \tilde{\mathcal{S}} .
\end{aligned}
$$

Next, define $\boldsymbol{\beta}^{*}=\left(\beta_{1}^{*}, \ldots, \beta_{p}^{*}\right)^{\top}=\left(\eta_{g} \sigma_{0} / \sqrt{p}\right)\left(z_{1} I_{1}, \ldots, z_{p} I_{p}\right)^{\top}$, so that

$$
\begin{aligned}
& \beta_{j}^{*}=\frac{\eta_{g} \sigma_{0}}{\sqrt{p}} z_{j} \quad \text { if } j \in \mathcal{S} \\
& \beta_{j}^{*}=0 \quad \text { if } j \in\{1, \ldots, p\} \backslash \mathcal{S}
\end{aligned}
$$

Clearly, the coordinates of $\boldsymbol{\beta}^{*}$ are independent, $\mathbb{E}\left(\beta_{j}^{*}\right)=0$, and $\operatorname{Var}\left(\beta_{j}^{*}\right)=$ $\eta_{g}^{2} \sigma_{0}^{2} p_{0} / p^{2}$. Thus, we can now apply Proposition 2 , with $\boldsymbol{\beta}^{*}$ in place of $\boldsymbol{\beta}$, to obtain bounds on $\left\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}^{*}\right\|$, where $\boldsymbol{\theta}^{*}=\left(\sigma_{0}^{2}, \eta_{g}^{2} p_{0} / p\right)$.

The last step, in order to determine the effectiveness of the bounds given by Proposition 2, is to bound the difference $\left\|\tilde{\boldsymbol{\beta}}-\boldsymbol{\beta}^{*}\right\|$; this will allow us to control the second term in the upper bounds from Proposition 2. The difference $\left\|\tilde{\boldsymbol{\beta}}-\boldsymbol{\beta}^{*}\right\|$ can be bounded precisely by combining the fact that $\tilde{\beta}_{j} \neq \beta_{j}^{*}$ if and only if $j \in(\mathcal{S} \backslash \tilde{\mathcal{S}}) \cup(\tilde{\mathcal{S}} \backslash \mathcal{S})$ with some elementary tail bounds. Piecing everything together leads to finite-sample bounds on $\mathbb{P}\left\{\left\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}^{*}\right\|>r\right\}$ and, consequently, $\mathbb{P}\left\{\left|\hat{\sigma}^{2}-\sigma_{0}^{2}\right|>r\right\}, \mathbb{P}\left\{\left|\hat{\eta}^{2}-\left(p_{0} / p\right) \eta_{g}^{2}\right|>r\right\}$, and $\mathbb{P}\left\{\left|\hat{h}^{2}-h_{0}^{2}\right|>r\right\}$. However, rather than going through these details here, we emphasize the asymptotic implications, which are given in the following proposition. [The only additional work required to convert the finite sample bounds outlined above into an asymptotic result is to get probabilistic bounds the spectrum of $p^{-1} X X^{\top}$; this may be achieved using standard results from random matrix theory, for example, Chapter 3 of Bai and Silverstein (2010).]

Proposition 3. Assume that (5) and (SRE1)-(SRE4) hold, along with the following conditions:
(i) $p_{0} / p \rightarrow \rho_{0} \in(0,1]$ and $p / n \rightarrow \rho \in(0, \infty) \backslash\{1\}$.
(ii) There exists a compact set $D \subseteq(0, \infty)$ such that $\sigma_{0}^{2}, \eta_{g}^{2} \in D$.
(iii) There is a common probability distribution $F$, with mean zero and finite fourth moment, such that $x_{i j} \sim F$ for all $1 \leq i \leq n, 1 \leq j \leq p$.

Then $\left|\hat{\sigma}^{2}-\sigma_{0}^{2}\right| \rightarrow 0,\left|\hat{\eta}^{2}-\left(p_{0} / p\right) \eta_{g}^{2}\right| \rightarrow 0$, and $\left|\hat{h}^{2}-h_{0}^{2}\right| \rightarrow 0$ in probability.

Proposition 3 is very similar to Theorem 3.1 from Jiang et al. (2016). However, beyond recapitulating an existing result, we believe that the approach outlined in this section provides additional insight into random-effects models-especially, into the role of the predictors $X$ and how they interface with the random-effects $\boldsymbol{\beta}$.

Proposition 1, for the random-effects model (5)-(6), requires relatively weak conditions on the matrix of predictors $X$. In particular, if $p / n \rightarrow \rho \in(0, \infty) \backslash\{1\}$, then the upper bounds in Proposition 1 typically vanish when $\mathfrak{v}(\Lambda), \lambda_{1}, \lambda_{n} \asymp 1$. These conditions allow for relatively strong (though not arbitrary) correlation between the predictors $x_{i j}$. On the other hand, GWAS researchers have noted that correlation between the predictors can lead to bias in estimates of the heritability $h_{0}^{2}$ [Speed et al. (2012); de Los Campos, Sorensen and Gianola (2015)]. In many models, this bias arises from the combined effects of correlation between the predictors $x_{i j}$ and a sparse random-effects model with nonexchangeable $\beta_{j}$, that is, a SRE model without the assumption (SRE1). Conversely, our results suggest that $\hat{h}^{2}$ may be a reliable estimator for the heritability parameter, as long as at least one of $X$ or $\boldsymbol{\beta}$ has exchangeable entries. Indeed, this follows by combining Propositions 1-2 with the exchangeability argument outlined above in (17)-(18).

Exchangeability is a strong condition for $X$ or $\boldsymbol{\beta}$, in order to ensure consistency of $\hat{h}^{2}$. Our approach in this paper provides some guidance for rigorously investigating the necessity of this condition and how to relax it. The two key facts underlying Proposition 3 for the SRE model are the distributional identity

$$
\begin{equation*}
X \underline{=} X \Pi^{\top} \tag{19}
\end{equation*}
$$

and the invariance property for $\hat{\boldsymbol{\theta}}$ given in (18). It might be of interest to investigate the extent to which the identity (19) could be relaxed to an approximation, without significantly impacting the performance of $\hat{h}^{2}$. Additionally, for an SRE model satisfying (5) and (SRE2)-(SRE4) (without the condition that $x_{i j}$ are i.i.d.), it might be possible to reformulate some of the bounds in this paper in terms of the empirical variance of the eigenvalues of submatrices of $n^{-1} X^{\top} X$, rather than $\mathfrak{v}(\Lambda)$ (the empirical variance of the eigenvalues of $p^{-1} X X^{\top}$ ). This approach might lead to more effective bounds for SRE models, conditional on the predictors $X$.

More broadly, the theoretical approach outlined in this paper may suggest other relevant models and effective methods for analyzing GWAS data. For instance, assuming that $\mathbb{E}\left(x_{i j}\right)=0$ and $\operatorname{Var}\left(x_{i j}\right)=1$, one might investigate the class of models (12) for which there is a coupling satisfying (5)-(6) and

$$
\left|\operatorname{Var}\left(\mathbf{x}_{i}^{\top} \tilde{\boldsymbol{\beta}}\right)-\operatorname{Var}\left(\mathbf{x}_{i}^{\top} \boldsymbol{\beta}\right)\right|=\left|\mathbb{E}\left\{(\boldsymbol{\beta}-\tilde{\boldsymbol{\beta}})^{\top}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{\top}\right)(\boldsymbol{\beta}+\tilde{\boldsymbol{\beta}})\right\}\right| \approx 0
$$

Proposition 2 indicates that within this class of models, $\hat{h}^{2}=\hat{\eta}^{2} /\left(\hat{\eta}^{2}+1\right)$ may be a reasonable estimate of the heritability parameter

$$
h_{0}^{2}=\frac{\operatorname{Var}\left(\mathbf{x}_{i}^{\top} \tilde{\boldsymbol{\beta}}\right)}{\operatorname{Var}\left(\tilde{y}_{i}\right)}=\frac{\operatorname{Var}\left(\mathbf{x}_{i}^{\top} \tilde{\boldsymbol{\beta}}\right)}{\operatorname{Var}\left(\mathbf{x}_{i}^{\top} \tilde{\boldsymbol{\beta}}\right)+\operatorname{Var}\left(\varepsilon_{i}\right)} \approx \frac{\operatorname{Var}\left(\mathbf{x}_{i}^{\top} \boldsymbol{\beta}\right)}{\operatorname{Var}\left(\mathbf{x}_{i}^{\top} \boldsymbol{\beta}\right)+\operatorname{Var}\left(\varepsilon_{i}\right)}=\frac{\eta_{0}^{2}}{\eta_{0}^{2}+1}
$$

Thus, it becomes a substantive question of whether or not this class of models can accurately describe interesting aspects of GWAS.

It is worth re-emphasizing that the analysis in this section is primarily unconditional, averaging over the distribution of $X$ and $\boldsymbol{\beta}$. The unconditional approach is convenient mathematically, because we can leverage distributional assumptions on $X$ and $\boldsymbol{\beta}$, such as exchangeability. On the other hand, a conditional analysis (more similar to what is found elsewhere in Section 4) often seems more natural in applications like GWAS. Indeed, the predictors $X$ are observed, so it makes sense to condition on them; additionally, each parameter value $\beta_{j}$ corresponds to the effect of a presumably well-defined predictor (e.g., SNP), so even averaging over the $\beta_{j}$ may seem arguable. If one takes the conditional perspective, then it is less clear how to interpret exchangeability assumptions on $X, \boldsymbol{\beta}$ and, more generally, the results in this section. One approach to resolving these issues, which could be a topic for future research, involves converting the unconditional results in this section into conditional results, by replacing assumptions on the distribution of ( $X, \boldsymbol{\beta}$ ) (e.g., exchangeability) with corresponding assumptions on their actual value.
4.5. Normal approximation. In this section, we shift our attention back to the independent random-effects model (5)-(6) and give a normal approximation result for $\hat{\boldsymbol{\theta}}$ (Proposition 4 below). One consequence of Proposition 4 is that under conditions similar to those described after Proposition $1, n^{1 / 2}\left(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}\right)$ is asymptotically normal, when $p / n \rightarrow \rho \in[0, \infty)$. As with consistency (discussed in Section 4.2), asymptotic normality of $\hat{\boldsymbol{\theta}}$ has been studied previously in similar settings [Jiang (1996)]. However, the main significance of Theorem 4 is its flexible finite-sample nature, which makes it an easy-to-use tool for applications.

To derive Theorem 4, we again follow the standard strategy for parametric $M$-estimators. First, we introduce the score function:

$$
\begin{aligned}
S(\boldsymbol{\theta})=\frac{\partial}{\partial \boldsymbol{\theta}} \ell(\boldsymbol{\theta})= & {\left[\begin{array}{c}
\frac{1}{2 \sigma^{4} n} \mathbf{y}^{\top}\left(\frac{\eta^{2}}{p} X X^{\top}+I\right)^{-1} \mathbf{y} \\
\frac{1}{2 \sigma^{2} n} \mathbf{y}^{\top}\left(\frac{1}{p} X X^{\top}\right)\left(\frac{\eta^{2}}{p} X X^{\top}+I\right)^{-2} \mathbf{y}
\end{array}\right] } \\
& -\left[\begin{array}{c}
\frac{1}{2 \sigma^{2}} \\
\frac{1}{2 n} \operatorname{tr}\left\{\left(\frac{1}{p} X X^{\top}\right)\left(\frac{\eta^{2}}{p} X X^{\top}+I\right)^{-1}\right\}
\end{array}\right] .
\end{aligned}
$$

Then $S(\hat{\boldsymbol{\theta}})=0$, provided $\hat{\eta}^{2}>0$. The main idea of the proof is to Taylor expand the score function about $\boldsymbol{\theta}_{0}$ so that

$$
\begin{equation*}
0=S(\hat{\boldsymbol{\theta}})=S\left(\boldsymbol{\theta}_{0}\right)+J\left(\boldsymbol{\theta}_{0}\right)\left(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}\right)+\mathbf{r} \tag{20}
\end{equation*}
$$

where $J(\boldsymbol{\theta})=\frac{\partial}{\partial \boldsymbol{\theta}} S(\boldsymbol{\theta})$ and $\mathbf{r}$ is a remainder term. Theorem 4 follows by solving for $\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}$ above, then using three key intermediate results: (i) $S\left(\boldsymbol{\theta}_{0}\right)$ is approximately
normal, (ii) $J\left(\boldsymbol{\theta}_{0}\right) \approx J_{0}\left(\boldsymbol{\theta}_{0}\right)$, where

$$
\begin{equation*}
J_{0}(\boldsymbol{\theta})=\mathbb{E}\{J(\boldsymbol{\theta})\}=\mathbb{E}\left\{\frac{\partial}{\partial \boldsymbol{\theta}} S(\boldsymbol{\theta})\right\} \tag{21}
\end{equation*}
$$

and (iii) the remainder term $\mathbf{r}$ is small. Approximate normality of $S\left(\boldsymbol{\theta}_{0}\right)$ follows from Theorem 2 in this paper. The approximation $J\left(\boldsymbol{\theta}_{0}\right) \approx J_{0}\left(\boldsymbol{\theta}_{0}\right)$ and the fact that $\mathbf{r}$ is small follow from concentration properties of quadratic forms.

Proposition 4. Assume that the linear random-effects model (5)-(6) holds and that $\beta_{1}, \ldots, \beta_{p}, \varepsilon_{1}, \ldots, \varepsilon_{n}$ are independent random variables satisfying (8). Define

$$
\begin{equation*}
v\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)=\frac{\left(\sigma_{0}^{2}+1\right)^{9}\left(\eta_{0}^{2}+1\right)^{16}\left(\lambda_{1}+1\right)^{24}}{\sigma_{0}^{6} \eta_{0}^{2}} \cdot \frac{\{\mathfrak{v}(\Lambda)+1\}^{3}}{\mathfrak{v}(\Lambda)^{3}} \tag{22}
\end{equation*}
$$

let $f \in \mathcal{C}_{b}^{3}\left(\mathbb{R}^{2}\right)$, and let $\mathbf{z}_{2} \sim N(0, I)$ be a two-dimensional standard normal random vector. Finally, let $J_{0}\left(\boldsymbol{\theta}_{0}\right)$ be as in (21), define $\mathcal{I}\left(\boldsymbol{\theta}_{0}\right)=\operatorname{Var}\left\{S\left(\boldsymbol{\theta}_{0}\right) \mid X\right\}$, and define

$$
\begin{equation*}
\Psi=J_{0}\left(\boldsymbol{\theta}_{0}\right)^{-1} \mathcal{I}\left(\boldsymbol{\theta}_{0}\right) J_{0}\left(\boldsymbol{\theta}_{0}\right)^{-1} \tag{23}
\end{equation*}
$$

There is an absolute constant $0<C<\infty$ such that

$$
\begin{align*}
\mid \mathbb{E}[f\{ & \left.\left\{\sqrt{n}\left(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}\right)\right\} \mid X\right]-\mathbb{E}\left\{f\left(\Psi^{1 / 2} \mathbf{z}_{2}\right) \mid X\right\} \mid \\
\leq & C(\gamma+1)^{8} v\left(\sigma_{0}^{2}, \eta_{0}^{2} \Lambda\right)\left\{\prod_{k=1}^{3}\left(1+|f|_{k}\right)\right\} \cdot \frac{p+n}{n} \cdot \frac{\log (n)^{2}}{n^{1 / 2}}  \tag{24}\\
& +2|f|_{0} \mathbb{P}\left\{\left.\left\|\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}\right\|>\frac{\sigma_{0}^{2} \log (n)}{2 \sqrt{n}} \right\rvert\, X\right\} .
\end{align*}
$$

A detailed proof of Proposition 4 may be found in Section S3 of the supplement. The quantity $\nu\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)$ in (24) is potentially extremely large, and plays a role similar to $\kappa\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)$ in Propositions $1-2$. As with the previous propositions, despite the potential magnitude of $v\left(\sigma_{0}^{2}, \eta_{0}^{2}, \Lambda\right)$, the asymptotic implications of Proposition 4 are very reasonable. Indeed, assume that the conditions of the proposition hold. If, additionally, $\sigma_{0}^{2}, \eta_{0}^{2}, \lambda_{1}, \ldots, \lambda_{n}, \mathfrak{v}(\Lambda)$ are contained in a compact subset of $(0, \infty)$ and $p / n \rightarrow \rho \in[0, \infty)$, then it is clear that the first term on the right-hand side of (24) converges to 0 . Moreover, Theorem 1 implies that the second term on the right-hand side of (24) converges to 0 , as long as we have the additional condition (11) when $n_{0}<n$. Thus, under the specified conditions,

$$
\begin{equation*}
\left|\mathbb{E}\left[f\left\{\sqrt{n}\left(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}\right)\right\} \mid X\right]-\mathbb{E}\left\{f\left(\Psi^{1 / 2} \mathbf{z}\right) \mid X\right\}\right| \rightarrow 0 \tag{25}
\end{equation*}
$$

for all $f \in \mathcal{C}_{b}^{3}\left(\mathbb{R}^{2}\right)$. This is an asymptotic normality result for $\sqrt{n}\left(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}\right)$. One apparent limitation of (25) is that it only applies for $f \in \mathcal{C}_{b}^{3}\left(\mathbb{R}^{2}\right)$. However, standard arguments [e.g., Section 3 of Reinert and Röllin (2009)] imply
that (25) is valid for broader classes of nonsmooth functions $f$, including indicator functions for measurable convex subsets of $\mathbb{R}^{2}$; thus, we may conclude that $\sqrt{n} \Psi^{-1 / 2}\left(\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}_{0}\right) \rightsquigarrow N(0, I)$ in distribution, where $\Psi$ is defined in (23). We note additionally that if $\boldsymbol{\beta}$ and $\boldsymbol{\varepsilon}$ are Gaussian, then $\Psi=\mathcal{I}\left(\boldsymbol{\theta}_{0}\right)^{-1}=\mathcal{I}_{N}\left(\boldsymbol{\theta}_{0}\right)^{-1}$, where $\mathcal{I}_{N}\left(\boldsymbol{\theta}_{0}\right)=\left(\iota_{i j}\left(\boldsymbol{\theta}_{0}\right)\right)_{i, j=1,2}$ is the Gaussian Fisher information matrix for $\boldsymbol{\theta}_{0}$ and

$$
\iota_{k l}\left(\boldsymbol{\theta}_{0}\right)=\frac{1}{2 \sigma_{0}^{2(4-k-l)} n} \operatorname{tr}\left\{\left(\frac{1}{p} X X^{\top}\right)^{k+l-2}\left(\frac{\eta_{0}^{2}}{p} X X^{\top}+I\right)^{2-k-l}\right\}
$$

$k, l=1,2$. Moreover, standard likelihood theory [e.g., Chapter 6 of Lehmann and Casella (1998)] implies that $\hat{\boldsymbol{\theta}}$ is asymptotically efficient in the Gaussian randomeffects model.
5. Discussion. We have presented new uniform concentration and normal approximation bounds for quadratic forms, and described some applications to variance components estimation in linear random-effects models. We expect that the general results for quadratic forms, found in Section 3, will be useful in a range of other applications, such as variance components estimation in nonstandard random- and fixed-effects linear models, which arise in genomics and other applications [Jiang et al. (2016); Dicker and Erdogdu (2016a)]; hypothesis testing for variance components parameters in high-dimensional models; and other hypothesis testing problems, where the test statistics involve quadratic forms in many random variables. As discussed in Sections 3.2 and 4, many of the bounds in the paper can be improved, at the expense of introducing some additional complexity into the results. Furthermore, all of our results require sub-Gaussian random variables. It may be of interest to sharpen the results in the paper and extend them to allow for heavier-tailed random variables with sufficiently many moments.

## APPENDIX A: PROOF OF THEOREM 1

The proof begins with a chaining construction. Fix a positive integer $M$ and define a regular grid on $[0, R]^{K}$ with $\left(2^{M}+1\right)^{K}$ points, $\mathcal{U}_{M}^{K}=\mathcal{U}_{M} \times \cdots \times \mathcal{U}_{M}$, where $\mathcal{U}_{M}=\left\{i 2^{-M} R\right\}_{i=0}^{2^{M}} \subseteq[0, R] \subseteq \mathbb{R}$. For each $\mathbf{u}=\left(u_{1}, \ldots, u_{K}\right)^{\top} \in[0, R]^{K}$ and $j=1, \ldots, M$ define $\dot{\mathbf{u}}_{j}=\left(\dot{u}_{1 j}, \ldots, \dot{u}_{K j}\right)^{\top}$ where $\dot{u}_{i j}$ is the smallest point in $\mathcal{U}_{M}$ that is at least as large as $u_{i}$; additionally, define $\dot{u}_{0}=0$.

Next, consider the decomposition $\zeta^{\top} Q(\mathbf{u}) \zeta-\mathbb{E}\left\{\zeta^{\top} Q(\mathbf{u}) \zeta\right\}=\Delta_{1}(\mathbf{u})+$ $\Delta_{2}(\mathbf{u})+\Delta_{3}(\mathbf{u})$, where

$$
\begin{aligned}
& \Delta_{1}(\mathbf{u})=\zeta^{\top}\left\{Q(\mathbf{u})-Q\left(\dot{\mathbf{u}}_{M}\right)\right\} \zeta-\mathbb{E}\left[\zeta^{\top}\left\{Q(\mathbf{u})-Q\left(\dot{\mathbf{u}}_{M}\right)\right\} \zeta\right] \\
& \Delta_{2}(\mathbf{u})=\zeta^{\top} Q\left(\dot{\mathbf{u}}_{0}\right) \zeta-\mathbb{E}\left\{\zeta^{\top} Q\left(\dot{\mathbf{u}}_{0}\right) \zeta\right\}, \\
& \Delta_{3}(\mathbf{u})=\sum_{j=1}^{M} \zeta^{\top}\left\{Q\left(\dot{\mathbf{u}}_{j}\right)-Q\left(\dot{\mathbf{u}}_{j-1}\right)\right\} \zeta-\sum_{j=1}^{M} \mathbb{E}\left[\zeta^{\top}\left\{Q\left(\dot{\mathbf{u}}_{j}\right)-Q\left(\dot{\mathbf{u}}_{j-1}\right)\right\} \zeta\right] .
\end{aligned}
$$

Let $r_{1}, r_{2}, r_{3}>0$ satisfy $r_{1}+r_{2}+r_{3}=r$. Then

$$
\begin{align*}
& \mathbb{P}\left[\sup _{\mathbf{u} \in[0, R]^{K}}\left|\zeta^{\top} Q(\mathbf{u}) \zeta-\mathbb{E}\left\{\zeta^{\top} Q(\mathbf{u}) \zeta\right\}\right|>r\right]  \tag{26}\\
& \quad \leq \sum_{i=1}^{3} \mathbb{P}\left\{\sup _{\mathbf{u} \in[0, R]^{K}}\left|\Delta_{i}(\mathbf{u})\right|>r_{l}\right\}
\end{align*}
$$

To prove the theorem, we bound each term on the right-hand side of (26).
To bound the term in (26) involving $\Delta_{1}(\mathbf{u})$, observe that

$$
\begin{aligned}
\left|\Delta_{1}(\mathbf{u})\right| & \leq\|\zeta\|^{2}\left\|Q(\mathbf{u})-Q\left(\dot{\mathbf{u}}_{M}\right)\right\|+\left|\operatorname{tr}\left[\mathbb{E}\left(\zeta \zeta^{\top}\right)\left\{Q(\mathbf{u})-Q\left(\dot{\mathbf{u}}_{M}\right)\right\}\right]\right| \\
& \leq L\left\|\mathbf{u}-\dot{\mathbf{u}}_{M}\right\|\left\|V^{\top} V\right\|\left\{\|\zeta\|^{2}+\sum_{i=1}^{d} \mathbb{E}\left(\zeta_{i}^{2}\right)\right\} \\
& \leq K^{1 / 2} L R 2^{-M}\left\|V^{\top} V\right\|\left(\|\zeta\|^{2}+4 d \gamma^{2}\right)
\end{aligned}
$$

where the second inequality follows from Von Neumann's trace inequality and the last inequality follows from (2). It follows that

$$
\begin{align*}
\mathbb{P}\left\{\sup _{\mathbf{u} \in[0, R]^{K}}\left|\Delta_{1}(\mathbf{u})\right|>r_{1}\right\} & \leq \mathbb{P}\left\{\frac{K^{1 / 2} L R}{2^{M} r_{1}}\left\|V^{\top} V\right\|\left(\|\zeta\|^{2}+4 d \gamma^{2}\right)>1\right\} \\
& \leq \frac{K^{1 / 2} L R}{2^{M} r_{1}}\left\|V^{\top} V\right\| \mathbb{E}\left(\|\zeta\|^{2}+4 d \gamma^{2}\right)  \tag{27}\\
& \leq \frac{8 K^{1 / 2} L R d \gamma^{2}}{2^{M} r_{1}}\left\|V^{\top} V\right\|
\end{align*}
$$

To bound the term in (26) that depends on $\Delta_{2}(\mathbf{u})$, we use the Hanson-Wright inequality [Theorem 1.1 of Rudelson and Vershynin (2013)], which implies that there is an absolute constant $c>0$, such that

$$
\begin{align*}
& \mathbb{P}\left\{\sup _{\mathbf{u} \in[0, R]^{K}}\left|\Delta_{2}(\mathbf{u})\right|>r_{2}\right\} \\
& \quad=\mathbb{P}\left[\left|\zeta^{\top} Q(0) \zeta-\mathbb{E}\left\{\zeta^{\top} Q(0) \zeta\right\}\right|>r_{2}\right] \\
& \quad \leq 2 \exp \left[-c \min \left\{\frac{r_{2}^{2}}{\gamma^{4}\|Q(0)\|_{\mathrm{HS}}^{2}}, \frac{r_{2}}{\gamma^{2}\|Q(0)\|}\right\}\right]  \tag{28}\\
& \quad \leq 2 \exp \left[-c \min \left\{\frac{r_{2}^{2}}{\gamma^{4}\left\|V^{\top} V\right\|^{2}\|T(0)\|_{\mathrm{HS}}^{2}}, \frac{r_{2}}{\gamma^{2}\left\|V^{\top} V\right\|\|T(0)\|}\right\}\right]
\end{align*}
$$

(specifically, the first inequality above follows from the Hanson-Wright inequality; the second inequality follows from basic bounds on matrix norms).

Finally, we bound the term in involving $\Delta_{3}(\mathbf{u})$ in (26). Let $s_{1}, \ldots, s_{K} \geq 0$ satisfy $s_{1}+\cdots+s_{K}=1$. Then

$$
\begin{aligned}
& \mathbb{P}\left\{\sup _{\mathbf{u} \in[0, R]^{K}}\left|\Delta_{3}(\mathbf{u})\right|>r_{3}\right\} \\
& \leq \\
& \leq \sum_{j=1}^{M} \mathbb{P}\left\{\sup _{\mathbf{u} \in[0, R]^{K}} \mid \zeta^{\top}\left\{Q\left(\dot{\mathbf{u}}_{j}\right)-Q\left(\dot{\mathbf{u}}_{j-1}\right)\right\} \zeta\right. \\
& \left.\quad-\mathbb{E}\left[\zeta^{\top}\left\{Q\left(\dot{\mathbf{u}}_{j}\right)-Q\left(\dot{\mathbf{u}}_{j-1}\right)\right\} \zeta\right] \mid>s_{j} r_{3}\right\} .
\end{aligned}
$$

By construction, for each $j=1, \ldots, M$ and $i=1, \ldots, K$, there is a $k=1, \ldots, 2^{J}$ such that $\dot{u}_{i j}=k 2^{-j} R$. Thus, for each $j=1, \ldots, M$ and $i=1, \ldots, K$, there are $2^{j K}$ possible pairs ( $\left.\dot{\mathbf{u}}_{j}, \dot{\mathbf{u}}_{j-1}\right)$ and it follows that

$$
\begin{aligned}
& \mathbb{P}\left\{\sup _{\mathbf{u} \in[0, R]^{K}}\left|\zeta^{\top}\left\{Q\left(\dot{\mathbf{u}}_{j}\right)-Q\left(\dot{\mathbf{u}}_{j-1}\right)\right\} \zeta-\mathbb{E}\left[\zeta^{\top}\left\{Q\left(\dot{\mathbf{u}}_{j}\right)-Q\left(\dot{\mathbf{u}}_{j-1}\right)\right\} \zeta\right]\right|>s_{j} r_{3}\right\} \\
& \leq 2^{j K} \max _{\left(\dot{\mathbf{u}}_{j}, \dot{\mathbf{u}}_{j-1}\right)} \mathbb{P}\left\{\mid \zeta^{\top}\left\{Q\left(\dot{\mathbf{u}}_{j}\right)-Q\left(\dot{\mathbf{u}}_{j-1}\right)\right\} \zeta\right. \\
&\left.-\mathbb{E}\left[\zeta^{\top}\left\{Q\left(\dot{\mathbf{u}}_{j}\right)-Q\left(\dot{\mathbf{u}}_{j-1}\right)\right\} \zeta\right] \mid>s_{k} r_{3}\right\} \\
& \leq 2^{j K+1} \max _{\left(\dot{\mathbf{u}}_{j}, \dot{\mathbf{u}}_{j-1}\right)} \exp \left[-c \min \left\{\frac{s_{j}^{2} r_{3}^{2}}{\gamma^{4}\left\|Q\left(\dot{\mathbf{u}}_{j}\right)-Q\left(\dot{\mathbf{u}}_{j-1}\right)\right\|_{\mathrm{HS}}^{2}},\right.\right. \\
&\left.\left.\frac{s_{j} r_{3}}{\gamma^{2}\left\|Q\left(\dot{\mathbf{u}}_{j}\right)-Q\left(\dot{\mathbf{u}}_{j-1}\right)\right\|}\right\}\right] \\
& \leq 2^{j K+1} \exp \left[-c \min \left\{\frac{4^{j} s_{j}^{2} r_{3}^{2}}{\gamma^{4}\left\|V^{\top} V\right\|^{2} K L^{2} R^{2} m}, \frac{2^{j} s_{j} r_{3}}{\gamma^{2}\left\|V^{\top} V\right\| K^{1 / 2} L R}\right\}\right],
\end{aligned}
$$

where we have used the Hanson-Wright inequality again in the third line above. We conclude that

$$
\begin{aligned}
& \mathbb{P}\left\{\sup _{\mathbf{u} \in[0, R]^{K}}\left|\Delta_{3}(\mathbf{u})\right|>r_{3}\right\} \\
& \quad \leq \sum_{j=1}^{M} 2^{j K+1} \exp \left[-c \min \left\{\frac{4^{j} s_{j}^{2} r_{3}^{2}}{\gamma^{4}\left\|V^{\top} V\right\|^{2} K L^{2} R^{2} m}, \frac{2^{j} s_{j} r_{3}}{\gamma^{2}\left\|V^{\top} V\right\| K^{1 / 2} L R}\right\}\right]
\end{aligned}
$$

Now take $s_{j}=(1 / 3) \cdot(3 / 4)^{j}$, for $j=1, \ldots, M-1$, and $s_{M}=1-\left(s_{1}+\cdots+\right.$ $\left.s_{M-1}\right)>(1 / 3) \cdot(3 / 4)^{M}$. Then

$$
\begin{aligned}
& \mathbb{P}\left\{\sup _{\mathbf{u} \in[0, R]^{K}}\left|\Delta_{3}(\mathbf{u})\right|>r_{3}\right\} \\
& \quad \leq \sum_{j=1}^{M} 2^{j K+1} \exp \left[-c \min \left\{\frac{(9 / 4)^{j} r_{3}^{2}}{9 \gamma^{4}\left\|V^{\top} V\right\|^{2} K L^{2} R^{2} m}, \frac{(3 / 2)^{j} r_{3}}{3 \gamma^{2}\left\|V^{\top} V\right\| K^{1 / 2} L R}\right\}\right]
\end{aligned}
$$

$$
\begin{aligned}
\leq & \sum_{k=1}^{K} \exp [(j K+1) \log (2) \\
& \left.-c \min \left\{\frac{(9 / 4)^{j} r_{3}^{2}}{9 \gamma^{4}\left\|V^{\top} V\right\|^{2} K L^{2} R^{2} m}, \frac{(3 / 2)^{j} r_{3}}{3 \gamma^{2}\left\|V^{\top} V\right\| K^{1 / 2} L R}\right\}\right]
\end{aligned}
$$

If

$$
\begin{equation*}
\frac{r_{3}^{2}}{\gamma^{4}\left\|V^{\top} V\right\|^{2} K L^{2} R^{2} m} \geq \frac{225 K^{2}}{\min \left\{c, c^{2}\right\}} \tag{29}
\end{equation*}
$$

then

$$
\begin{aligned}
& (j K+1) \log (2)-c \min \left\{\frac{(9 / 4)^{j} r_{3}^{2}}{9 \gamma^{4}\left\|V^{\top} V\right\|^{2} K L^{2} R^{2} m}, \frac{(3 / 2)^{j} r_{3}}{3 \gamma^{2}\left\|V^{\top} V\right\| K^{1 / 2} L R}\right\} \\
& \quad \leq-j \log (2)-c \min \left\{\frac{r_{3}^{2}}{9 \gamma^{4}\left\|V^{\top} V\right\|^{2} K L^{2} R^{2} m}, \frac{r_{3}}{3 \gamma^{2}\left\|V^{\top} V\right\| K^{1 / 2} L R}\right\}
\end{aligned}
$$

Hence, if (29) holds,

$$
\begin{align*}
& \mathbb{P}\left\{\sup _{\mathbf{u} \in[0, R]^{K}}\left|\Delta_{3}(\mathbf{u})\right|>r_{3}\right\}  \tag{30}\\
& \quad \leq \exp \left[-c \min \left\{\frac{r_{3}^{2}}{9 \gamma^{4}\left\|V^{\top} V\right\|^{2} K L^{2} R^{2} m}, \frac{r_{3}}{3 \gamma^{2}\left\|V^{\top} V\right\| K^{1 / 2} L R}\right\}\right]
\end{align*}
$$

To complete the proof, we combine (26)-(28) and (30), and let $K \rightarrow \infty$, to obtain

$$
\begin{aligned}
& \mathbb{P}\left[\sup _{\mathbf{u} \in[0, R]^{K}}\left|\zeta^{\top} Q(\mathbf{u}) \zeta-\mathbb{E}\left\{\zeta^{\top} Q(\mathbf{u}) \zeta\right\}\right|>r\right] \\
& \quad \leq \\
& \quad 2 \exp \left[-c \min \left\{\frac{r_{2}^{2}}{\gamma^{4}\left\|V^{\top} V\right\|^{2}\|T(0)\|_{\mathrm{HS}}^{2}}, \frac{r_{2}}{\gamma^{2}\left\|V^{\top} V\right\|\|T(0)\|}\right\}\right] \\
& \quad+\exp \left[-c \min \left\{\frac{r_{3}^{2}}{9 \gamma^{4}\left\|V^{\top} V\right\|^{2} K L^{2} R^{2} m}, \frac{r_{3}}{3 \gamma^{2}\left\|V^{\top} V\right\| K^{1 / 2} L R}\right\}\right]
\end{aligned}
$$

whenever (29) holds. The theorem follows by taking, say, $r_{1}=r_{2}=r_{3}=r / 3$.

## APPENDIX B: PROOF OF THEOREM 2

We follow the proof of Theorem 2.1 in Reinert and Röllin (2009), and use Stein's method with exchangeable pairs. Let $f: \mathbb{R}^{2 K} \rightarrow \mathbb{R}$ be a three-times differentiable function. By Lemma 2.6 in Reinert and Röllin (2009), there is a 3-times differentiable function $g: \mathbb{R}^{2 K} \rightarrow \mathbb{R}$ satisfying the Stein identity

$$
\begin{equation*}
\mathbb{E}\{f(\mathbf{w})\}-\mathbb{E}\left\{f\left(V^{1 / 2} \mathbf{w}\right)\right\}=\mathbb{E}\left\{\nabla^{\top} V \nabla g(\mathbf{w})-\mathbf{w}^{\top} \nabla g(\mathbf{w})\right\} \tag{31}
\end{equation*}
$$

and $\left|\frac{\partial^{k} g(\mathbf{x})}{\prod_{j=1}^{k} \partial x_{i_{j}}}\right| \leq \frac{1}{k}\left|\frac{\partial^{k} f(\mathbf{x})}{\prod_{j=1}^{k} \partial x_{i_{j}}}\right|$ for all $\mathbf{x}=\left(x_{1}, \ldots, x_{2 K}\right)^{\top} \in \mathbb{R}^{2 K}, k=1,2,3$, and $i_{j} \in\{1, \ldots, 2 K\}$. To prove the theorem, we bound

$$
\begin{equation*}
S=\mathbb{E}\left\{\nabla^{\top} V \nabla g(\mathbf{w})-\mathbf{w}^{\top} \nabla g(\mathbf{w})\right\} \tag{32}
\end{equation*}
$$

Next, we use exchangeability. Let $\zeta^{\prime}=\left(\zeta_{1}^{\prime}, \ldots, \zeta_{d}^{\prime}\right)^{\top}$ be an independent copy of $\zeta$, and let $\underline{i} \in\{1, \ldots, d\}$ be an independent and uniformly distributed random index. Define the vector $\mathbf{w}^{\prime} \in \mathbb{R}^{2 K}$ exactly as we defined $\mathbf{w}$, except that $\zeta_{\underline{i}}$ is replaced with $\zeta_{i}^{\prime}$ throughout. More precisely, let $\mathbf{e}_{i} \in \mathbb{R}^{d}$ be the $i$ th standard basis vector in $\mathbb{R}^{d}$ and define

$$
\begin{align*}
w_{k}^{\prime} & =\left\{\zeta+\left(\zeta_{\underline{i}}^{\prime}-\zeta_{\underline{i}}\right) \mathbf{e}_{\underline{i}}\right\}^{\top} Q_{k}\left\{\zeta+\left(\zeta_{\underline{i}}^{\prime}-\zeta_{\underline{i}}\right) \mathbf{e}_{\underline{i}}\right\}  \tag{33}\\
& =w_{k}+2\left(\zeta_{\underline{i}}^{\prime}-\zeta_{\underline{i}}\right) \mathbf{e}_{\underline{i}}^{\top} Q_{k} \zeta+\mathbf{e}_{\underline{i}}^{\top} Q_{k} \mathbf{e}_{\underline{i}}\left(\zeta_{\underline{i}}^{\prime}-\zeta_{i}\right)^{2}, \\
\breve{w}_{k}^{\prime} & =\left\{\zeta+\left(\zeta_{\underline{i}}^{\prime}-\zeta_{\underline{i}}\right) \mathbf{e}_{\underline{i}}\right\}^{\top} \check{Q}_{k}\left\{\zeta+\left(\zeta_{\underline{i}}^{\prime}-\zeta_{\underline{i}}\right) \mathbf{e}_{\underline{i}}\right\}-\operatorname{tr}\left(Q_{k}\right)  \tag{34}\\
& =\breve{w}_{k}+\mathbf{e}_{\underline{i}}^{\top} Q_{k} \mathbf{e}_{\underline{i}}\left\{\left(\zeta_{\underline{i}}^{\prime}\right)^{2}-\zeta_{\underline{i}}^{2}\right\},
\end{align*}
$$

for $k=1, \ldots, K$. Then $\mathbf{w}^{\prime}=\left(w_{1}^{\prime}, \check{w}_{1}^{\prime}, \ldots, w_{K}^{\prime}, \breve{w}_{K}^{\prime}\right)^{\top} \in \mathbb{R}^{2 K}$.
Let us compute $\mathbb{E}\left(w_{k}^{\prime}-w_{k} \mid \zeta\right)$ and $\mathbb{E}\left(\check{w}_{k}^{\prime}-\check{w}_{k} \mid \zeta\right)$. By (33)-(34),

$$
\begin{aligned}
\mathbb{E}\left(w_{k}^{\prime}-w_{k} \mid \zeta\right) & =\mathbb{E}\left\{2\left(\zeta_{\underline{i}}^{\prime}-\zeta_{\underline{i}}\right) \sum_{j=1}^{d} q_{\underline{i} j}^{(k)} \zeta_{j}+q_{\underline{i} \underline{i}}^{(k)}\left(\zeta_{\underline{i}}^{\prime}-\zeta_{\underline{i}}\right)^{2} \mid \zeta\right\} \\
& =-\frac{2}{d} \sum_{i, j=1}^{d} q_{i j}^{(k)} \zeta_{i} \zeta_{j}+\frac{1}{d} \sum_{i=1}^{N} q_{i i}^{(k)} \zeta_{i}^{2}+\frac{1}{N} \operatorname{tr}\left(Q_{k}\right) \\
& =-\frac{2}{d} w_{k}+\frac{1}{d} \widetilde{w}_{k}
\end{aligned}
$$

and $\mathbb{E}\left(\breve{w}_{k}^{\prime}-\breve{w}_{k} \mid \zeta\right)=\mathbb{E}\left[q_{\underline{i}}^{(k)}\left\{\left(\zeta_{\underline{i}}^{\prime}\right)^{2}-\zeta_{\underline{i}}^{2}\right\} \mid \zeta\right]=-\frac{1}{d} \breve{w}_{k}$. The identity (4), which was stated in the main text, follows.

Next, we will work our way back to the Stein identity (32) and take advantage of (4). Define $G\left(\mathbf{x}^{\prime}, \mathbf{x}\right)=\frac{1}{2}\left(\mathbf{x}^{\prime}-\mathbf{x}\right)^{\top} \Lambda_{K}^{-\top}\left\{\nabla g\left(\mathbf{x}^{\prime}\right)+\nabla g(\mathbf{x})\right\}$, for $\mathbf{x}, \mathbf{x}^{\prime} \in \mathbb{R}^{2 K}$. By exchangeability, $\mathbb{E}\left\{G\left(\mathbf{w}^{\prime}, \mathbf{w}\right)\right\}=0$. Thus,

$$
\begin{align*}
0= & \frac{1}{2} \mathbb{E}\left[\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top}\left\{\nabla g\left(\mathbf{w}^{\prime}\right)+\nabla g(\mathbf{w})\right\}\right] \\
= & \mathbb{E}\left\{\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top} \nabla g(\mathbf{w})\right\}  \tag{35}\\
& +\frac{1}{2} \mathbb{E}\left[\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top}\left\{\nabla g\left(\mathbf{w}^{\prime}\right)-\nabla g(\mathbf{w})\right\}\right] \\
= & -\mathbb{E}\left\{\mathbf{w}^{\top} \nabla g(\mathbf{w})\right\}+\frac{1}{2} \mathbb{E}\left[\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top}\left\{\nabla g\left(\mathbf{w}^{\prime}\right)-\nabla g(\mathbf{w})\right\}\right]
\end{align*}
$$

where we used (4) in the last step. Now we Taylor expand and use some other basic manipulations to get a direct connection between (32) and (35). Indeed, by Taylor's theorem,

$$
\begin{aligned}
\left(\mathbf{w}^{\prime}-\right. & \mathbf{w})^{\top} \Lambda_{K}^{-\top}\left\{\nabla g\left(\mathbf{w}^{\prime}\right)-\nabla g(\mathbf{w})\right\} \\
& =\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top} \nabla^{2} g(\mathbf{w})\left(\mathbf{w}^{\prime}-\mathbf{w}\right)+\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top} \mathbf{r}^{(2)} \\
& =\operatorname{tr}\left[\left(\mathbf{w}^{\prime}-\mathbf{w}\right)\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top} \nabla^{2} g(\mathbf{w})\right]+\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top} \mathbf{r}^{(2)},
\end{aligned}
$$

where $\mathbf{r}^{(2)}=\left(r_{1}^{(2)}, \ldots, r_{2 K}^{(2)}\right)^{\top}, r_{k}^{(2)}=\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} R_{k}^{(2)}\left(\mathbf{w}^{\prime}-\mathbf{w}\right)$, and each $R_{k}^{(2)}=$ $\left(R_{i j k}^{(2)}\right)$ is a $2 K \times 2 K$ matrix with $\left|R_{i j k}^{(2)}\right| \leq(1 / 2)|f|_{3}$. Thus, by (35),

$$
\begin{align*}
\mathbb{E}\left\{\mathbf{w}^{\top} \nabla g(\mathbf{w})\right\}= & \frac{1}{2} \mathbb{E} \operatorname{tr}\left[\left(\mathbf{w}^{\prime}-\mathbf{w}\right)\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top} \nabla^{2} g(\mathbf{w})\right]  \tag{36}\\
& +\frac{1}{2} \mathbb{E}\left\{\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top} \mathbf{r}^{(2)}\right\}
\end{align*}
$$

Since

$$
\begin{align*}
\mathbb{E}\left\{\left(\mathbf{w}^{\prime}-\mathbf{w}\right)\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top}\right\} & =2 \mathbb{E}\left\{\mathbf{w}\left(\mathbf{w}-\mathbf{w}^{\prime}\right)^{\top}\right\} \\
& =2 \mathbb{E}\left(\mathbf{w} \mathbf{w}^{\top} \Lambda_{K}^{\top}\right)=2 V \Lambda_{K}^{\top} \tag{37}
\end{align*}
$$

it follows that

$$
\begin{align*}
\mathbb{E}\left\{\nabla^{\top} V \nabla g(\mathbf{w})\right\} & =\frac{1}{2} \mathbb{E}\left[\nabla^{\top} \mathbb{E}\left\{\left(\mathbf{w}^{\prime}-\mathbf{w}\right)\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top}\right\} \Lambda_{K}^{-\top} \nabla g(\mathbf{w})\right]  \tag{38}\\
& =\frac{1}{2} \mathbb{E} \operatorname{tr}\left[\mathbb{E}\left\{\left(\mathbf{w}^{\prime}-\mathbf{w}\right)\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top}\right\} \Lambda_{K}^{-\top} \nabla^{2} g(\mathbf{w})\right] .
\end{align*}
$$

Combining (32) with (36) and (38) yields

$$
\begin{aligned}
S= & \mathbb{E}\left\{\nabla^{\top} V \nabla g(\mathbf{w})-\mathbf{w}^{\top} \nabla g(\mathbf{w})\right\} \\
= & \frac{1}{2} \mathbb{E} \operatorname{tr}\left[\mathbb{E}\left\{\left(\mathbf{w}^{\prime}-\mathbf{w}\right)\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top}\right\} \Lambda_{K}^{-\top} \nabla^{2} g(\mathbf{w})\right] \\
& -\frac{1}{2} \mathbb{E} \operatorname{tr}\left\{\left(\mathbf{w}^{\prime}-\mathbf{w}\right)\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top} \nabla^{2} g(\mathbf{w})\right\} \\
& -\frac{1}{2} \mathbb{E}\left\{\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top} \mathbf{r}^{(2)}\right\} \\
= & \frac{1}{2} S_{1}+\frac{1}{2} S_{2},
\end{aligned}
$$

where $S_{1}=-(1 / 2) \mathbb{E} \operatorname{tr}\left\{T \Lambda_{K}^{-\top} \nabla^{2} g(\mathbf{w})\right\}, S_{2}=-(1 / 2) \mathbb{E}\left\{\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \Lambda_{K}^{-\top} \mathbf{r}^{(2)}\right\}$, and $T=\mathbb{E}\left\{\left(\mathbf{w}^{\prime}-\mathbf{w}\right)\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top} \mid \zeta\right\}-\mathbb{E}\left\{\left(\mathbf{w}^{\prime}-\mathbf{w}\right)\left(\mathbf{w}^{\prime}-\mathbf{w}\right)^{\top}\right\}$. Thus, in order to bound $S$ it suffices to bound $S_{1}, S_{2}$.

First, we work with $S_{1}$. Notice that

$$
\begin{aligned}
\left|\mathbb{E} \operatorname{tr}\left\{T \Lambda_{K}^{-\top} \nabla^{2} g(\mathbf{w})\right\}\right| & \leq \frac{|f|_{2}}{2}\left\|\Lambda_{K}^{-\top}\right\|_{\mathrm{HS}} \mathbb{E}\left(\|T\|_{\mathrm{HS}}\right) \\
& =\frac{|f|_{2} K^{1 / 2}}{2} \operatorname{tr}\left\{\left(\Lambda_{1}^{\top} \Lambda_{1}\right)^{-1}\right\}^{1 / 2} \mathbb{E}\left(\|T\|_{\mathrm{HS}}\right) \\
& \leq \frac{3}{5} K^{1 / 2} d|f|_{2} \mathbb{E}\left(\|T\|_{\mathrm{HS}}\right)
\end{aligned}
$$

where we have used the fact that $\operatorname{tr}\left(\left(\Lambda_{1}^{\top} \Lambda_{1}\right)^{-1}=(3 / 2) d^{2}\right.$. Thus,

$$
\begin{equation*}
\left|S_{1}\right| \leq \frac{3}{10} K^{1 / 2} d|f|_{2} \mathbb{E}\left(\|T\|_{\mathrm{HS}}\right) \tag{40}
\end{equation*}
$$

It requires a bit more work to bound $\mathbb{E}\left(\|T\|_{\mathrm{HS}}\right)$ in (40).
The matrix $T$ can be written as

$$
T=\left[\begin{array}{cccc}
T_{11} & T_{12} & \cdots & T_{1 K} \\
T_{21} & T_{22} & \cdots & T_{2 K} \\
\vdots & \vdots & \ddots & \vdots \\
T_{K 1} & T_{K 2} & \cdots & T_{K K}
\end{array}\right] \quad \text { where } T_{k l}=\left[\begin{array}{cc}
t_{11}^{k l} & t_{12}^{k l} \\
t_{21}^{k l} & t_{22}^{k l}
\end{array}\right]
$$

and

$$
\begin{align*}
t_{11}^{k l} & =\mathbb{E}\left\{\left(w_{k}^{\prime}-w_{k}\right)\left(w_{l}^{\prime}-w_{l}\right) \mid \zeta\right\}-\mathbb{E}\left\{\left(w_{k}^{\prime}-w_{k}\right)\left(w_{l}^{\prime}-w_{l}\right)\right\},  \tag{41}\\
t_{12}^{k l} & =\mathbb{E}\left\{\left(w_{k}^{\prime}-w_{k}\right)\left(\breve{w}_{l}^{\prime}-\breve{w}_{l}\right) \mid \zeta\right\}-\mathbb{E}\left\{\left(w_{k}^{\prime}-w_{k}\right)\left(\breve{w}_{l}^{\prime}-\breve{w}_{l}\right)\right\},  \tag{42}\\
t_{21}^{k l} & =\mathbb{E}\left\{\left(\breve{w}_{k}^{\prime}-\breve{w}_{k}\right)\left(w_{l}^{\prime}-w_{l}\right) \mid \zeta\right\}-\mathbb{E}\left\{\left(\breve{w}_{k}^{\prime}-\breve{w}_{k}\right)\left(w_{l}^{\prime}-w_{l}\right)\right\},  \tag{43}\\
t_{22}^{k l} & =\mathbb{E}\left\{\left(\breve{w}_{k}^{\prime}-\breve{w}_{k}\right)\left(\breve{w}_{l}^{\prime}-\breve{w}_{l}\right) \mid \zeta\right\}-\mathbb{E}\left\{\left(\breve{w}_{k}^{\prime}-\breve{w}_{k}\right)\left(\breve{w}_{l}^{\prime}-\breve{w}_{l}\right)\right\} . \tag{44}
\end{align*}
$$

We conclude that $\mathbb{E}\left(\|T\|_{F}\right) \leq\left[\sum_{k, l=1}^{K} \sum_{i, j=1}^{2} \mathbb{E}\left\{\left(t_{i j}^{k l}\right)^{2}\right\}\right]^{1 / 2}$ and, furthermore, if we can control each of the terms $\mathbb{E}\left\{\left(t_{i j}^{k l}\right)^{2}\right\}$, then a bound on $\mathbb{E}\left(\|T\|_{F}\right)$ will follow. Fortunately, Lemma S2 from the supplemental article gives bounds for on these moments. Indeed, let $c(\gamma)=4096(\gamma+1)^{8}$ and $q_{\max }=\max _{k=1, \ldots, K}\|Q\|$. It follows from Lemma S2 that

$$
\begin{aligned}
\mathbb{E}\left(\|T\|_{F}\right) \leq & \frac{K q_{\max }^{2}}{d^{1 / 2}}\left[8\left\{108 c(\gamma)^{2}+763 c(\gamma)+930\right\}\right. \\
& \left.+4\left\{24 c(\gamma)^{2}+69 c(\gamma)+1\right\}+c(\gamma)+4\right]^{1 / 2} \\
\leq & \frac{K q_{\max }^{2}}{d^{1 / 2}}\{65 c(\gamma)+104\} .
\end{aligned}
$$

Combining this bound on $\mathbb{E}\left(\|T\|_{F}\right)$ with (40) yields

$$
\begin{equation*}
\left|S_{1}\right| \leq 4\{5 c(\gamma)+8\} K^{3 / 2} d^{1 / 2}|f|_{2} q_{\max }^{2} \tag{45}
\end{equation*}
$$

Next, we bound $S_{2}$. First, consider the basic inequalities

$$
\begin{align*}
\left|S_{2}\right| & \leq \frac{1}{2}\left\|\Lambda_{K}^{-\top}\right\| \mathbb{E}\left(\left\|\mathbf{w}^{\prime}-\mathbf{w}\right\|\left\|\mathbf{r}^{(2)}\right\|\right) \\
& \leq \frac{d}{4}\left\|\left[\begin{array}{ll}
1 & 0 \\
1 & 2
\end{array}\right]\right\| \mathbb{E}\left\{\left\|\mathbf{w}^{\prime}-\mathbf{w}\right\|^{3}\left(\sum_{k=1}^{2 K}\left\|R_{k}^{(2)}\right\|^{2}\right)^{1 / 2}\right\}  \tag{46}\\
& \leq \frac{5 \cdot 2^{1 / 2}}{8} K^{3 / 2} d|f|_{3} \mathbb{E}\left(\left\|\mathbf{w}^{\prime}-\mathbf{w}\right\|^{3}\right)
\end{align*}
$$

Now focus on bounding $\mathbb{E}\left(\left\|\mathbf{w}^{\prime}-\mathbf{w}\right\|^{3}\right)$. Each inequality in the following chain is elementary:

$$
\begin{aligned}
& \mathbb{E}\left(\left\|\mathbf{w}^{\prime}-\mathbf{w}\right\|^{3}\right) \\
&= \mathbb{E}\left[\left\{\sum_{k=1}^{K}\left(w_{k}^{\prime}-w_{k}\right)^{2}+\sum_{k=1}^{K}\left(\breve{w}_{k}^{\prime}-\breve{w}_{k}\right)^{2}\right\}^{3 / 2}\right] \\
&= \mathbb{E}\left[\left\{\sum_{k=1}^{K}\left(2\left(\zeta_{\underline{i}}^{\prime}-\zeta_{\underline{i}}\right) \mathbf{e}_{\underline{i}}^{\top} Q_{k} \zeta+\mathbf{e}_{\underline{i}}^{\top} Q_{k} \mathbf{e}_{I}\left(\zeta_{\underline{i}}^{\prime}-\zeta_{i}\right)^{2}\right)^{2}\right.\right. \\
&\left.\left.+\sum_{k=1}^{K}\left(\mathbf{e}_{\underline{i}}^{\top} Q_{k} \mathbf{e}_{I}\right)^{2}\left\{\left(\zeta_{\underline{i}}^{\prime}\right)^{2}-\zeta_{\underline{i}}^{2}\right\}^{2}\right\}^{3 / 2}\right] \\
& \leq 2^{3 / 2} \mathbb{E}\left[\left\{8 \sum_{k=1}^{K}\left\{\left(\zeta_{\underline{i}}^{\prime}\right)^{2}+\zeta_{\underline{i}}^{2}\right\}\left(\mathbf{e}_{I}^{\top} Q_{k} \zeta\right)^{2}+9 \sum_{k=1}^{K}\left\|Q_{k}\right\|^{2}\left\{\left(\zeta_{\underline{i}}^{\prime}\right)^{4}+\zeta_{\underline{i}}^{4}\right\}\right\}^{3 / 2}\right] \\
&= \frac{2^{3 / 2}}{d} \sum_{i=1}^{d} \mathbb{E}\left[\left\{8 \sum_{k=1}^{K}\left\{\left(\zeta_{i}^{\prime}\right)^{2}+\zeta_{i}^{2}\right\}\left(\mathbf{e}_{i}^{\top} Q_{k} \zeta\right)^{2}\right.\right. \\
&\left.\left.+9 \sum_{k=1}^{K}\left\|Q_{k}\right\|^{2}\left\{\left(\zeta_{i}^{\prime}\right)^{4}+\zeta_{i}^{4}\right\}\right\}^{3 / 2}\right] \\
& \leq \frac{150 K^{1 / 2}}{d} \sum_{i=1}^{d} \sum_{k=1}^{K} \mathbb{E}\left\{\left(\left|\zeta_{i}^{\prime}\right|^{3}+\left|\zeta_{i}\right|^{3}\right)\left|\mathbf{e}_{i}^{\top} Q_{k} \zeta\right|^{3}\right\} \\
&+\frac{300 K^{1 / 2}}{d} \sum_{i=1}^{d} \sum_{k=1}^{K}\left\|Q_{k}\right\|^{3} \mathbb{E}\left(\zeta_{i}^{6}\right) \\
& \leq \frac{300 K^{1 / 2} c(\gamma)^{1 / 2}}{d} \sum_{i=1}^{d} \sum_{k=1}^{K} \sqrt{\mathbb{E}\left\{\left(\mathbf{e}_{i}^{\top} Q_{k} \zeta\right)^{6}\right\}+300 K^{3 / 2} c(\gamma) q_{\max }^{3}}
\end{aligned}
$$

It remains to bound $\mathbb{E}\left\{\left(\mathbf{e}_{i}^{\top} Q_{k} \zeta\right)^{6}\right\}$. This is accomplished by a version of Khintchine's inequality, given in Corollary 5.12 of Vershynin (2012). It implies that there is an absolute constant $C_{1}>0$ such that $\mathbb{E}\left\{\left(\mathbf{e}_{i}^{\top} Q_{k} \zeta\right)^{6}\right\} \leq C_{1}^{2}(\gamma+$ $1)^{6}\left\{\sum_{j=1}^{d}\left(q_{i j}^{(k)}\right)^{2}\right\}^{3}$. Thus,

$$
\begin{aligned}
\mathbb{E}\left(\left\|\mathbf{w}^{\prime}-\mathbf{w}\right\|^{3}\right) \leq & \frac{300 C K^{1 / 2} c(\gamma)^{1 / 2}(\gamma+1)^{3}}{d} \sum_{k=1}^{K} \sum_{i=1}^{d}\left\{\sum_{j=1}^{d}\left(q_{i j}^{(k)}\right)^{2}\right\}^{3 / 2} \\
& +300 K^{3 / 2} c(\gamma) q_{\max }^{3} \\
\leq & 300 K^{3 / 2}\left\{C_{1} c(\gamma)^{1 / 2}(\gamma+1)^{3}+c(\gamma)\right\} q_{\max }^{3} .
\end{aligned}
$$

Combining this with (46) yields

$$
\begin{equation*}
\left|S_{2}\right| \leq 266 K^{3} q_{\max }^{3}\left\{C_{1} c(\gamma)^{1 / 2}(\gamma+1)^{3}+c(\gamma)\right\}|f|_{3} d \tag{47}
\end{equation*}
$$

Finally, combining (31)-(32), (39), (45) and (47), we obtain

$$
\left|\mathbb{E}\{f(\mathbf{w})\}-\mathbb{E}\left\{f\left(V^{1 / 2} \mathbf{z}\right)\right\}\right| \leq C(\gamma+1)^{8}\left(K^{3 / 2} d^{1 / 2}|f|_{2} q_{\max }^{2}+K^{3} d|f|_{3} q_{\max }^{3}\right)
$$

for some absolute constant $C>0$, which proves the theorem.

## SUPPLEMENTARY MATERIAL

Supplement to "Flexible results for quadratic forms with applications to variance components estimation" (DOI: 10.1214/16-AOS1456SUPP; .pdf). The supplementary document Dicker and Erdogdu (2016b) contains proofs of Propositions $1-4$, along with statements and proofs of additional auxiliary results.
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