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A FAMILY OF MINIMAX ESTIMATORS IN SOME MULTIPLE
REGRESSION PROBLEMS

By Y. TAKADA

University of Tsukuba

A family of estimators which dominate the maximum likelihood estimators
of regression coefficients is given when the dependent variable and (3 or more)
independent variables have a joint normal distribution.

1. Introduction. Let X, - - -, X, be independently normally distributed (p +
1)-dimensional random vectors with unknown mean # and unknown nonsingular
covariance matrix . :

The following partitions are used in the sequel:

(11) X=(;,) 0=(2’), i=1,2--,n
and |
a -3 7)

where Y, 7 and 4 are 1 X 1, z;, £ and B are p X 1. Then it is well known that for
a=n—p¢tand 3=T"'B,
E(Y|Z)=a+ B'Z.

The problem in this paper is to estimate the regression coefficients (a, 8) of Y;
on Z; with respect to the loss function given by Stein [4]:

(13) L((8,2); (& B))
=[{a-a) + (8 -B)&)* + (B-B)T(B~B)|/ (4 -~ BT'B).

The maximum likelihood estimators (a,,, ,éM) of (a, B) are given by
(1.4) a,=Y-B,Z, By=VU
where

U=3'_,ZY,—nZYand V = 3"_,Z,Z/ — nZZ'.

For this problem, Stein [4] first showed that the maximum likelihood estimators

are minimax but inadmissible for p > 3. Baranchik [2] proves that each member of

a family of specific estimators suggested by Stein [4] dominates the maximum
likelihood estimators (1.4).
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To facilitate the search for practical alternatives to the Stein rule described
above, a family of minimax estimators containing Stein’s is derived below.

2. A family of minimax estimators. Consider the following estimators:

@1 a=Y-82z B=fR)Ay
Here f(R?) is any measurable function of the sample multiple correlation
coefficient

(22) R?=UV~WU/T,
where
T = 2?,1),,-2 - n)72.

The invariant structure for this problem (see [2] and [4]) implies we may assume
without loss of generality that

(23) (T,4-BT'B)=(0,1,1) and B’ =(|B,0,---,0).

The main result follows from the next lemma, the proof of which is similar to
that of Lemmas 3 and 4 of [2].

LeMMA. If ¢(+) is any measurable functién on [0, ), then under the condition

2.3),

R? \,

£lo{ 25 Jut|
(2.4) 2
e e, e ”
) xrl—-p-]

and

R \s 4

o 55
(25) = () Bl WSz, D2+ D
n=3 _ (n+2k=-3)(p-1) X2z

X[ n—p-— 2 r(n —-p— 2)(}7 + 2k) }Eli¢[___x{‘p‘l ]Xi+2k},

where

h(ll Bll. m) =[20((n — 1)/2)(1 + 1B ] 7 r = 1BIP/ (1 + 1 B1P),

and x? .o is a chi-squared random variable with p + 2k degrees of freedom indepen-
dent of X%_,_,.

THEOREM. Relative to the loss function (1.3) the estimator

26 (a=Y-8ZB=(1-(R%1-R))1 - RHR?)B,)



1146 Y. TAKADA

dominates the maximum likelihood estimator (&,,, BM) if
A n>p+2,
(ii) 7(-) is nondecreasing,
(i) 0<7(-)<2(p—-2)(n—p+ )7L
ProOF. Lemma 2 of Baranchik [2] implies that the estimators (2.6) dominate

the maximum likelihood estimator (1.4) under the loss function (1.3) if they do so

under the loss function || 8 — B
Let g(R*(1 — RH™H) = 7(R¥1 — R} ")(1 — R})R 2 Then, from the above

lemma,
E[18 ~BI”] = E[Il By — BI?]

= h(|| 1l ) E oo = 1>{j +k=1)

@) x“ n—3 (n+2k—3)(p—l)}

n—p=2 (n—p-2)(p+2k)

X542k e 2k X2+zk

+ +

XE{|g| S| -2 S X2} + 4KE g ==t
Xn-p-l Xn-p—l Xn—p-l

Baranchik [1] showed in his proof of the theorem that the following inequality

holds under assumptions (ii) and (iii):

2
X X X
2 ;;*‘”‘J ) [._P'."inka + 4kg(._P‘."2_"]J <0.
1 1

n—p-— n—p— Xn-p 1

(28) E

Then the left hand side of (2.7) is bounded above by A(|| 8||, ) times

T =1/2+ k= Dak ,
k!

n=3 _ (n+2k-3)(p-1) X4 2
[1 - [n —2-2 "(n-p-2)(p +2k) }JE[g[xi-p-IH

©
ko=

(2.9)
_ Ap-1) oo I‘((n—l)/2+k—l)kk (n+2k—3) 1
C(n—p -2k k! p+2k

< El+ X,2,+2k xiz—p—l .
Xn—p—l Xp+2k

This can be simplified by noticing that E[Y(x2)] = mE[Y(xZ.,)/X2,,] for any
function y(-). The simplified version of equation (2.9) is

(2.10) Se-ot[r(n+2k—3)—(p + 2k)],
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where
p o M- T((n-1/2+k-Dk Xp+2k-2| 5
“Tn—-p—2) kI (p + 2k)(p + 2k — 2) Xy |
The upper bound (2.10) is nonpositive as shown below.
As t, = 0, equation (2.10) can be expressed as
Using the inequality

E[T(X12)+21;—4/X31—p—l)xi—p—]] < E[ T(X§+2k—2/xi—p—l)xi~—p—l]’

r*E| ¢

we get .
hoar < t2(k = 1)(p + 2k)(p + 2k —4) " (n + 2k — 5)7,
which can be applied to the first term of (2.11), giving
© 42k — 1)(p +2k)(p + 2k —4)"' = Z2_,t.(p + 2k)
=3 u(p + 2k)(p + 2k = 4)7'2 - p).

Since p > 3, each term of the above infinite series is negative which completes the
proof of the theorem.

ExampLE 1. Setting 7(-) in the theorem equal to a constant ¢ satisfying
0<c<2p—2)(n—p+ 1)~ we have the estimators obtained by Baranchik [2],

B. = (1 - c(1 — R’R7?)B,,.
ExampLE 2. Setting 7(R*(1 — R) D) =c/[1+ c(1 — RHR™? for 0<c <
2(p — 2)(n — p + 1)~!, we have a new family of estimators 8 given by

B =[R?/(R?+ c(1 — R?))] By,
which contain Narula’s estimate (Narula [3], page 17) as a special case, namely
c=pn—p-2)~L.
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