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ESTIMATING GENERATING FUNCTIONS

By M. H. HoYyLE
Peat Marwick Mitchell & Co.

This note shows that, under appropriate conditions, if a function A(6; #)
of an unknown parameter 6 and a real variable ¢ has an infinite series ex-
pansion and if there is a function B(S; t) of the sufficient statistic S which
is an unbiased estimator of 4 for every ¢ and which also has an infinite
series expansion, then the coefficients of the power of ¢ in the expansion of
B are the proper estimators for the coefficients of the corresponding powers
in the expansion of 4. This result is applied to estimate two functions of
the normal parameters, # and ¢?, which arise in the derivation of expres-
sions for the removal of transformation bias.

1. Both Neymann and Scott (1960) and Hoyle (1968), in the course of deriving
results concerned with removing transformation bias, found it necessary to evalu-
ate unbiased estimates of certain complicated functions of the parameters, ¢ and
o’, where § ~ N(g, ¢%). Hoyle (1968) needed an estimator for a(p, 6% m, k) =
pme®(m > —2k) and Neyman and Scott (1960) for a,(y, 6% m) = E(é™). The
main purpose of this note is to point out that their expressions may be obtained
by estimating the generating function of «;, a, and then formally expanding these
estimators as a power series so leading to the required results. It is hoped this
approach may have application in other areas; Stigler (1971) has already con-
sidered the use of an empirical generating function to estimate extinction prob-
abilities in branching processes.

2. Let S be a sufficient statistic for the parameter § and let B(S; f) be an
unbiased estimator of A(f; ) for every r. Further suppose that A(0;¢) =
Zim=oa(0; m)t™[m! and B(S; t) = 3 m_, B(S; m)t™/m! are convergent for all ¢. If
the condition & 3} 5_, EgB(S; m)i™/m!| < oo in some neighborhood of 0 is
satisfied, then E¢{S(S; m)} = a(f; m) for all m. Because of the familiar results
of Lehmann and Scheffé (1950) the function B(S; m) is the minimum variance
estimator of a(¢; m).

To prove this result we have by supposition Eg{B(S; 1)} = A(6; t), that is

Eo 250 B(S; m)t[ml} = 30, a(0; m)™[m! .
Thus so long as the operations of expectation and summation can be interchanged
2im=0 {Es(S; m) — a(0; m)}t™/m! =0 .

Then by standard arguments, (see for example, Rudin (1953) Theorem 8.5),
Es{B(S; m)} = a(f; m) so long as the power series representation of A(6; f) and
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B(S; 1) are convergent for all t. The conditions under which it is permissible to
interchange the expectation and summation operations are exactly the condition
& plus the condition that Eg|Y;5x_, B(S; m)t™/m!| < oo, that is Eg|B(S; )| < oo,
and this is true by supposition. This proves the result which can clearly be
extended very simply to the multivariate case.

3. Asan example, consider estimating the function a,(g, 6% m, k) = p"a™,
then

A(p, 0% 8, 1) = Yoo Dinmo LT (r[2)Ft™[(m! k') = exp(ut + rd*[2).

Now using the results of Finney (1941)
B(f, % t, 1) = eMO[(r — 2298, v]

where /4 and ¢* = v-'S are the usual optimal estimators of x and ¢* based on n
observations so that @ ~ N(y, 2%?), vé*/o® ~ y,* and where
L(v/2)(xS/4)!
T2 + i)l
Thus the unbiased estimator of u™s* is the coefficient of r™r*/(m! k! 2¥) in the

power series expansion of B(g, 6% t, r) provided that the condition & holds. It
is not too difficult, though not trivial, to show that the required coefficient is

oy T2 ot (S sorwm (= SE[2)m
Bu(p, 8% n, k) =T <7> m! (7) Zi (m — 20! T(v2 + k + i)

where [p] is the integral part of p. That the condition < holds so long as
m > —2k follows from the application of the results of Hoyle (1968) in particu-
lar those of Sections 4 (iv) and 4 (v), page 1129.

xS, v] = Xt

4. As a further example, consider a,(¢; m) = E(§™). Then
A5 1) = Deg EE™jm! = E(S5., 6™ m!) = exp(ut + o'r'[2)

so long as the summation and expectation operations can be interchanged. In
general terms, let a(6; m) = E{f(&; m)}, then the required conditions are

L= E|f(&; m)|rm[m! < oo and - Z2, [E{f(§; m}ptm/m!] < oo
In the particular example considered, these conditions can be readily shown to
hold by using the results of Neyman and Scott (1960), particularly equations
(19), (21) and (24), page 647.
Using results of Finney (1941), E{B(#, d% t)} = A(0; t) where
B(@, 8% 1) = ef®[(1 — )8, v] .

The coefficient of * and ¢*"+! in the series expansion of B(f, % t) are readily
found to be

6% 2m) = L(/2)(2m)! (L= 2)S}* gom-n

Bi(a, 6% 2m) = 11, T(v/2 + k)2m — 2k)! k! { 4 } #

3, o R L(/2)(2m + 1)! (L= H)S1* pomsr-n
ﬁM’Jm+”_&”Mﬂ+Wm+l—de e
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Reference to Theorem 3, page 650, of Neyman and Scott (1960) shows that the
conditions above apply so that ,(2, 6% m) is the required estimator of E(§™).
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