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A NOTE ON SAMPLING WITH REPLACEMENT!

By E. BenTOoN CoBB
University of Kansas

Suppose a finite population is sampled with replacement until the
sample contains a fixed number » of distinct units. Let v denote the total
number of draws. It is known that y,, the mean for the n distinct units,
and y,, the total sample mean, are both unbiased estimators of the popu-
lation mean and that ¥(y.) < V(¥,). In this paper the relative difference
0 = [V(¥4) — V(Pa)]/V(¥x) is approximated by a quantity d; which is easy
to compute. Upper and lower bounds for § — 4, are given and it is shown
that 6 < (2 + en)f for n = 3 and f < §, where f = n/N, N is the population
size, 2=[(1 — f)-t — 1}/f, and en, = (1 — f)Y(n — 1).

1. Introduction and statement of results. LetY,, Y,,- .., Y, denote the values
of some characteristic Y for N units in a finite population. Let = )] Y,/N and
o* = 3, (Y; — u)*/(N — 1). Suppose units are drawn at random with replace-
ment until the sample contains n distinct units. Let y,, y,, - - -, y, denote the
values for the set s = {u,, u,, - - -, u,} of n distinct units in the sample (subscripts
do not indicate the order in which values or units are obtained). Define y, =
> y;/nand y, = 3 k;y;/v, where k; is the frequency with which unit u; occurs
in the total sample and v = }; k; is the total number of draws. It is known
(cf. Basu (1958)) that y, and y, are both unbiased for x and that

V() = V(3,) -

Chikkagoudar (1966) derived an expression for the variance of j,, although
there is a minor error in his final step. The corrected expression (using the
preceding notation) is
) (3,) = G(GIDA [ (EN)" ™ + N7t — 3) Tyza k' (/N)*

+ 27 Yian KT INY T imo
for n = 2, where
A¥F(t) = A*'F(t + 1) — A*'F(1), k=1,2,...,
A°F(1) = F(1),
for a function F(r).

The purpose of this note is to obtain a simpler expression for ¥(y,), involving
the first two negative moments of v, from which bounds on the relative difference

() 0 = [V(3,) — V(I V(Fn)
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can be obtained. Proofs of the following results are given in the next section.

THEOREM. Letf = n/[Nand x = v/n. Then V(y,) = ¢’n" {1 — f 4+ (n — 1)7* X
[1 + (n — 4)Ex™ — (n — 3)Ex~*]} for n = 2.

COROLLARY 1. Let d be defined as in (2) and let

3) 8, = (n — 1) n — 3)(1 — f)[(Ex)™ — (Ex)7].
If n = 3, then

—2(n — 3)(n — )L — )
<0 =8, < (n— D)L — )71 + (1 — Hn¥(1 — £)"256] .

ReMARK. For computation of Ex = Ev/n, see (4) in the next section.
COROLLARY 2. Ifn = 3 and f < 3, then

0L 0+ (n—1)1 —NHT< @A+ e), where
A=[1-=NF=10f, e@=0-/)"n-1,
and 0, is given by (3).

An interesting application of Corollary 2 is that if f < } and n = 13, then
o< f.

2. Proofs. The proof of the Theorem appears to be most easily done by a direct
derivation of ¥(y) which avoids the use of (1). Asin the previous section, s will

denote the set of n distinct sample units, v the total number of draws, and k;
the frequency of unit #;. The derivation depends on the following lemmas:

LEMMA 1. Let v and s be fixed. Then E(k;|v,s) = v/n and V(k;|v,s) =
n~*(n — D)7Yn( — n)(n — 2) + (v — n)*].

Proor. The results are derived by conditioning on the last distinct unit se-
lected, say u, (u, can be considered as a random selection from s5). Thenk, =1,
and the joint conditional distribution of the “excess frequencies” (k; — 1), j # i,
is multinomial with uniform probabilities (n — 1)~*,and };,,,(k; — 1) = v — n.

LEMMA 2. Let v and s be fixed and let k,, k,, - - -, k, be a random permutation of
the components of a fixed vector ¢ = (¢}, ¢y, -+, ¢,) With Y, c; =v. Then
E(3,|v, 5, ¢) = P, and V(§,|v, 5, ¢) = v7n(n — 1) V(k, | v, 5, €) 2 (¥; — Fu)’s
where V(k,|v, s, c) = 3, (¢; — ¢)/n.

ProoF. The expression for the conditional mean is obvious. The expression
for the conditional variance follows from

(2 k;yilvss,¢) = 2 21 y:y;Cov (ky, k|0, 5,¢) .
Proor oF THEOREM. Let E, and V; denote the conditional mean and variance
operators, respectively, for v and s fixed. Then E,(k,) and V,(k,) are given by
Lemma 1. Keep v and s fixed and condition on a fixed set of frequencies as in
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Lemma 2. Then, since Vy(y,) = 0, we have

Vig,) = v7n(n — Bk 2 (05 — Fa)
Finally, using the independence of v and s and the fact that (n — 1)7* 31 (y; —
7,.)? is unbiased for ¢*, we have

V(y,) = EVi(3,) + V(J,)
= E[v="Vy(k)]no* + (1 — f)n~%e",
which reduces to the desired expression.

It is known (cf. Feller (1968, page 225)) that v — 1 has a representation as a
sum of independent geometric random variables. The mean and variance of v are

“) Ev =Ny (N—j)7,
and
(5) o =NZEIjiN—j)*.

It can be shown, using integral approximations and some elementary calculus,
that

(6) —(1/f)log (1 — 9) < Ex < —(1/f)log (1 — f) < (1 —f)7*,
and

(M o < (Im[A =)+ A[f)log (1 = H] < (fmL —f)7»
where

®) x =uv/n, f=n|N, and g=n/(N+1).

PrOOF OF COROLLARY 1. From the Theorem and the fact that ¥(y,) = (1 —
f)n~*e*, we have

) 6= (n— 1)1 — )1 — Ex~! + (n — 3)Eh(x)],
where A(x) = x(1 —x%),x=1.

Note that 4’(x), the second derivative of 4, satisfies

(10) —4 < h'(x) < 1/128, x=1.
Applying Taylor’s formula with remainder and (10), it can be verified that
(11) h(Ex) — 20, < Eh(x) < h(Ex) + (1/256)0, .

Also, it follows from the convexity of x~* and from (6) that
(12) 0<l —Ex'<1l —(Ex)?'<1—-(1=f)<Lf.

Corollary 1 can now be verified by applying inequalities (7), (11), and (12) to
expression (9).

PrOOF oF COROLLARY 2. Since A(x) = x}(1 — x7%) is both concave and in-
creasing for 1 < x < 2 and is decreasing for x > 2, it is not difficult to verify that

(13) Eh(x) < h(Ex), if Ex<2.
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The condition f < 2 implies that Ex < 2 (see (6)). Then, inequality (13) gives
a sharper upper bound for Eh(x) than the one given in (11). Using the new
upper bound and repeating the steps in the proof of Corollary 1, it is easy to
verify

(14) 0< 0+ (n— D1 — ).
Since Ex < Af 4 1 (see (6)) and A(x) is increasing in x for x < 2, we have
8y < (1 —[f)W(Ex) < (1 —f)7h(f + 1) = 4.
From this and (14), we conclude 6 < (2 + ¢,)f, with e, = (1 — f)7*/(n — 1).
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