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We consider the limit of a linear kinetic equation with reflection-
transmission-absorption at an interface and with a degenerate scattering ker-
nel. The equation arises from a microscopic chain of oscillators in contact
with a heat bath. In the absence of the interface, the solutions exhibit a su-
perdiffusive behavior in the long time limit. With the interface, the long time
limit is the unique solution of a version of the fractional in space heat equa-
tion with reflection-transmission-absorption at the interface. The limit prob-
lem corresponds to a certain stable process that is either absorbed, reflected
or transmitted upon crossing the interface.

1. Introduction. We consider a linear phonon Boltzmann equation with an interface.
This equation describes the evolution of the energy density W(t, y, k) of phonons at time t ≥
0, spatial position y ∈ R and the frequency k ∈ T = [−1/2,1/2] with identified endpoints.
Outside the interface, located at y = 0, the density satisfies the kinetic equation

(1.1)
∂tW(t, y, k) + ω̄′(k)∂yW(t, y, k) = γ0LkW(t, y, k),

W(0, y, k) = W0(y, k).

We denote by ω : T → [0,+∞) the dispersion relation and set the group velocity of the
phonon ω̄′(k) := ω′(k)/(2π), k ∈ T. The parameter γ0 > 0 represents the phonon scattering
rate and the scattering operator Lk , acting only on the k-variable, is given by

(1.2) LkF(k) :=
∫
T

R
(
k, k′)[F (

k′) − F(k)
]
dk′, k ∈ T

for a bounded and measurable function F .
When there is no interface, this is the Kolmogorov equation for a classical jump process.

The interface conditions prescribe the outgoing phonon density in terms of what comes to the
interface:

(1.3) W
(
t,0+, k

) = p−(k)W
(
t,0+,−k

) + p+(k)W
(
t,0−, k

) + T g(k) for 0 < k ≤ 1/2,

and

(1.4) W
(
t,0−, k

) = p−(k)W
(
t,0−,−k

)+p+(k)W
(
t,0+, k

)+T g(k) for −1/2 < k < 0,

with the energy balance

(1.5) p+(k) + p−(k) + g(k) = 1.

Here, p−(k), p+(k) and g(k) are, respectively, the probabilities of the phonon being reflected,
transmitted or absorbed, while T g(k) is the phonon production rate at the interface.
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We assume that the absorption coefficient g(k) and the reflection-transmission coefficients
p±(k) are positive, continuous, even functions, satisfying (1.5) and such that

(1.6) lim
k→0+g(k) = g0 > 0, lim

k→0+p±(k) = p±,

and there exist C0, γ > 0 such that

(1.7)
∣∣p±(k) − p±

∣∣ ≤ C0|k|γ , k ∈ T.

The large scale limit of the kinetic equation without an interface has been considered in
[2, 13, 20]. The corresponding rescaled problem, with N → +∞, is

(1.8)

1

N
∂tWN(t, y, k) + 1

N1/α
ω̄′(k)∂yWN(t, y, k) = γ0LkWN(t, y, k),

WN(0, y, k) = W0(y, k),

with an appropriate exponent α > 0 and with α = 2 corresponding to the classical diffusive
scaling. An important feature of the phonon scattering is that the total scattering kernel,

(1.9) R(k) :=
∫
T

R
(
k, k′)dk′,

degenerates at k = 0 so that R(k) ∼ |k|2; phonons at a low-frequency scatter much less.
The correct choice of the time rescaling exponent α depends, then, on the properties of the
dispersion relation. In the optical case, when ω̄′(k) ∼ k, |k| 	 1, so that the low-frequency
phonons not only scatter less but also travel slower. The scaling in (1.8) is diffusive, so that
α = 2 and WN(t, y, k) converges as N → +∞ to the solution to a heat equation

(1.10) ∂tW(t, y) = ĉ∂2
yyW(t, y),

with the initial condition

W(0, y) =
∫
T

W0(y, k) dk

and an appropriate diffusion coefficient ĉ > 0.
When, on the other hand, the dispersion relation is acoustic, so that ω̄′(k) ∼ signk, for

|k| 	 1, and the phonons at low frequency scatter less but move as fast as other phonons,
then the scaling is superdiffusive, with α = 3/2 and the limit of WN(t, y, k) as N → +∞
satisfies the fractional heat equation

(1.11)
∂tW(t, y) = −ĉ

∣∣∂2
yy

∣∣3/4
W(t, y),

W(0, y) =
∫
T

W0(y, k) dk,

with an appropriate fractional diffusion coefficient ĉ > 0. In both cases the limit W(t, y)

does not depend on the frequency k. Results of this type under various assumptions on the
scattering kernel (but without an interface present) have been proved in [2, 5, 10, 13, 20].

Our interest here is to understand the long-time behavior of the solutions to the kinetic
equation with an acoustic dispersion relation in the presence of the interface, so that (1.8)
holds away from y = 0, and the interface conditions (1.3)–(1.4) for WN hold at y = 0. We
allow the total scattering rate to degenerate as R(k) ∼ | sin(πk)|β for some β > 1. The case
β ∈ (0,1) has been considered in [3], with the initial condition that is a local perturbation
of the the equilibrium solution W(t, y, k) ≡ T . It leads to a diffusive scaling and the limit
described by a heat equation (1.11) with a pure absorption interface condition W(t,0) = T . In
that situation the degeneracy of scattering at low frequencies is not strong enough to prevent
the diffusive behavior.
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In order to formulate our main result, let us make some assumptions on the scattering
kernel, reflection-transmission-absorption coefficients and the initial condition. We assume
that the scattering kernel is symmetric

(1.12) R
(
k, k′) = R

(
k′, k

)
,

continuous and positive, except possibly at k = 0,

(1.13) R
(
k, k′) > 0, k, k′ �= 0,

and the total scattering kernel has the asymptotics

(1.14) R(k) :=
∫
T

R
(
k, k′)dk′ ∼ R0

∣∣sin(πk)
∣∣β, |k| 	 1,

with some β ≥ 0 and R0 > 0. We also assume that the normalized cross section

(1.15) p
(
k, k′) := R(k, k′)

R(k)R(k′)
, k, k′ �= 0

is in L∞(T2). Note that

(1.16)
∫
T

p
(
k, k′)R(

k′)dk′ = 1 for all k �= 0.

For the dispersion relation we assume that it is acoustic, that is,

(1.17) ω(k) ∼ 2ω′
0
∣∣sin(πk)

∣∣, |k| 	 1,

with some ω′
0 > 0 and that ω(k) is even in k.

To make the precise assumptions on W0(y, k), we will use the notation R+ = (0,+∞),
R− = (−∞,0), R∗ = R \ {0}, R̄+ = [0,+∞), R̄− = (−∞,0], as well as T∗ = T \ {0} and
T± = [k : 0 < ±k < 1/2]. Given T , we let CT be a subclass of Cb(R∗ × T∗) of functions F

that can be continuously extended to R̄± ×T∗ and satisfy the interface conditions

(1.18)
F

(
0+, k

) = p−(k)F
(
0+,−k

) + p+(k)F
(
0−, k

) + g(k)T for 0 < k ≤ 1/2,

F
(
0−, k

) = p−(k)F
(
0−,−k

) + p+(k)F
(
0+, k

) + g(k)T for −1/2 < k < 0.

Note that F ∈ CT if and only if F − T ′ ∈ CT −T ′ for some T ′ because of (1.5).
In the presence of the interface, the fractional diffusion equation (1.11) is replaced by the

following nonlocal equation

(1.19)

∂tW(t, y) = ĉ

∫
yy′>0

qβ

(
y − y′)[W (

t, y′) − W(t, y)
]
dy′

+ ĉg0

∫
yy′<0

qβ

(
y − y′)[T − W(t, y)

]
dy′

+ ĉp−
∫
yy′<0

qβ

(
y − y′)[W (

t,−y′) − W(t, y)
]
dy′

+ ĉp+
∫
yy′<0

qβ

(
y − y′)[W (

t, y′) − W(t, y)
]
dy′.

Here, ĉ is a fractional diffusion coefficient given by (1.23) below, p± and g0 are as in (1.6)
and

(1.20) qβ(y) = cβ

|y|2+1/β
, cβ := 21+1/β�(1 + 1/(2β))√

π�(−1/2 + 1/(2β))
.

As we explain below, equation (1.19) automatically incorporates the interface conditions. Our
main result is as follows:
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THEOREM 1.1. In addition to the above assumptions about the scattering kernel R(·, ·)
and the dispersion relation ω(·), suppose that β > 1 and W0 ∈ CT , and let WN(t, y, k) be the
solution to (1.8) with α = 1 + 1/β . Then, we have

(1.21) lim
N→+∞

∫
R×T

WN(t, y, k)G(y, k) dy dk =
∫
R×T

W(t, y)G(y, k) dy dk

for any t > 0 and any test function G ∈ C∞
0 (R× T). The limit W(t, y) is a weak solution of

equation (1.19) in the sense of Definition 2.3, with the initial condition

(1.22) W̄0(y) :=
∫
T

W0(y, k) dk

and the fractional diffusion coefficient

(1.23) ĉ := 2πβ(ω′
0)

1+1/β

β(γ0R0)1/β
p.v.

∫
R

(eiλ − 1) dλ

|λ|2+1/β
.

The proof of this theorem proceeds as follows: as we have mentioned, the kinetic equa-
tion (1.8) is the Kolmogorov equation for a Markov process (ZN(t),KN(t)), where the fre-
quency KN(t) is a certain jump process and the spatial component ZN(t) is the time integral
of ω̄′(KN(t)). This process can be generalized to incorporate the reflection-transmission-
absorption at the interface. Similarly, we show that (1.19) is a Kolmogorov equation for a
certain stable process ζ(t) that undergoes reflection-transmission-absorption at the interface.
We prove that ZN(t, y) converges to ζ(t) in law. This shows that WN(t, y, k) converges to a
weak solution W(t, y) of (1.19), such that W(t, y) = E[W̄0(ζ(t))|ζ(0) = y].

Theorem 1.1 identifies the limit as a weak solution only in the sense of Definition 2.3 below
that does not characterize its behaviour at the interface. In order to obtain this information,
we need to prove that the limit belongs to a class of functions that satisfy a certain regularity
condition at the interface (see (2.7) and (2.8)). When it is imposed the solution is unique.

In Theorem 2.5 we prove that the weak solution obtained in Theorem 1.1 belongs to this
regularity class, under the further assumption that the initial condition W̄0(y) belongs to L1

up to an additive constant. To this end, we construct another approximation ζa(t) of ζ(t) that
converges in law to ζ(t) as a → 0+ and

Wa(t, y) = E
[
W̄0

(
ζa(t)

)|ζa(0) = y
] → W(t, y) = E

[
W̄0

(
ζ(t)

)|ζ(0) = y
]
.

However, we ensure that Wa(t, y) also satisfies an energy estimate (see (7.10) below), thus,
so does W(t, y) in the limit.

A kinetic problem with similar conditions at the interface appears as the macroscopic limit
of a system of oscillators driven by a random noise that conserves energy, momentum and vol-
ume [4]. This microscopic model has been recently considered in [15] with a thermostat at a
fixed temperature T ≥ 0 acting on one particle, so that the phonons may be emitted, reflected
or transmitted, and the corresponding macroscopic interface conditions have been obtained,
in the absence of the bulk scattering, corresponding to γ0 = 0 in (1.1). It is believed that
the above macroscopic interface conditions also hold in the presence of interior microscopic
scattering when γ0 > 0. However, for the absorbing probability arising from this microscopic
dynamics, we have g0 = 0 (cf. (1.6)). This generates a different interface condition for the
macroscopic limit [14] from the one obtained here.

A fractional diffusion limit of kinetic equations can arise in various ways, typically re-
lated to a mechanism that allows the particles to propagate large distances between scattering
events, such as heavy-tail distributions of the velocity fields, or a degenerate scattering ker-
nel, as in the present paper. A very nice review of the existing results can be found in [19].
However, there seem to be few results on a fractional diffusion limit for kinetic equations in
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the presence of an interface. In [8], the case of absorbing, or reflecting boundary, but with
the operator L that itself is a generator of a fractional diffusion has been considered. Another
situation, closer to ours, is a subject of [9], where the convergence of solutions to kinetic
equations with the diffusive reflection conditions on the boundary is investigated. This condi-
tion is, however, different from our interface condition that concerns reflection-transmission-
absorption. Also, in contrast to our situation, the results of [9] do not establish the uniqueness
of the limit for solutions of the kinetic equation, stating only that it satisfies a certain frac-
tional diffusive equation with a boundary condition. The question of the uniqueness of the
solution for the limiting equation seems to be left open; see the remark after Theorem 1.2 in
[9]. We mention here also a result of [1], where solutions of a stationary (time independent)
linear kinetic equation are considered. The spatial domain is a half-space, with the absorbing-
reflecting-emitting boundary, of a different type than in the present paper. It has been shown
that under an appropriate scaling the solutions converge to a harmonic function inside the
domain with fractional diffusion with exponent 1/2 on the boundary.

2. Some preliminaries.

The classical solution of the kinetic interface problem. We start with the definition of a
classical solution to the kinetic interface problem.

DEFINITION 2.1. We say that a function, W(t, y, k), t ≥ 0, y ∈ R, k ∈ T∗, is a classical
solution to equation (1.1) with the interface conditions (1.3) and (1.4), if it is bounded and
continuous on R+ ×R∗ ×T∗ and the following conditions hold:

(1) The restrictions of W to R+ × Rι × T∗, ι ∈ {−,+} can be extended to bounded and
continuous functions on R̄+ × R̄ι × T̄ι′ , ι′ ∈ {−,+}.

(2) For each (t, y, k) ∈ R+ ×R∗ ×T∗ fixed, the function W(t + s, y + ω̄′(k)s, k) is of the
C1 class in the s-variable in a neighborhood of s = 0, and the directional derivative

(2.1) DtW(t, y, k) = (
∂t + ω̄′(k)∂y

)
W(t, y, k) := d

ds |s=0
W

(
t + s, y + ω̄′(k)s, k

)
is bounded in R+ ×R∗ ×T∗ and satisfies

(2.2) DtW(t, y, k) = γ0LkW(t, y, k), (t, y, k) ∈ R+ ×R∗ ×T∗,

together with (1.3) and (1.4) and

(2.3) lim
t→0+W(t, y, k) = W0(y, k), (y, k) ∈R∗ ×T∗.

The following result is standard.

PROPOSITION 2.2. Suppose that W0 ∈ CT . Then, under the above hypotheses on the
scattering kernel R(k, k′) and the dispersion relation ω(k), there exists a unique classical
solution to equation (1.1) with the interface conditions (1.3) and (1.4) in the sense of Defini-
tion 2.1.

The existence part is proved in Appendix A below, while uniqueness follows from Propo-
sition 3.2, also below.
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2.1. The fractional diffusion equation with an interface. Let us now discuss the weak
solutions to the fractional diffusion equation with an interface that will arise as the long time
asymptotics of the kinetic interface problem. For β > 1, we define the fractional Laplacian
�β = (−∂2

y )(β+1)/(2β) as the L2 (selfadjoint) closure of the singular integral operator,

(2.4) �βF(y) := p.v.

∫
R

qβ

(
y − y′)[F(y) − F

(
y′)]dy′, F ∈ C∞

0 (R),

understood in the sense of the principal value with qβ(y) as in (1.20).
The operator −�β is the generator of a Lévy process. In order to introduce an interface,

let us assume that if a particle tries to make a Lévy jump from y to y′ such that y and y′
have the same sign, then the jump happens almost surely. However, if y and y′ have different
signs, then with the probability p+ the particle jumps to y′, with probability p− it jumps to
(−y′) and with probability g0 it is killed at the interface y = 0, where a boundary condition
W(t,0) = T is prescribed. Recall that these probabilities satisfy (1.5). The corresponding
Kolmogorov equation is then (1.19). Using relation (1.5), the right side of (1.19) can be
rewritten as

(2.5)
∂tW(t, y) = −ĉ�βW(t, y) + ĉ

∫
yy′<0

qβ

(
y − y′)

× [
g0

(
T − W

(
t, y′)) + p−

(
W

(
t,−y′) − W

(
t, y′))]dy′.

DEFINITION 2.3. A bounded function, W(t, y), (t, y) ∈ R̄+ × R, is a weak solution to
equation (2.5) if for any t0 > 0 and G ∈ C∞

0 ([0, t0] ×R∗) we have

(2.6)

0 =
∫ t0

0
dt

∫
R

{
∂tG(t, y) − ĉ�βG(t, y)

}
W(t, y) dy

+ ĉ

∫ t0

0
dt

∫
R

G(t, y) dy

{
p−

∫
[yy′<0]

qβ

(
y − y′)[W (

t,−y′) − W
(
t, y′)]dy′

+ g0

∫
[yy′<0]

qβ

(
y − y′)[T − W

(
t, y′)]dy′

}
−

∫
R

G(t0, y)W(t0, y) dy +
∫
R

G(0, y)W0(y) dy.

Notice that, since the support of the test functions G is bounded away from the interface,
this weak formulation does not give information on the behaviour of the solution at the inter-
face. In order to capture the behaviour of W(t, y) for y → 0±, we need to consider solution
in a certain regularity class. For this purpose we introduce the space H0 of functions, that is,
the completion of C∞

0 (Rd) in the norm

(2.7)

‖G‖2
H0

:= ∑
ι=±

∫
R2

ι

qβ

(
y − y′)[G(y) − G

(
y′)]2

dy dy′

+ g0

∫
R+×R−

qβ

(
y − y′)[G2(y) + G2(

y′)]dy dy′

+
∫
R+×R−

qβ

(
y − y′){p+

[
G(y) − G

(
y′)]2 + p−

[
G(y) − G

(−y′)]2}
dy dy′.

Note that the term in the last line above, with p+ and p−, is dominated by the term with the
factor of g0.
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Since qβ(y) ∼ |y|−2−1/β , finiteness of this norm forces G(y) to decay to 0 at a certain
rate, as y → 0. Let us define the class of function

(2.8) HT := {∃T ′ : W − T ′ ∈ C
([0,+∞),L2(R)

)
,W − T ∈ L2

loc
([0,+∞),H0

)}
.

Clearly, if W ∈ HT , then W(t, y) → T , as y → 0 for almost every t ≥ 0.

PROPOSITION 2.4. A weak solution of (2.6) is unique in HT for any T ≥ 0.

PROOF. In fact, let W̄ be the difference of two weak solutions in HT . Then, W̄ (t, y) is
in the space

C
([0,+∞),L2(R)

) ∩ L2
loc

([0,+∞),H0
)

and satisfies (2.6) for T = 0.
Approximating W̄ by test functions G in (2.6), we obtain the identity

(2.9)
d

dt

∥∥W̄ (t, ·)∥∥2
2 = −ĉ

∥∥W̄ (t, ·)∥∥2
H0

.

Identity (2.9) immediately implies uniqueness of the solutions to (2.6) in the corresponding
space. �

In Section 7 we prove the following:

THEOREM 2.5. Suppose that W0 ∈ CT , and there exists a constant T ′ so that W0 − T ′ ∈
L1(R × T). Let W be the limit of the solutions of the scaled kinetic equation described in
Theorem 1.1. Then, W belongs to HT .

3. Probabilistic representation for a solution to the kinetic equation with an interface.
We now construct a probabilistic interpretation for the kinetic equation with reflection, trans-
mission and absorption at an interface, as a generalization of the corresponding jump process
without an interface. Let (
,F,P) be a probability space and μ be a Borel measure on T

given by

(3.1) μ(dk) = R(k)dk

R̄
, R̄ =

∫
T

R(k)dk.

We denote by (Kk
n)n≥0 a Markov chain such that P[Kk

0 = k] = 1 with the transition operator

(3.2) Pf (k) = R̄

∫
T

p
(
k, k′)f (

k′)μ(
dk′), k ∈ T, f ∈ L∞(T).

Here, Kk
n are the particle momenta between the jump times. The measure μ is ergodic and

invariant under P , and the operator P can be extended to L1(μ) and

(3.3) ‖Pf ‖L∞(μ) ≤ R̄‖p‖L∞‖f ‖L1(π), f ∈ L1(μ).

The transition operator is symmetric and compact on L2(μ). Since the transition probability
density is strictly positive μ ⊗ μ a.s., the operator satisfies the spectral gap estimate

(3.4) sup
[‖Pf ‖L2(μ) : f ⊥ 1,‖f ‖L2(μ) = 1

]
< 1.

We can easily conclude the following; see (1.2) for the definition of the operator L.

PROPOSITION 3.1. For any F ∈ L1(T), we have

(3.5) lim
t→+∞

∥∥∥∥etLF −
∫
T

F(k)dk

∥∥∥∥
L1(T)

= 0.
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Next, let τn, n ≥ 1 be a sequence of i.i.d. exp(1) distributed random variables and (T(t))t≥0
be a linear interpolation between the times

(3.6) T(n) :=
n−1∑
�=0

t̄
(
Kk

�

)
τ�, n = 0,1, . . . ,

where

(3.7) t̄ (k) := 1

γ0R(k)
.

That is, T(n) is the time of the nth jump, and the elapsed times between the consecutive jumps
are t̄ (Kk

� )τ�. Between the jumps the particle moves with the constant speed −ω̄′(Kk
� ), and

the corresponding spatial position Z̃(t;y, k) is the linear interpolation between its locations
at the jump times

(3.8) Zn(y, k) := y −
n−1∑
�=0

ω̄′(Kk
�

)
t̄
(
Kk

�

)
τ�, n = 0,1, . . . .

Observe that there exists a constant c+ > 0 such that

(3.9)
∣∣ω̄′(k)t̄(k)

∣∣ ≤ c+ω′
0

γ0R0|k|β , k ∈ T.

Note that for each n ≥ 0 and (y, k) ∈ R × T∗, the law of Zn(y, k) is absolutely continuous
with respect to the Lebesgue measure on the line.

We also note that

(3.10) Y(t;y, k) := Z̃
(
T−1(t);y, k

) = y −
∫ t

0
ω̄′(K(s;k)

)
ds, K(t;k) := Kk

[T−1(t)],

and denote by Ft the natural filtration for the process (Y (t;y, k),K(t;k)).

The jump process with reflection and transmission. We now add reflection and transmis-
sion to the jump process. Suppose that the starting point is y > 0, and let

(3.11) sy,1 := inf
[
n > 0 : Zn(y, k) < 0

]
, sy,2 := inf

[
n > sy,1 : Zn(y, k) > 0

]
be the first times of the momenta jumps after the first crossing to the left and after the first
crossing back to the right. Having defined sy,2m−1, sy,2m for some m ≥ 1, we let

(3.12)
sy,2m+1 := inf

[
n > sy,2m : Zn(y, k) < 0

]
,

sy,2m+2 := inf
[
n > sy,2m+1 : Zn(y, k) > 0

]
.

We define sy,m by symmetry also for y < 0. We also let

s̃y,1 := inf
[
t > 0 : Z̃(t;y, k) < 0

]
, s̃y,2 := inf

[
t > sy,1 : Z̃(t;y, k) > 0

]
be the times when the trajectory crosses to the left and then crosses back to the right. Having
defined s̃y,2m−1, s̃y,2m for some m ≥ 1, we set

(3.13)
s̃y,2m+1 := inf

[
t > s̃y,2m : Z̃(t;y, k) < 0

]
,

s̃y,2m+2 := inf
[
t > s̃y,2m+1 : Z̃(t;y, k) > 0

]
,

and, again, by symmetry we define s̃y,m for y < 0. Obviously, we have

s̃y,m < sy,m < s̃y,m+1 a.s.
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We let σ̂
y
m be a {−1,0,1}-valued sequence of random variables that are independent, when

conditioned on (Kk
n)n≥0, such that

P
[
σ̂ y

m = 0|(Kk
n

)
n≥0

] = g
(
Kk

sy,m−1
)
, P

[
σ̂ y

m = ±1|(Kk
n

)
n≥0

] = p±
(
Kk

sy,m−1
)
.

These variables are responsible for whether the particle is reflected, transmitted or absorbed
as it crosses the interface, and

(3.14) f := inf
[
m ≥ 1 : σ̂ y

m = 0
]

is the crossing at which the particle is absorbed. For m ≥ 1, we denote by Fm the σ -algebra
generated by (Y (t;y, k),K(t;k)), 0 ≤ t ≤ T(s̃y,m) and σ̂

y
� , � = 1, . . . ,m, with the convention

that F0 is the trivial σ -algebra. Recall that (Ft )t≥0 is the natural filtration corresponding to
the process (Y (t;y, k),K(t;k))t≥0.

We define the reflected-transmitted-absorbed process

Z̃o(t;y, k) :=
(

n−1∏
m=1

σ̂ y
m

)
Z̃(t;y, k), t ∈ [s̃y,n−1, s̃y,n), n ≥ 1

with the convention that s̃y,0 := 0 and the product over an empty set of indices equals 1 and
the respective counterparts,

Yo(t;y, k) := Z̃o(T−1(t);y, k
) =

(
n−1∏
m=1

σ̂ y
m

)
Y(t;y, k), t ∈ [ŝy,n−1, ŝy,n)

and

Ko(t;k) :=
(

n−1∏
m=1

σ̂ y
m

)
K(t;k), t ∈ [ŝy,n−1, ŝy,n),

where ŝy,n := T(s̃y,n). In what follows, we assume the convention that ω̄′(0) := 0 even
though ω(k) is not differentiable at k = 0. For t ∈ (ŝy,n−1, ŝy,n), we can write

(3.15)

dY o(t;y, k)

dt
:=

(
n−1∏
m=1

σ̂ y
m

)
dY (t;y, k)

dt
= −

(
n−1∏
m=1

σ̂ y
m

)
ω′(K(t;k)

)

= −ω′
((

n−1∏
m=1

σ̂ y
m

)
K(t;k)

)
= −ω′(Ko(t;k)

)
.

If Yo(t;y, k) ≥ 0 for ŝy,m−1 < t < ŝy,m+1, that is, the particle approached the interface from
the right at the time ŝy,m and was reflected, then for h > 0 we define ŝh

y,m ∈ (ŝy,m−1, s̃y,m)

as the first exit time of Yo(t;y, k) from the half-line [y > h] that happens after ŝy,m−1, and
ŝh,e
y,m ∈ (ŝy,m, ŝy,m+1) as the first exit time of Yo(t;y, k) from the half-line [y < h] after ŝy,m.

Note that both ŝh
y,m and ŝh,e

y,m are finite a.s. if h > 0 is sufficiently small, and we have

lim
h→0+ ŝh

y,m = lim
h→0+ ŝh,e

y,m = ŝy,m a.s.

Analogous definitions can be introduced for all other configurations of the signs of Yo(t;y, k)

in ŝy,m−1 < t < ŝy,m+1.
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A probabilistic representation for the kinetic equation. Let ŝy,f := T(s̃y,f). We will now
prove the following:

PROPOSITION 3.2. If W(t, y, k) is a solution to (1.1) with the interface conditions (1.3)–
(1.4), in the sense of Definition 2.1, such that W(0, y, k) = W0(y, k) and W0 ∈ CT , then

(3.16)
W(t, y, k) = E

[
W0

(
Yo(t;y, k),Ko(t;k)

)
, t < ŝy,f

]
+ T P[t ≥ ŝy,f], t ≥ 0, y ∈ R∗, k ∈ T∗.

PROOF. First, let W̃ (t, y, k) be a solution to (1.1) as in Proposition 3.2 but with T = 0 in
the interface conditions (1.3)–(1.4). We set

(3.17)
Mm := lim

h→0+ 1[f>m−1]W̃
(
t − t ∧ ŝh

y,m+1, Y
o(t ∧ ŝh

y,m+1;y, k
)
,Ko(t ∧ ŝh

y,m+1;k
))

+ 1[f≤m−1]W̃0
(
Yo(t;y, k),Ko(t;k)

) − W(t, y, k)

and consider the increments

(3.18)

Zm := lim
h→0+

{
W̃

(
t − t ∧ ŝh

y,m+1, Y
o(t ∧ ŝh

y,m+1;y, k
)
,Ko(t ∧ ŝh

y,m+1;k
))

− W̃
(
t − t ∧ ŝh

y,m,Y o(t ∧ ŝh
y,m;y, k

)
,Ko(t ∧ ŝh

y,m;k))}
, m = 0, . . . , f− 1,

Zf := − lim
h→0+ W̃

(
t − ŝh

y,f, Y
o(ŝh

y,f;y, k
)
,Ko(ŝh

y,f;k
))

on the event [ŝy,f ≤ t],
Zf = 0 on the event [ŝy,f > t],
Zm := 0, m > f,

so that

(3.19) Mm :=
m−1∑
j=0

Zj .

The key step in the proof of Proposition 3.2 is the following lemma:

LEMMA 3.3. We have

(3.20) E[Zm|Fm] = 0, m = 0,1, . . . .

As an immediate corollary of Lemma 3.3, we know that the sequence (Mm)m≥1 is a
zero mean martingale with respect to the filtration (Fm)m≥1. Since f + 1 is a stopping time
with respect to the filtration (Fm)m≥1 and the martingale (Mm)m≥1 is bounded, the optional
stopping theorem implies that EMf+1 = 0, which yields

(3.21) W̃ (t, y, k) = E
[
W0

(
Yo(t;y, k),Ko(t;k)

)
, t < ŝy,f

]
, t > 0, y ∈ R∗, k ∈ T∗,

which is a special case of (3.16) with T = 0.
In general, if W(t, y, k) is as in Proposition 3.2 with T �= 0, then W̃ (t, x, k) = W(t, y, k)−

T satisfies (1.1) with the interface conditions given by (1.3) and (1.4) corresponding to T = 0
and the initial condition W̃0(y, k) = W0(y, k) − T . It follows from the above that

(3.22)
W(t, y, k) = T + W̃ (t, y, k) = T +E

[
W̃0

(
Yo(t;y, k),Ko(t)

)
, t < ŝy,f

]
= E

[
W0

(
Yo(t;y, k),Ko(t)

)
, t < ŝy,f

] + T P[t ≥ ŝy,f]
and (3.16) follows, finishing the proof of Proposition 3.2. �
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PROOF OF LEMMA 3.3. Let W̃±(t, y, k) be the restrictions of W̃ to {y > 0} and {y < 0},
respectively. We extend them to the whole line in such a way that DtW̃± are well defined for
all (t, y, k) ∈ R+ ×R×T∗, and they are bounded and measurable and denote

F±(t, y, k) := (
Lk − ω′(k)∂y − ∂t

)
W̃±(t, y, k).

Note that F±(t, y, k) = 0 for y ∈ R±, respectively, and the processes

M±(u) := W̃±
(
t − u,Y (u;y, k),K(u;k)

) − W̃±(t, y, k)

−
∫ u

0
F±

(
t − s, Y (s;y, k),K(s;k)

)
ds,

with 0 ≤ u ≤ t are Fu-martingales, so that

(3.23)
E

{[
W̃σ ′

(
t − t ∧ ŝh

y,m+1, σY
(
t ∧ ŝh

y,m+1;y, k
)
, σK

(
t ∧ ŝh

y,m+1;k
))

− W̃σ ′
(
t − t ∧ ŝh,e

y,m, σY
(
t ∧ ŝh,e

y,m;y, k
)
, σK

(
t ∧ ŝh,e

y,m;k))]|Fŝy,m

} = 0,

provided that

σ ′ := (−1)mσ signy

and σ = ±1. Note that since

(−1)m signy = sign
(
Y

(
t ∧ ŝh,e

y,m;y, k
))

,

we have

σ ′ = sign
(
σY

(
t ∧ ŝh,e

y,m;y, k
))

.

The interface conditions (1.3) and (1.4) with T = 0 can be written as

(3.24)

p+
(
σK(ŝy,m;k)

)
W̃−σ ′

(
t − ŝy,m,0, σK(ŝy,m;k)

)
+ p−

(
σK(ŝy,m;k)

)
W̃σ ′

(
t − ŝy,m,0,−σK(ŝy,m;k)

)
= W̃σ ′

(
t − ŝy,m,0, σK(ŝy,m;k)

)
,

provided that

(3.25) σ ′σ sgnK(ŝy,m;k) = −1.

We now need to replace the time ŝh,e
y,m in the second term in (3.23) by ŝh

y,m in order to
convert the right side of (3.23) into a term of a telescoping sum, and to show that Mm is a
martingale. To this end, suppose that � ∈ Cb((R×T)L+1 ×{−1,0,1}m−1), and consider the
times 0 = t0 < t1 < · · · < tL. Then, we have

(3.26) E[Zm�m] = ∑
ε

E[Zm�m,Aε1,...,εm−1],

with

�m := �
((

Y(tj ∧ ŝy,m;y, k),K(tj ∧ ŝy,m;k)
)
0≤j≤L, σ̂

y
1 , . . . , σ̂

y
m−1

)
,

Aε1,...,εm−1 = [
σ̂

y
j = εj , j = 1, . . . ,m − 1

]
,

and the summation in (3.26) extending over all sequences ε = (ε1, . . . , εm−1) ∈ {−1,0,

1}m−1. Suppose that some εj = 0. Then, we have

f= min
[
j ∈ {1, . . . ,m} : εj = 0

] ≤ m − 1
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and Zm1Aε = 0 for the corresponding sequence (ε1, . . . , εm−1). On the other hand, if εj �= 0
for all j = 1, . . . ,m − 1, then

E[Zm�m,Aε] = I+ + I0 + I−,

where Iι, ι ∈ {−1,0,1}, correspond to the events σ̂
y
m = ι. Knowing the values σ̂

y
1 , . . . , σ̂

y
m−1

and the sign of y, one can determine the sign σ in the equality

Yo(t;y, k) = σY (t;y, k), Ko(t;k) = σK(t;k), ŝh
y,m ≤ t < ŝy,m;

hence,

W̃
(
t − ŝh

y,m,Y o(ŝh
y,m;y, k

)
,Ko(ŝh

y,m;k)) = W̃σ ′
(
t − ŝh

y,m, σY
(
ŝh
y,m;y, k

)
, σK

(
ŝh
y,m;k))

,

with σ ′ := (−1)mσ signy. We have

I± = lim
h→0+E

{{
W̃∓σ ′

(
t − t ∧ ŝh

y,m+1,±σY
(
t ∧ ŝh

y,m+1;y, k
)
,±σK

(
t ∧ ŝh

y,m+1;k
))

− W̃σ ′
(
t − ŝh

y,m, σY
(
ŝh
y,m;y, k

)
, σK

(
ŝh
y,m;k))}

�m,Aε, σ̂
y
m = ±1, t ≥ ŝh

y,m

}
= lim

h→0+E
{{

W̃∓σ ′
(
t − t ∧ ŝh

y,m+1,∓σY
(
t ∧ ŝh

y,m+1;y, k
)
,

∓σK
(
t ∧ ŝh

y,m+1;k
))

p±
(
σK(ŝy,m;k)

)
− W̃σ ′

(
t − ŝy,m, σY (ŝy,m;y, k), σK(ŝy,m;k)

)
1[σ̂ y

m=±1]
}
�m,Aε, t ≥ ŝy,m

}
.

Passing to the limit h → 0+ above, using the continuity of W̃± up to the interface and the
fact that sh,e

y,m → sy,m as h → 0+ a.s. and invoking (3.23), we conclude that

I± = E
{{

W̃∓σ ′
(
t − ŝy,m,±σY (ŝy,m;y, k),±σK(ŝy,m;k)

)
p±

(
K(ŝy,m;k)

)
− W̃σ ′

(
t − ŝy,m, σY (ŝy,m;y, k), σK(ŝy,m;k)

)
1[σ̂ y

m=±1]
}
�m,Aε, t ≥ ŝy,m

}
.

On the event [σ̂ y
m = 0], we have f= m; therefore,

I0 = −E
{
W̃σ ′

(
t − ŝy,m, σY (ŝy,m;y, k), σK(ŝy,m;k)

)
�m,Aε, σ̂

y
m = 0, t ≥ ŝy,m

}
as follows from the condition Zf = 0 on the event [ŝy,f > t] in (3.18). Now, we conclude that
from (3.24) that

I+ + I0 + I− = 0,

thus (3.20) follows. �

4. The scaled processes and their convergence.

4.1. Convergence of processes without an interface. We consider the rescaled process

ZN(t;y, k) := y − 1

Nβ/(1+β)

[Nt]∑
�=0

ω̄′(Kk
�

)
t̄
(
Kk

�

)
τ�, t ≥ 0,

and let Z̃N(t;y, k) be the linear interpolation in time between the points ZN(n/N;y, k),
n ≥ 0. Let also (TN(t;k))t≥0 and (YN(t;y, k))t≥0 be the scaled versions of the processes
defined by (3.6) and (3.10), respectively,

(4.1) TN(t;k) := 1

N

m∑
�=0

t̄
(
Kk

�

)
τ�, t = m

N
,
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and it is a linear interpolation otherwise, while

(4.2) YN(t;y, k) := y − 1

Nβ/(1+β)

∫ Nt

0
ω̄′(K(s;k)

)
ds = Z̃N

(
T

−1
N (t, k), y, k

)
.

To describe the limit, let (ζ(t))t≥0 be the symmetric stable process with the Lévy exponent

ψ(θ) = ĉ|θ |1+1/β

γ0R̄
, θ ∈ R,

and set

(4.3) ζ(t, y) := y + ζ(t), τ (t) := t τ̄ , η(t, y) := ζ
(
τ−1(t), y

)
, t ≥ 0,

where

(4.4) τ̄ :=
∫
T

t̄ (k)μ(dk) = 1

γ0R̄
.

PROPOSITION 4.1. For any t0 > 0 and k ∈ T, we have

(4.5) lim
N→+∞E

{
sup

t∈[0,t0]
∣∣TN(t;k) − τ(t)

∣∣} = 0.

The proof of the proposition is standard, and we omit it.
The following result is a simpler version of Proposition 4.1 and Theorem 2.5(i) of [12];

see also Theorem 2.4 of [13] and Theorem 3.2 of [2]:

PROPOSITION 4.2. Suppose that β > 1 and (y, k) ∈ R∗ × T∗. Under the assumptions
on the functions R and ω in Section 2, the joint law of (ZN(t, y, k),TN(t;k))t≥0 con-
verges in law over D2 := D([0,+∞);R × R̄+) equipped with the Skorokhod J1-topology
to (ζ(t, y), τ (t))t≥0.

The following result is an immediate consequence of the above theorem:

COROLLARY 4.3. The process (YN(t, y, k))t≥0 converge in law, as N → +∞, over
D[0,+∞) equipped with the Skorokhod M1-topology (see Appendix B.1) to (η(t, y, k))t≥0.

4.2. Joint convergence of processes and crossing times and positions. Using the ana-
logues of (3.12)–(3.13), we can define crossing times sN

y,m, s̃N
y,m, m,N = 1,2, . . . for the

scaled process (ZN(t, y, k))t≥0 and (Z̃N(t;y, k))t≥0, respectively. As a simple consequence
of absolute continuity of the law of Zn(y, k), we conclude that for each y ∈ R there exists a
strictly increasing sequence (nN

y,m)m≥1 such that

(4.6) s̃N
y,m ≤ sN

y,m = nN
y,m

N
< s̃N

y,m + 1

N
a.s.

Likewise, let uy,m be the consecutive times when the process (ζ(t, y))t≥0 crosses the level
z = 0. The main result of this section is the following:

THEOREM 4.4. For any (y, k) ∈R∗ ×T∗, the random elements((
ZN(t, y, k),TN(t;k)

)
t≥0,

(
sN
y,m

)
m≥1,

(
ZN

(
sN
y,m, y, k

))
m≥1

)
converge in law, as N → +∞, over D2 × R̄

N+ ×R
N with the product of the J1 and standard

product topology on (RN)2, to((
ζ(t, y), τ (t)

)
t≥0, (uy,m)m≥1,

(
ζ(uy,m, y, k)

)
m≥1

)
.
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The proof of this result is contained in Appendix B.
We now formulate a property of the approximating process (ZN(t))t≥0 at the crossing

times. We start with the following simple consequence of Corollary 2.2 of [21] and the strong
Markov property of stable processes:

LEMMA 4.5. For each y > 0, we have

(4.7) P
[
ζ(sy,2m,y) > 0 > ζ(sy,2m−1, y),m ≥ 1

] = 1.

If, on the other hand y < 0, then

(4.8) P
[
ζ(sy,2m−1,y, y) > 0 > ζ(sy,2m,y),m ≥ 1

] = 1.

As a consequence, we obtain the following estimate on the distance the particle travels
upon a crossing, so that the jump is “macroscopic”.

COROLLARY 4.6. Suppose that (y, k) ∈ R∗ × T∗, ε > 0 and M is a positive integer.
Then, there exist C > 0 that depends on ε and M such that

(4.9) P

[
min

m=1,...,M

∣∣ω̄′(Kk
nN

y,m

)∣∣t̄(Kk
nN

y,m

) ≤ CNβ/(1+β)
]
< ε for all N ≥ 1.

PROOF. Suppose that y > 0. As a consequence of Theorem 4.4, for any M the random
vectors

(4.10)
(
ZN

(
sN
y,1, y, k

)
, . . . ,ZN

(
sN
y,M, y, k

))
converge in law to (ζ(uy,1, y), . . . , ζ(uy,M, y)). Lemma 4.5 implies that, given ε > 0, there
exists c > 0 that depends on ε and M such that

(4.11) P
[
ζ(uy,2m−1, y) < −c, ζ(uy,2m,y) > c,m = 1, . . . ,M

]
> 1 − ε.

Let us set

AN(c) := [
ZN

(
sN
y,2m−1, y, k

)
< −c,ZN

(
sN
y,2m,y, k

)
> c,m = 1, . . . ,M

]
.

The convergence in law of the vectors (4.10) and (4.11) imply that

(4.12) P
[
AN(cε)

]
> 1 − ε

for all sufficiently large N . Decreasing c > 0, if necessary, we can claim that (4.12) holds for
all N ≥ 1, so that on AN(c) we have

y − 1

Nβ/(β+1)

nN
y,2m−1∑
n=0

ω̄′(Kk
n

)
t̄
(
Kk

n

)
< −c < 0 ≤ y − 1

Nβ/(β+1)

nN
y,2m−1−1∑

n=0

ω̄′(Kk
n

)
t̄
(
Kk

n

)
and

y − 1

Nβ/(β+1)

nN
y,2m∑
n=0

ω̄′(Kk
n

)
t̄
(
Kk

n

)
> c > 0 ≥ y − 1

Nβ/(β+1)

nN
y,2m−1∑
n=0

ω̄′(Kk
n

)
t̄
(
Kk

n

)
,

both for all m = 1, . . . ,M . Hence, on AN(c) we have∣∣ω̄′(Kk
n

)∣∣t̄(Kk
n

)
> cNβ/(β+1), m = 1, . . . ,M

which in turn yields (4.9). �
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4.3. Processes with reflection, transmission and killing. We now restore writing y, k in
the notation of the processes, with (y, k) ∈ R∗ ×T∗. To set the notation for the rescaled pro-
cesses, let (σ̂N

y,m) be a {−1,0,1}-valued sequence of random variables that are independent,
when conditioned on (Kk

n)n≥0, and set

P
[
σ̂ N

y,m = 0|(Kk
n

)
n≥0

] = g
(
Kk

nN
y,m

)
, P

[
σ̂ N

y,m = ±1|(Kk
n

)
n≥0

] = p±
(
Kk

nN
y,m

)
as well as

(4.13) fN := min
[
m : σ̂ N

y,m = 0
]
, s̃N

f := s̃N
y,fN

sN
f := sN

y,fN
.

The killed-reflected-transmitted process (Z̃o
N(t, y, k))t≥0 can be written as

(4.14) Z̃o
N(t, y, k) :=

(
m∏

j=1

σ̂ N
y,j

)
Z̃N(t, y, k), t ∈ [

s̃N
y,m, s̃N

y,m+1
)
,m = 0,1, . . . .

We adopt the convention that, for m = 0, the product above equals 1 and s̃N
y,0 := 0.

For the limit killed-reflected-transmitted process, similarly, we let (σ̂m)m≥1 be a sequence
of i.i.d. {−1,0,1} random variables, independent of (ζ(t, y))t≥0, with

(4.15) P[σ̂m = 0] = g0, P[σ̂m = ±1] = p±, m = 0,1, . . . .

Here, as we recall, g0 = g(0) and p± := p±(0). We also set

(4.16) f := min[m ≥ 1 : σ̂m = 0], uf := uy,f, uy,0 := 0.

The killed-reflected-transmitted stable process has a representation

(4.17) ζ o(t, y) :=
(

m∏
j=1

σ̂j

)
ζ(t, y), t ∈ [uy,m,uy,m+1),m = 0,1, . . . .

Note that the processes ZN(t) are discontinuous in t while Z̃N(t) are continuous in time.
As the process ζ(t) is discontinuous, it would not be possible to prove convergence of Z̃N(t)

to ζ(t) in the Skorokhod space D[0,+∞) equipped with the J1-topology. Hence, we will
need to use the M1-topology that allows convergence of continuous processes to a discontin-
uous limit. Accordingly, we denote by X the space D[0,+∞) × C[0,+∞) × R̄

N+, equipped
with the product of M1 and uniform convergence on compacts topologies in the first two
variables and the standard product topology on R̄

N+. We will use below the metric d∞ that
metrizes the M1-topology on D[0,+∞); see Appendix B.1 for a brief review of the required
definitions. Our main result in this section is the following:

THEOREM 4.7. The random elements ((Z̃o
N(t, y, k))t≥0, (TN(t, k))t≥0, (s̃

N
y,m)m≥1) con-

verge in law over X to the random element ((ζ o(t, y))t≥0, (τ (t))t≥0, (uy,m)m≥1).

PROOF. Let us define the process

(4.18) Zo
N(t) :=

(
m∏

j=1

σ̂ N
y,j

)
ZN(t, y, k), t ∈ [

s̃N
y,m, s̃N

y,m+1
)
,m = 0,1, . . . .

It is straightforward to show that, for any η > 0, we have

(4.19) lim
N→+∞P

[
d∞

(
Zo

N, Z̃o
N

) ≥ η
] = 0.

Therefore, we may now pass from Z̃o
N to Zo

N and prove convergence of the discontinuous
processes Zo

N to the discontinuous jump process. This can be done using the J1-topology as
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both processes are discontinuous and is simpler than working directly in the M1-topology.
Accordingly, let X ′ be the space X , equipped with the product topology where, on the first
component we put the J1 topology rather than M1. We will prove that the random elements((

Zo
N(t, y, k)

)
t≥0,

(
TN(t, k)

)
t≥0,

(
sN
y,m

)
m≥1

)
converge in law over X ′ to ((ζ o(t, y))t≥0, (τ (t))t≥0, (uy,m)m≥1). Thanks to (4.6) and (4.19)
this will finish the proof of the theorem. Since we have already proved the convergence of
the last two components (see Proposition 4.1 and Theorem 4.4), we focus only on proving
the convergence in law of (Zo

N(t))t≥0 over D[0,+∞), equipped with the J1-topology to
(ζ o(t, y))t≥0.

LEMMA 4.8. For any ε > 0, there exists Mε > 0 such that P[fN ≥ Mε] < ε for all N ≥ 1.

PROOF. From the continuity of g(·) and its strict positivity, we have

δ := inf
k∈Tg(k) > 0.

The definition of the sequence (σ̂N
y,m) implies that

P[fN ≥ M] = P
[
σ̂ N

y,1, . . . , σ̂
N
y,M ∈ {−1,1}] ≤ (1 − δ)M,

and the conclusion of the lemma follows, upon a choice of a sufficiently large M . �

Let (Um)m≥1 be a sequence of i.i.d. random variables, uniformly distributed in (0,1),
independent of the sequence (Kk

n)n≥0. Let us define

(4.20) σ̂ N
y,m = 1(0,pN

m,+)(Um) − 1(1−pN
m,−,1)(Um)

and

(4.21) σ̂m := 1(0,p+)(Um) − 1(1−p−,1)(Um), m ≥ 1,

where pN
m,± := p±(Kk

nN
y,m

).

LEMMA 4.9. For any integer M > 0 and ε > 0, we have

(4.22) P

[
M⋃

m=1

[
σ̂ N

y,m �= σ̂m

]]
<

(
c+ω′

0

Cγ0R0

)γ /β 2C0M

Nγ/(β+1)
+ ε, N ≥ 1,

where C > 0 is as in Corollary 4.6, while C0, γ > 0 are as in (1.7).

PROOF. Consider the event

AN :=
[

min
m=1,...,M

∣∣ω̄′ t̄
(
Kk

nN
y,m

)∣∣ ≤ CNβ/(β+1)
]
,

where C is as in the statement of Corollary 4.6, and write

(4.23)

P

[
M⋃

m=1

[
σ̂ N

y,m �= σ̂m

]] ≤ P

[
M⋃

m=1

[
σ̂ N

y,m �= σ̂m

]
,Ac

N

]
+ P[AN ]

≤ P

[
M⋃

m=1

[
σ̂ N

y,m �= σ̂m

]
, min
m=1,...,M

∣∣ω̄′ t̄
(
Kk

nN
y,m

)∣∣ > CNβ/(β+1)

]
+ ε

≤
M∑

m=1

P
[
σ̂ N

y,m �= σ̂m,
∣∣ω̄′ t̄

(
Kk

nN
y,m

)∣∣ > CNβ/(β+1)] + ε.
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Note that, for all m ≥ 1, we have

P
[
σ̂ N

y,m �= σ̂m,
∣∣ω̄′ t̄

(
Kk

nN
y,m

)∣∣ > CNβ/(β+1)]
≤ E

[∣∣1(0,pN
m,+)(Um) − 1(0,p+)(Um)

∣∣ + ∣∣1(1−pN
m,−,1)(Um) − 1(1−p−,1)(Um)

∣∣,∣∣ω̄′ t̄
(
Kk

nN
y,m

)∣∣ > CNβ/(β+1)]
= ∑

ι=±
E

[∣∣pι

(
Kk

nN
y,m

) − pι

∣∣, ∣∣ω̄′ t̄
(
Kk

nN
y,m

)∣∣ > CNβ/(β+1)].
By virtue of (1.7) and (3.9), the right side can be estimated by

∑
ι=±

E

[∣∣pι

(
Kk

nN
y,m

) − pι

∣∣, ∣∣Kk
nN

y,m

∣∣ <

(
c+ω′

0

Cγ0R0

)1/β 1

N1/(1+β)

]

≤ 2C0

(
c+ω′

0

Cγ0R0

)γ /β 1

Nγ/(β+1)
,

and (4.22) follows. �

Next, we define the process

(4.24) Ẑo
N(t) :=

(
m∏

j=1

σ̂j

)
ZN(t, y, k), t ∈ [

s̃N
y,m, s̃N

y,m+1
)
,m = 0,1, . . . ,

with the random variables σ̂m given by (4.21). Using Lemma 4.8 to choose M large enough
and then Lemma 4.9 to choose N large, we conclude the following:

COROLLARY 4.10. Let (Zo
N(t))t≥0 be defined by (4.18) with (σ̂N

y,m)m≥1 given by (4.20).
Then, for any ε > 0 there exists N0 such that

(4.25) P
[
Zo

N �= Ẑo
N

]
< ε, N ≥ N0.

Theorem 4.4 and Corollary 4.10 immediately imply Theorem 4.7. �

Given any t0 ≥ 0, the limiting process (ζ o(t, y))t≥0 is a.s. continuous at t0, as a conse-
quence of an analogous property of (ζ(t, y))t≥0 mentioned earlier (see Proposition 1.2.7,
page 21 of [6]). It follows that the coordinate mapping is continuous on an event of prob-
ability one in the M1 topology; see Theorem 12.5.1 part (v) of [25]. As a consequence we
conclude the following:

COROLLARY 4.11. The processes (Z̃o
N(t, y, k))t≥0 converge in the sense of finite-

dimensional distributions, as N → +∞, to the process (ζ o(t, y))t≥0.

4.4. The re-scaled process for the kinetic equation. Let us now introduce the process cor-
responding to the kinetic equation (1.8) with reflection-transmission-killing at the interface

(4.26) Yo
N(t) := Z̃o

N

(
T

−1
N (t;k)

)
, t ≥ 0,

where TN and Z̃o
N are given by (4.1) and (4.14), respectively. We set

(4.27) ŝN
y,m := TN

(
s̃N
y,m;k)

and ŝN
f := TN

(
s̃N
y,fN

;k)
,
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where fN is as in (4.13). Furthermore, we let σ̃ N (t) ≡ 1 for t ∈ [0, s̃N
y,1) and

(4.28) σ̃N (t) :=
m∏

j=1

σ̂ N
y,j , t ∈ [

s̃N
y,m, s̃N

y,m+1
)
,m ≥ 1,

and

(4.29) Ko
N(t, y) := σo

N(t)KN(t, k),

with σo
N(t) := σ̃N (T−1

N (t)) and

(4.30) KN(t, k) := Kk

N[T−1
N (t;k)].

As in (3.15), we have

dY o
N(t;y, k)

dt
= −ω′(Ko

N(t;k)
)
, t ∈ [

0, ŝN
f

)
.(4.31)

We also set ûy,m := τ−1(uy,m) and

(4.32) ηo(t, y) := ζ o(τ−1(t), y
)

with ζ o and τ given by (4.17) and (4.3), respectively. The following is a direct corollary of
Theorems 4.4 and 4.7:

THEOREM 4.12. The random elements ((Y o
N(t))t≥0, (ŝ

N
y,m)m≥1) converge in law to((

ηo(t, y)
)
t≥0, (ûy,m)m≥1

)
,

over D[0,+∞) × R̄
N+, with the product of the M1 and standard product topologies.

PROOF. By Theorem 4.7 and the Skorochod embedding theorem we can find equivalent
versions of ((Z̃o

N(t, y, k))t≥0, (TN(t, k))t≥0) converging a.s. to ((ζ o(t, y))t≥0, (τ (t))t≥0).
Hence, T−1

N converge a.s. in the uniform topology on compacts to τ−1. Invoking Theo-
rem 7.2.3 page 164 of [24], we conclude convergence of the (Y o

N(t))t≥0 to (ηo(t, y))t≥0.
The convergence of the second components is a consequence of (4.27). �

5. The proof of convergence in Theorem 1.1. It suffices to prove the convergence state-
ment for

(5.1) W̃N(t, y, k) := WN(t, y, k) − T .

It satisfies (1.8) with the initial condition W̃0 := W0 −T ∈ C0, so that the interface conditions
(1.3) and (1.4) correspond to T = 0. We will show that

(5.2) lim
N→+∞

∫
R×T

W̃N(t, y, k)G(y, k) dy dk =
∫
R×T

W̃ (t, y)G(y, k) dy dk,

for any G ∈ C∞
c (R×T), where

(5.3) W̃ (t, y) = E
[
W̄0

(
ηo(t;y)

)
, t < ûy,f

]
and

(5.4) W̄0(y) :=
∫
T

W̃0(y, k) dk.
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This will imply that

(5.5)

lim
N→+∞

∫
R×T

WN(t, y, k)G(y, k) dy dk

= T

∫
R×T

G(y, k) dy dk + lim
N→+∞

∫
R×T

W̃N(t, y, k)G(y, k) dy dk

= T

∫
R×T

G(y, k) dy dk + lim
N→+∞

∫
R×T

W̃ (t, y)G(y, k) dy dk

=
∫
R×T

W(t, y)G(y, k) dy dk,

where

(5.6) W(t, y) = T + W̃ (t, y).

We now prove (5.2). Using Proposition 3.2, we write

(5.7) W̃N(t, y, k) = E
[
W̃0

(
Yo

N(t;y, k),Ko
N(t, k)

)
, t ≤ ŝN

y,fN

]
.

For a given test function G ∈ C∞
c (R×T), let us set

(5.8) IN :=
∫
R×T

WN(t, y, k)G(t, y, k) dy dk.

Our goal is to show that

(5.9) lim sup
N→+∞

∣∣∣∣IN −
∫
R×T

E
[
W̄0

(
ηo(t;y)

)
, t < ûy,f

]
G(y, k) dy dk

∣∣∣∣ < ε,

where ε > 0 is arbitrary and W̄0(y) is given by (5.4). Since W̃0 is continuous outside the
interface [y = 0], for any δ > 0 we can write that

W̃0(y, k) = W 1
0 (y, k) + W 2

0 (y, k),

where W 2
0 ∈ Cb(R×T), and

(5.10)
suppW 1

0 ⊂ [|y| < 2δ
] ×T,

suppW 2
0 ⊂ [|y| > δ/2

] ×T and ‖Wj
0 ‖∞ ≤ ‖W̃0‖∞, j = 1,2.

We can decompose accordingly IN = I 1
N + I 2

N and W̄0 = W̄ 1
0 + W̄ 2

0 . Then, we have

lim sup
N→+∞

∣∣∣∣I 1
N −

∫
R×T

E
[
W̄ 1

0
(
ηo(t;y)

)
, t < ûy,f

]
G(y, k) dy dk

∣∣∣∣
≤ ‖W̃0‖∞

∫
R×T

∣∣G(y, k)
∣∣(lim sup

N→+∞
P

[∣∣YN(t;y, k)
∣∣ < 2δ

] + P
[∣∣η(t;y)

∣∣ < 2δ
])

dy dk

<
ε

10
,

(5.11)

provided that δ > 0 is sufficiently small.
Let us set

(5.12) I 2
N(δ) :=

∫
R×T

E
[
W 2

0
(
Yo

N(t − δ;y, k),Ko
N(t, k)

)
, t − δ ≤ ŝN

y,fN

]
G(y, k) dy dk.
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By virtue of Lemma 4.8 and Theorem 4.12 we can write

(5.13)

lim sup
N→+∞

∣∣I 2
N − I 2

N(δ)
∣∣

≤ lim sup
N→+∞

∫
R×T

E

[
sup
k′

∣∣W 2
0
(
Yo

N(t;y, k), k′) − W 2
0
(
Yo

N(t − δ;y, k), k′)∣∣]
× ∣∣G(y, k)

∣∣dy dk + ‖W̃0‖∞ lim sup
N→+∞

∫
R×T

P
[
t − δ ≤ ŝN

y,fN
< t

]∣∣G(y, k)
∣∣dy dk

<
ε

10
,

if δ > 0 is sufficiently small. We have used here the fact that, for each m ≥ 1, the law of
(ûy,1, . . . , ûy,m), the limit of the laws of (ŝN

y,1, . . . , ŝ
N
y,m), as N → +∞, is absolutely con-

tinuous with respect to the Lebesgue measure. This is a consequence of the strong Markov
property of (η(t, y))t≥0 and the fact that the joint law of (ûy,1, η(ûy,1, y)) is absolutely con-
tinuous with respect to the Lebesgue measure; see, for example, Theorem 1, page 93 of [11].

To conclude (5.9), it suffices to prove that we can choose a sufficiently small δ > 0 so that

(5.14) lim sup
N→+∞

∣∣∣∣I 2
N(δ) −

∫
R×T

E
[
W̄ 2

0
(
ηo(t;y)

)
, t < ûy,f

]
G(y, k) dy dk

∣∣∣∣ <
ε

10
.

To this end, we will assume, without loss of any generality, that W 2
0 ∈ C∞

c (R × T). Indeed,

for any W 2
0 ∈ Cb(R × T) satisfying (5.10) and R > 0, we can find W

2,s
0 ∈ C∞

c (R × T) and
such that∥∥W 2,s

0

∥∥∞ ≤ ∥∥W 2
0
∥∥∞ + 1 and sup

|y|≤R,k∈T
∣∣W 2,s

0 (y, k) − W 2
0 (y, k)

∣∣ <
ε

100
.

Thanks to the already established tightness of the laws of Yo
N(t, y, k), we can easily see that,

upon the choice of a sufficiently large R > 0,

lim sup
N→+∞

∣∣I 2
N(δ) − I

2,s
N (δ)

∣∣ <
ε

10
,

where I
2,s
N (δ) is defined by (5.12), with W

2,s
0 replacing W 2

0 . From here on, we will restrict

our attention to I
2,s
N (δ).

Using Lemmas 4.8 and 4.9, together with the conclusion of Theorem 4.12, one can show
that for a sufficiently small δ > 0 we have

(5.15) lim sup
N→+∞

∣∣I 2
N(δ) − Ĩ 2

N(δ)
∣∣ <

ε

10
,

where

Ĩ 2
N(δ) :=

∫
R×T

E
[
W 2

0
(
Yo

N(t − δ;y, k), K̂o
N(t, k)

)
, t − δ ≤ ŝN

y,fN

]
G(y, k) dy dk,

and

(5.16) K̂o
N(t, y) := σ̂ o

N(t − δ)KN(t, k),

where σ̂ o
N(t) := σ̂N (T−1

N (t)), σ̂N (t) ≡ 1 for t ∈ [0, ŝN
y,1) and

(5.17) σ̂N (t) :=
m∏

j=1

σ̂j , t ∈ [
s̃N
y,m, s̃N

y,m+1
)
,m ≥ 1.
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Conditioning on Kt−δ , where (KN
t )t≥0 is the natural filtration of (KN(t, k))t≥0, we write

Ĩ 2
N(δ) = Î 2

N(δ) + Ī 2
N(δ),

where

Î 2
N(δ) :=

∫
R×T

E
[
W̄ 2

0
(
Yo

N(t − δ;y, k)
)
, t − δ ≤ ŝN

y,fN

]
G(y, k) dy dk,

Ī 2
N(δ) :=

∫
R×T

E
[
wN

(
Yo

N(t − δ;y, k), σ̂ o
N(t − δ)KN(t − δ, k)

)
, t − δ ≤ ŝN

y,fN

]
G(y, k) dy dk

and

W̄ 2
0 (y) :=

∫
T

W 2
0 (y, k) dk.

We have used above the notation

wN(y, k) := eNδLW 2
0 (y, ·)(k) = 1

2π

∑
�∈Z\{0}

eNδLe�(k)

∫
R

Ŵ 2
0 (ξ, �)eiξy dξ,

with the generator L given by (1.2), e�(k) := exp{2πik�} and

Ŵ 2
0 (ξ, �) =

∫
R×T

W 2
0 (y, k)e−iξye��(k) dy dk.

The term Ī 2
N(δ) we can estimate as follows:

(5.18)

∣∣Ī 2
N(δ)

∣∣ ≤
∫
R

sup
k∈T

∣∣G(y, k)
∣∣dy

∑
�∈Z\{0}

∫
R×T

∣∣Ŵ 2
0 (ξ, �)

∣∣
×E

[∣∣eNδLe�
(
KN(t − δ, k)

)∣∣ + ∣∣eNδLe�
(−KN(t − δ, k)

)∣∣]dξ dk

= 2
∫
R

sup
k∈T

∣∣G(y, k)
∣∣dy

∑
�∈Z\{0}

∥∥eNδLe�
∥∥
L1(T)

∫
R

∣∣Ŵ 2
0 (ξ, �)

∣∣dξ.

Now, (3.5) implies that ‖eNδLe�‖L1(T) → 0, as N → +∞, for each � �= 0. Therefore,

lim
N→+∞ Ī 2

N(δ) = 0.

It follows from Theorem 4.12 that

(5.19) lim sup
N→+∞

∣∣∣∣Î 2
N(δ) −

∫
R×T

E
[
W̄ 2

0
(
ηo(t;y)

)
, t < ûy,f

]
G(y, k) dy dk

∣∣∣∣ <
ε

2
,

provided that δ > 0 is sufficiently small. This ends the proof of (5.2).

6. Proof of Theorem 1.1: Description of the limit. So far, we have shown the weak
convergence of WN(t, y, k) to W(t, y), in the sense of (5.2), with W(t, y) defined in (5.6)
and (5.3). We now identify W(t, y) as a weak solution to (2.5), if W0 ∈ CT . Thanks to (5.1)
and (5.6), it suffices only to consider the case T = 0. Consider a regularized scattering kernel:
take a ∈ (0,1), and set

q
(a)
β (y) = cβ1(a,+∞)(|y|)

|y|2+1/β
, y ∈ R∗.

Let (ηa(t, y))t≥0 be a Lévy process starting at y ∈R, with the generator −ĉ�
(a)
β , where

(6.1) �
(a)
β F (y) :=

∫
R

q
(a)
β

(
y − y′)[F(y) − F

(
y′)]dy′, F ∈ Bb(R).
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It is well known (see, e.g., Section 2.5 of [17]) that (ηa(t, y))t≥0 converge in law, as a → 0+,
over D[0,+∞), with the topology of the uniform convergence on compacts, to (η(t, y))t≥0,
the symmetric stable process with the generator −ĉ�β , as in (2.4).

We define inductively the times of jumps over the interface

ûa
y,1 := inf

[
t > 0 : ηa(t−, y)ηa(t, y) < 0

]
,

ûa
y,m+1 := inf

[
t > ûa

y,m : ηa(t−, y)ηa(t, y) < 0
]
.

To set up the reflected-transmitted-killed process, let (σ̂m)m≥1 be a sequence of i.i.d.
{−1,0,1} random variables, independent of (ηa(t, y))t≥0, distributed according to (4.15),
and set

(6.2) ηo
a(t, y) :=

(
m∏

j=1

σ̂j

)
ηa(t, y), t ∈ [

ûa
y,m, ûa

y,m+1
)
,m ≥ 0,

where ûa
y,0 := 0. Using Theorem B.3 together with the argument in Section 4.3, we easily

conclude the following:

THEOREM 6.1. The random elements ((ηo
a(t, y))t≥0, (û

a
y,m)m≥1) converge in law over

the product space D[0,+∞) × R̄
N+, equipped with the product of the topology of uni-

form convergence on compacts and the standard infinite product topology, to ((ηo(t, y))t≥0,

(ûy,m)m≥1), as a → 0.

As a direct corollary of the above theorem, we conclude that

(6.3) lim
a→0+ W̃ (a)(t, y) = W̃ (t, y), (t, y) ∈ R̄+ ×R∗,

with W̃ (t, y), the limit of WN(t, y, k), given by (5.3), and

(6.4) W̃ (a)(t, y) = E
[
W̄0

(
ηo

a(t;y)
)
, t < ûa

y,f

]
,

where W̄0 is given by (5.4) and f by (4.16).
Note that W̃ (a)(t, y) satisfies

(6.5) ∂tW̃
(a)(t, y) = ĉL̂aW̃

(a)(t, y), (t, y) ∈R+ ×R∗
in the classical sense, where

L̂aF (y) := −�
(a)
β F (y) + p−

∫
[yy′<0]

qβ

(
y − y′)[F (−y′) − F

(
y′)]dy′

− g0

∫
[yy′<0]

qβ

(
y − y′)F (

y′)dy′, F ∈ Bb(R).

Indeed, let

Q(a) := ĉ

∫
R

q
(a)
β (y) dy,

and for �t 	 1 and t > 0 write

W̃ (a)(t + �t,y) = E
[
W̄0

(
ηo

a(t + �t,y)
)
, t + �t < ûa

y,f

]
= E

[
W̄0(η

o
a

(
t, ηo

a(�t, y)
)
, t < ûa

ηo
a(�t,y),f

]
= e−Q(a)�tW̃ (a)(t, y) + ĉ

∫
[yy′>0]

qβ

(
y − y′)W̃ (a)(t, y′)dy′�t
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+ (1 − p− − g0)︸ ︷︷ ︸
=p+

ĉ

∫
[yy′<0]

qβ

(
y − y′)W̃ (a)(t, y′)dy′�t

+ p−ĉ

∫
[yy′>0]

qβ

(
y + y′)W̃ (a)(t, y′)dy′�t + o(�t).

It follows that

W̃ (a)(t + �t,y) − W̃ (a)(t, y) = ĉL̂aW̃
(a)(t, y)�t + o(�t)

which implies (6.5). Thanks to (6.3), we conclude that W̃ satisfies Definition 2.3.

7. Proof of Theorem 2.5. By considering the kinetic equation with the initial data W ′
0 :=

W0 − T ′, we may assume that T ′ = 0 and W0 ∈ L1(R×T).
Assume first that T = 0. Let ‖ ·‖Ha be defined by the analog to (2.7) with the kernel q

(a)
β (·)

replacing qβ(·), and the Hilbert space Ha be the completion of C∞
0 (R∗) in the respective

norm. Obviously, we have

(7.1) ‖G‖Ha ≤ ‖G‖Ha′ , G ∈ C∞
0 (R∗), a > a′ ≥ 0.

As with (2.9), we have

(7.2)
d

dt

∥∥W̃ (a)(t)
∥∥2
L2(R) = −ĉ

∥∥W̃ (a)(t)
∥∥2
Ha

,

so that

(7.3)
∥∥W̃ (a)(t)

∥∥2
L2(R) + ĉ

∫ t

0

∥∥W̃ (a)(s)
∥∥2
Ha

ds = ‖W̄0‖2
L2(R)

, t ≥ 0, a > 0.

Letting a → 0+, we conclude from (7.3) and (6.3) that

(7.4)
∥∥W̃ (t)

∥∥2
L2(R) + ĉ

∫ t

0

∥∥W̃ (s)
∥∥2
H0

ds ≤ ‖W̄0‖2
L2(R)

, t ≥ 0

which implies part (i) of Definition 2.3.
When T �= 0, let us set

(7.5) W(a)(t, y) := E
[
W̄0

(
ηo

a(t;y)
)
, t < ûa

y,f

] + T P
[
t ≥ ûa

y,f

]
, (t, y) ∈ R+ ×R∗,

where W̄0 is given by (5.4). It follows from (6.5) that W(a) satisfies

(7.6)

∂tW
(a)(t, y) = ĉLaW

(a)(t, y)

+ ĉp−
∫
[yy′<0]

q
(a)
β

(
y − y′)[W(a)(t,−y′) − W(a)(t, y′)]dy′

+ ĉg0

∫
[yy′<0]

q
(a)
β

(
y − y′)[T − W(a)(t, y′)]dy′,

while (5.6) and (6.3) imply

(7.7) lim
a→0+W(a)(t, y) = W(t, y), (t, y) ∈ R̄+ ×R∗

and

(7.8) W(t, y) = E
[
W̄0

(
ηo(t;y)

)
, t < ûy,f

] + T P[t ≥ ûy,f], (t, y) ∈ R+ ×R∗.
Part (i) of Definition 2.3 is a direct conclusion from the following:

PROPOSITION 7.1. If W̄0 ∈ Cb(R∗)∩L1(R), then W ∈ L∞
loc([0,+∞),L2(R)) and W −

T ∈ L2
loc([0,+∞);H0).
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PROOF. Let W̃ (a)(t) := W(a)(t) − T . Multiplying both sides of (7.6) by W̃ (a)(t, y) and
integrating in the y variable, we obtain

(7.9)

‖W̄0‖2
L2(R)

= ∥∥W(a)(t)
∥∥2
L2(R) + 2T

(∫
R

W(a)(t, y) dy −
∫
R

W̄0(y) dy

)
+ ĉ

∫ t

0

∥∥W̃ (a)(s)
∥∥2
Ha

ds;
hence,

(7.10)

∥∥W(a)(t)
∥∥2
L2(R) + ĉ

∫ t

0

∥∥W̃ (a)(s)
∥∥2
Ha

ds

≤ ‖W̄0‖2
L2(R)

+ 2T
(∥∥W(a)(t)

∥∥
L1(R) + ‖W̄0‖L1(R)

)
.

To estimate the L1-norm in the right side, note that (7.5) implies

(7.11)
∣∣W(a)(t, y)

∣∣ ≤ E
[∣∣W̄0

(
ηa(t;y)

)∣∣ + ∣∣W̄0
(−ηa(t;y)

)∣∣] + T P
[
t ≥ ûa

y,1
]
,

where ηa(·, y) is the Levy process with the generator (6.1) starting at y, thus

(7.12)

∥∥W(a)(t)
∥∥
L1(R) ≤ 2‖W̄0‖L1(R) + 2T

∫ +∞
0

P
[
t ≥ ûa

y,1
]
dy

≤ 2‖W̄0‖L1(R) + 2TE

[
sup

s∈[0,t]
ηa(s;0)

]
.

Since (ηa(t,0))t≥0 is a martingale, we may use the Doob maximal inequality (ηa(t,0))t≥0 to
see that there exists C > 0 such that

(7.13)
{
E

[(
sup

s∈[0,t]
ηa(s;0)

)κ]}1/κ ≤ C
{
E

[∣∣ηa(t;0)
∣∣κ ]}1/κ

,

with 1 < κ < 1 + 1/β . The argument in the proof of Lemma 5.25.7, page 161 of [22] implies

lim sup
a→0+

E
[∣∣ηa(t;0)

∣∣κ]
< +∞,

so that, in particular, E[sups∈[0,t] η(s;0)] < +∞. Letting a → 0+ in (7.12), we obtain

lim
a→0+

∥∥W(a)(t)
∥∥
L1(R) = ∥∥W(t)

∥∥
L1(R) ≤ 2‖W̄0‖L1(R) + 2TE

[
sup

s∈[0,t]
η(s;0)

]
≤ 2‖W̄0‖L1(R) + 2T tβ/(1+β)

E

[
sup

s∈[0,1]
η(s;0)

]
.

(7.14)

The last inequality follows from the selfsimilarity of the stable process (η(t;0))t≥0. Now, we
use (7.14) to bound the right side of (7.10) and pass to the limit a → 0+ of that inequality to
finish the proof. �

APPENDIX A: PROOF OF THE EXISTENCE PART OF PROPOSITION 2.2

We may assume without loss of generality that T = 0 in (1.3) and (1.4), since if W(t, y, k)

is a solution of (1.1) in this case with the respective interface conditions, then W(t, y, k) + T

solves the corresponding problem with a given temperature T > 0. Consider a semigroup of
bounded operators on L∞(R×T∗) defined by

(A.1)

StW0(y, k) = e−γ0R(k)tW0
(
y − ω̄′(k)t, k

)
1[0,ω̄′(k)t]c (y)

+ p+(k)e−γ0R(k)tW0
(
y − ω̄′(k)t, k

)
1[0,ω̄′(k)t](y)

+ p−(k)e−γ0R(k)tW0
(−y + ω̄′(k)t,−k

)
1[0,ω̄′(k)t](y),
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with W0 ∈ L∞(R×T∗), t ≥ 0 and (y, k) ∈ R∗×T∗. Note that if W0 is continuous on R∗×T∗,
then StW0(y, k) satisfies the interface conditions (1.3) and (1.4) (with T = 0) for all t > 0, so
that St maps C0 to C0 for any t ≥ 0 fixed. In addition, (St )t≥0 is a C0-semigroup on C0 with
the supremum norm satisfying

(A.2) Dt

[
StW0(y, k)

] = −γ0R(k)StW0(y, k),

together with the interface condition (1.18) and the initial condition

lim
t→0

StW0(y, k) = W0(y, k), (y, k) ∈ R∗ ×T∗.

Using this semigroup, we can rewrite equation (1.1) in the mild formulation

(A.3) W(t, y, k) = StW0(y, k) + γ0

∫ t

0
St−sRW(s, y, k) ds, (t, y, k) ∈ R+ ×R∗ ×T∗

with

(A.4) RF(y, k) :=
∫
T

R
(
k, k′)F (

y, k′)dk′, F ∈ L∞(R×T).

The solution of (A.3) with W0 ∈ C0 can be written as the Duhamel series

(A.5) W(t, y, k) =
+∞∑
n=0

S(n)(t, y, k), (t, y, k) ∈ R+ ×R∗ ×T∗,

where

S(0)(t, y, k) := StW0(y, k),

S(n)(t, y, k) := γ n
0

∫
�n(t)

St−s1RSs1−s2 · · ·RSsn−1−snRSsnW0(y, k) ds1,n, n ≥ 1

and

�n(t) := [t ≥ s1 ≥ · · · ≥ sn ≥ 0], ds1,n := ds1 · · · dsn.

Since W0 is bounded, the series is uniformly convergent on any [0, t] × R × T∗. Moreover,
if W0 ∈ C0, then SsW0 ∈ C0 for all s ≥ 0 and the function RSsW0 is bounded and continuous
in R∗ × T∗, though it need not satisfy (1.18). On the other hand, the function St−sRSsW0
satisfies the interface condition (1.18) for all s ∈ [0, t], thus so does

S(1)(t, y, k) =
∫ t

0
St−sRSsW0(y, k) ds

and S(1)(t, ·, ·) ∈ C0 for each t ≥ 0. A similar argument shows that S(n)(t, ·, ·) ∈ C0 for all
t ≥ 0 and n ≥ 1. Hence, W(t, ·), defined by the series (A.3), belongs to C0 for each t > 0.
One can also verify easily that both (2.2) and (2.3) hold. Thus, W(t, y, k) is a solution of (1.1)
in the sense of Definition 2.1 which ends the proof of the existence part of Proposition 2.2.

APPENDIX B: PROOF OF THEOREM 4.4

B.1. Preliminaries on the Skorokhod space D[0,+∞). Let us denote by D[0,+∞)

the space of the cadlag functions; see [7]. The J1-topology on D[0,+∞) is induced by the
metric

ρ∞(X1,X2) :=
∫ +∞

0

(
ρT (X1,X2) ∧ 1

)
e−T dT , X1,X2 ∈ D[0,+∞),
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where

(B.1)
ρT (X1,X2) := inf

λ∈�T

max
{

sup
t∈[0,T ]

∣∣λ(t) − t
∣∣, sup

t∈[0,T ]
∣∣X1 ◦ λ(t) − X2(t)

∣∣},
X1,X2 ∈ D[0, T ].

Here, D[0, T ] is the space of cadlag functions on [0, T ], and �T is the collection of homeo-
morphisms λ : [0, T ] → [0, T ] such that λ(0) = 0, λ(T ) = T . Theorem 16.1 of [7] says that
for a sequence (Xn)n≥1 of cadlag functions: Xn →ρ∞ X iff there exists a sequence of strictly
increasing homeomorphisms λn : [0,+∞) → [0,+∞) such that, for each N > 0, we have

(B.2) lim
n→+∞ sup

0≤t≤N

∣∣t − λn(t)
∣∣ = 0 and lim

n→+∞ sup
0≤t≤N

∣∣Xn(t) − X ◦ λn(t)
∣∣ = 0.

The M1-topology on D[0,+∞) is defined as follows. For a given X ∈ D[0, T ], let �X be the
graph of X:

(B.3) �X := [
(t, z) : t ∈ [0, T ], z = cX(t−) + (1 − c)X(t) for some c ∈ [0,1]].

We define an order on �X by letting (t1, z1) ≤ (t2, z2) iff t1 < t2, or t1 = t2 and∣∣X(t1−) − z1
∣∣ ≤ ∣∣X(t1−) − z2

∣∣.
Denote by �(X) the set of all continuous mappings γ = (γ (1), γ (2)) : [0,1] → �X that are
nondecreasing, that is, t1 ≤ t2 implies that γ (t1) ≤ γ (t2). The metric dT (·, ·) is defined as
follows:

dT (X1,X2) := inf
[∥∥γ (1)

1 − γ
(1)
2

∥∥∞ ∨ ∥∥γ (2)
1 − γ

(2)
2

∥∥∞, γi = (
γ

(1)
i , γ

(2)
i

) ∈ �(Xi), i = 1,2
]
.

This metric induces the M1-topology in D[0, T ]; see [25], Theorem 13.2.1. The correspond-
ing topology in D[0,+∞) is defined by

(B.4) d∞(X1,X2) :=
∫ +∞

0

(
dT (X1,X2) ∧ 1

)
e−T dT , X1,X2 ∈ D[0,+∞).

Then (see Theorem 6.3.2 of [24]), we have

d∞(X1,X2) ≤ ρ∞(X1,X2), X1,X2 ∈ D[0,+∞).

Let T̄y,Ty : D[0,+∞) → [0,+∞] be

T̄y(X) := inf
[
t > 0 : X(t) > y

]
, Ty(X) := inf

[
t > 0 : X(t) < y

]
, X ∈ D[0,+∞),

and, for a ≥ 0, let θa : D[0,+∞) → D[0,+∞) be

(B.5) θa(X)(t) := X(t + a), t ≥ 0.

Finally, we use the notation M,M′ : D[0,+∞) → D[0,+∞) for

(B.6) M(X)(t) := sup
0≤s≤t

X(s), M′(X) := −M(−X) = inf
0≤s≤t

X(s).

Both of these mappings are J1-continuous; see Theorem 7.4.1 of [24].



2316 T. KOMOROWSKI, S. OLLA AND L. RYZHIK

Joint convergence of ((ZN(t),TN(t))t≥0, t
N
y,1). To simplify the notation, we suppress

writing k and y in the notation of the processes, denoting them by (ZN(t))t≥0 and (ζ(t))t≥0,
respectively. For y > 0, we introduce the consecutive times the trajectory ZN(t) crosses the
level y: tNy,1 := T̄y(ZN) and tNy,2 := Ty ◦θT̄y(ZN)(ZN). Having defined tNy,2m−1, tNy,2m for some
m ≥ 1, we set

(B.7) tNy,2m+1 := T̄y ◦ θ
tNy,2m

(ZN), tNy,2m+2 := Ty ◦ θ
t
N,o
y,2m+1

(ZN).

We introduce the crossing times for y < 0, similarly, as well as the crossing times (ty,m)m≥1
for the process (ζ(t))t≥0. The conclusion of the theorem is equivalent to proving that((

ZN(t),TN(t)
)
t≥0,

(
tNy,m

)
m≥1,

(
ZN

(
tNy,m

))
m≥1

)
converge in law, as N → +∞, to((

ζ(t), τ (t)
)
t≥0, (ty,m)m≥1,

(
ζ(ty,m)

)
m≥1

)
.

We prove this by an induction argument on m. Let us fix y > 0. Since (ZN(t))t≥0 converges
in law to (Z(t))t≥0, the processes

(B.8) MN(t) := M(ZN)(t), t ≥ 0

are likewise convergent to M(t) := M(ζ )(t), t ≥ 0. Since P[ζ(t) = ζ(t−)] = 1, for each
t ≥ 0 (see, for example, Proposition 1.2.7 of [6]) we have P[M(t) = M(t−)] = 1, and, as
a result, the finite-dimensional marginals of (MN(t))t≥0 converge to those of (M(t))t≥0;
see, for instance, Theorem 3.16.6 of [7]. Since, in addition, the law of M(t) is absolutely
continuous (see, e.g., Theorem 4.6 of [16]), we have

(B.9) P
[
tNy,1 ≤ t

] = P
[
MN(t) > y

] → P
[
M(t) > y

] = P[ty,1 ≤ t] as N → +∞,

for any y, t > 0. Hence, both marginals of ((ZN(t),TN(t))t≥0, t
N
y,1) converge in law toward

the respective laws of the marginals of ((ζ(t), τ (t))t≥0, ty,1). We need to show the joint con-
vergence.

Let us recall that D2 := D([0,+∞);R × R̄+), and let F : D2 × R̄+ → R be a bounded
and continuous function. We need to show that (see Theorem 1.1.1(ii) of [23])

(B.10) lim
N→+∞EF

((
ZN(t),TN(t)

)
t≥0, t

N
y,1

) = EF
((

ζ(t), τ (t)
)
t≥0, ty,1

)
.

It is straightforward to check that it is suffices to prove (B.10) only for functions of the form
F(ω, t) = G(ω)ψ(t), with a bounded continuous function G : D2 → R and a compactly
supported continuous function ψ : R̄+ →R:

(B.11) lim
N→+∞E

[
G

((
ZN(t),TN(t)

)
t≥0

)
ψ

(
tNy,1

)] = E
[
G

((
ζ(t), τ (t)

)
t≥0

)
ψ(ty,1)

]
.

To this end, suppose that t > 0 and y > 0 are fixed, and consider the function

Ft (X,S) = G(X,S)1(y,+∞)

(
πt ◦M(X)

)
,

where πt(X) := X(t). We claim that the set Disc(Ft ) of discontinuities of the function Ft

has zero measure under the law of (ζ(t), τ (t))t≥0. First, observe that Disc(πt ◦ M) is of
zero measure. Indeed, if X ∈ Disc(πt ◦M), then M(X) ∈ Disc(πt ). Theorem 16.6(i) of [7]
implies that then M(X)(t−) �= M(X)(t), which implies X(t−) �= X(t), and the latter set has
zero measure under the law of (ζ(t))t≥0. On the other hand, if X ∈ Disc(1(y,+∞) ◦ πt ◦ M)

but X /∈ Disc(πt ◦ M), it follows that πt ◦ M(X) = y, which is a set of measure zero, by
Theorem 4.6 of [16].
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The above implies that the set of discontinuities of Ft has measure zero. Hence, by Theo-
rem 2.7 of [7] we have

(B.12) lim
N→+∞E

[
Ft

((
ZN(t),TN(t)

)
t≥0

)] = E
[
Ft

((
ζ(t), τ (t)

)
t≥0

)]
or, equivalently,

(B.13) lim
N→+∞E

[
G

(
ZN(t),TN(t)

)
t≥0)1[0,t]

(
tNy,1

)] = E
[
G

((
ζ(t), τ (t)

)
t≥0

)
1[0,t](ty,1)

]
for any t > 0. The above implies

(B.14) lim
N→+∞E

[
G

(
ZN(t),TN(t)

)
t≥0)1(s,t]

(
tNy,1

)] = E
[
G

((
ζ(t), τ (t)

)
t≥0

)
1(s,t](ty,1)

]
for any 0 ≤ s < t . We can approximate (in the supremum norm) any compactly supported,
continuous function ψ by step functions of the form

∑I
i=1 ci1(si ,ti ], si < ti . This ends the

proof of (B.11).

Convergence of ((ZN(t),TN(t))t≥0, t
N
y,1,ZN(tNy,1)). By the already proved part of the

theorem, we know that ((ZN(t),TN(t))t≥0, t
N
y,1) converges in law to ((ζ(t), τ (t))t≥0, ty,1).

According to the Skorokhod embedding theorem (see, e.g., Theorem I.6.7 of [7]), we can as-
sume that there exists a realization of the sequence of the processes ((ZN(t),TN(t))t≥0, t

N
y,1),

over a certain probability space (
,F,P), such that

(B.15) lim
N→+∞ρ∞

(
(ZN,TN), (ζ, τ )

) = 0 and lim
N→+∞

∣∣tNy,1 − ty,1
∣∣ = 0 a.s.,

and let

ZN
m := ZN

(
tNy,m

)
, Zm := ζ(ty,m), N,m ≥ 1.

LEMMA B.1. For the above realization of the sequence ((ZN(t),TN(t))t≥0, t
N
y,1), we

have

(B.16) lim
N→+∞

∣∣ZN
1 − Z1

∣∣ = 0 a.s.

PROOF. Assume that y > 0. Thanks to (B.15), there exist a sequence λN of increasing
homeomorphisms of [0,+∞) such that for any T > 0, we have, a.s.,

lim
N→+∞ sup

t∈[0,T ]
∣∣ZN(t) − ζ ◦ λN(t)

∣∣ = 0,

lim
N→+∞ sup

t∈[0,T ]
∣∣t − λN(t)

∣∣ = 0,

lim
N→+∞ T̄y(ZN) = T̄y(ζ );

(B.17)

hence,

(B.18) lim
N→+∞λN

(
T̄y(ZN)

) = T̄y(ζ ) a.s.

We claim that for P a.s. ω ∈ 
 there exists N0(ω) such that

(B.19) λN

(
T̄y

(
ZN(ω)

)) = T̄y

(
ζ(ω)

)
, N ≥ N0.

Indeed, consider two cases:
Case (1). For a given ω ∈ 
 there exists an infinite sequence Nk such that

(B.20) λNk

(
T̄y

(
ZNk

(ω)
))

> T̄y

(
ζ(ω)

)
.
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Then, there exists a (random) sequence (tNk
) that satisfies

T̄y

(
ZNk

(ω)
)
> tNk

> λ−1
Nk

(
T̄y

(
ζ(ω)

))
.

From (B.18), we conclude that

lim
k→+∞ tNk

= T̄y

(
ζ(ω)

);
therefore, by (B.17), we have

lim
k→+∞λNk

(tNk
) = T̄y

(
ζ(ω)

)
.

From the right continuity of ζ and (B.20), we deduce that then

(B.21) lim
k→+∞ ζ

(
λNk

(tNk
)
) = ζ

(
T̄y

(
ζ(ω)

))
.

From the first equality in (B.17), we infer that

(B.22) lim
k→+∞ZNk

(tNk
) = ζ

(
T̄y

(
ζ(ω)

))
.

However, since T̄y(ZNk
(ω)) > tNk

, we have

ZNk
(tNk

) ≤ y,

which would imply that

(B.23) ζ
(
T̄y

(
ζ(ω)

)) ≤ y;
hence,

(B.24) ω ∈ N0 = {
ω : ζ (

T̄y

(
ζ(ω)

)) = y
}
.

According to Corollary 2.2 of [21], the probability of N0 is zero.
Case (2). For a given ω ∈ 
, there exist infinitely many Nk-s such that

(B.25) λNk

(
T̄y

(
ZNk

(ω)
))

< T̄y

(
ζ(ω)

)
,

so that

(B.26) lim
k→+∞ ζ

(
λNk

(
T̄y

(
ZNk

(ω)
))) = ζ

(
T̄y

(
ζ(ω)

)−) ≤ y.

On the other hand, we have

ZNk

(
T̄y

(
ZNk

(ω)
)) ≥ y

and, by (B.17),

(B.27) lim
k→+∞

∣∣ζ (
λNk

(
T̄y

(
ZNk

(ω)
))) − ZNk

(
T̄y

(
ZNk

(ω)
))∣∣ = 0,

so that

(B.28) lim
k→+∞ ζ

(
λNk

(
T̄y

(
ZNk

(ω)
))) = lim

k→+∞ZNk

(
T̄y

(
ZNk

(ω)
)) ≥ y.

Comparing to (B.26), we see that

(B.29) lim
k→+∞ ζ

(
λNk

(
T̄y

(
ZNk

(ω)
))) = lim

k→+∞ZNk

(
T̄y

(
ZNk

(ω)
)) = y.

Therefore, from (B.26) and (B.29) we get

(B.30) lim
k→+∞ ζ

(
λNk

(
T̄y

(
ZNk

(ω)
))) = ζ

(
T̄y

(
ζ(ω)

)−) = y.
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Hence, we either have

(B.31) ω ∈ N1 = [
ω : ζ (

T̄y

(
ζ(ω)

)−) = y, ζ
(
T̄y

(
ζ(ω)

))
> y

]
,

an event that has probability zero by Proposition, on page 695 of [18], or ω ∈ N0. We con-
clude that (B.19) holds. This, however, obviously implies (B.16), as

ZN
1 = ZN

(
T̄y

(
ZN(ω)

))
and Z1 = ζ

(
T̄y

(
ζ(ω)

))
,

finishing the proof. �

Generalization to subsequent exit times—The end of the proof of Theorem 4.4.

COROLLARY B.2. Under the assumptions of Lemma B.1, for any y ∈ R we have

(B.32) lim
N→+∞ρ∞

(
θ
tNy,1

(ZN), θty,1(ζ )
) = 0 a.s.

PROOF. Define the following increasing homeomorphism of [0,+∞):

λ̃N (t) := λN

(
T̄y

(
ZN(ω)

) + t
) − λN

(
T̄y

(
ZN(ω)

))
, t ≥ 0.

Thanks to the first two equalities in (B.17), for any T > 0 we have

lim
N→+∞ sup

t∈[0,T ]
∣∣ZN

(
T̄y

(
ZN(ω)

) + t
) − ζ

(
λ̃N (t) + λN

(
T̄y

(
ZN(ω)

)))∣∣ = 0,

lim
N→+∞ sup

t∈[0,T ]
∣∣t − λ̃N (t)

∣∣ = 0.
(B.33)

It follows from the argument in the proof of Lemma B.1 that there exists a P-null set N
such that for each ω /∈ N there exists N0, for which (B.20) holds for all N ≥ N0. From this
equality we conclude that

lim sup
N→+∞

sup
t∈[0,T ]

∣∣θT̄y(ZN(ω))(ZN)(t) − θT̄y(ζ(ω))(ζ )
(
λ̃N (t)

)∣∣
= lim sup

N→+∞
sup

t∈[0,T ]
∣∣ZN

(
T̄y

(
Z,N(ω)

) + t
) − ζ

(
λ̃N (t) + λN

(
T̄y

(
Z·,N (ω)

)))∣∣
= lim sup

N→+∞
sup

t∈[0,T ]
∣∣ZN

(
T̄y

(
ZN(ω)

) + t
) − ζ

(
λN

(
t + T̄y

(
ZN(ω)

)))∣∣ = 0

for any T > 0. We have shown, therefore, that (B.32) holds. �
Let

(B.34) Z′
N(t;ω) := θ

tNy,1
(ZN)(t), ζ ′(t) := θty,1(ζ )(t), t ≥ 0

and

t̃N1,y(ω) = Ty

(
Z′

N(ω)
)
, t̃y,1(ω) = Tx

(
ζ ′(ω)

)
.

Note that

(B.35) tNy,2(ω) = tNy,1(ω) + t̃Ny,1(ω), ty,2(ω) = ty,1(ω) + t̃y,1(ω).

Repeating the argument used in the proof of (B.9), we conclude that

P
[
t̃Ny,1 ≤ t

] → P[t̃y,1 ≤ t] as N → +∞.

This also proves the tightness of the random elements ((ZN(t),TN(t))t≥0, t
N
y,1, t

N
y,2,Z

N
1 ),

N ≥ 1. Using the same argument as in the proof of (B.10), we can reduce the proof of the
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convergence in law to showing that, for any bounded and continuous functions F : D2 ×
R̄+ ×R →R and compactly supported continuous ψ : R̄+ →R, we have

(B.36)
lim

N→+∞E
[
F

((
ZN(t),TN(t)

)
t≥0, t

N
y,1,Z

N
1

)
ψ

(
t̃Ny,1

)]
= E

[
F

(
ζ(t), τ (t)

)
t≥0, ty,1,Z1)ψ(t̃y,1)

]
.

Suppose that t > 0, and consider the function

Ft : (X,S, s, z) �→ F(X,S, s)1(y,+∞)

(
πt ◦M′(θs(X)

))
,

where (X,S, s, z) ∈ D2 × R̄+ ×R, F is as above and πt(X) := X(t), and let Q be the law of
((ζ(t), τ (t))t≥0, ty,1,Z1). We claim that the set Disc(Ft ) of discontinuities of the function Ft

is Q-null. Indeed, first observe that the set D of discontinuities of

(X,S, s, z) �→ πt ◦M′(θs(X)
)

is Q-null. If (X,S, s, z) ∈ D, then M′(θs(X)) ∈ Disc(πt ). According to Theorem 16.6(i) of
[7], this is equivalent to M′(θs(X))(t−) �= M′(θs(X))(t). However, this set is contained in[

(X, s) : X(s + t−) �= X(s + t)
]
.

The Q-probability of the latter is

(B.37) P
[
ζ(ty,1 + t−) �= ζ(ty,1 + t)

] = E
{
P

[
ζ(ty,1 + t−) �= ζ(ty,1 + t)|Fty,1

]}
.

The strong Markov property implies that the process (ζ(ty,1 + t) − Z1)t≥0 is independent
of the σ -algebra Fty,1 , corresponding to the stopping time ty,1, and the right side of (B.37)
equals

(B.38) P
[
ζ(t−) �= ζ(t)

] = 0.

Suppose now that (X, s) ∈ D′, the discontinuity set of

(X,S, s, z) �→ 1(y,+∞) ◦ πt ◦M′(X ◦ θs)

and (X,S, s, z) /∈ D, so that πt ◦M′(θs(X)) = y. Its probability equals

P

[
inf

ty,1≤u≤tx,1+t
ζ(u) = y

]
= EP

[
M ′(t) = y − z

]
z=Z1

,

where M ′(t) = M′(ζ )(t). By symmetry, the expression in the right equals

EP
[
M(t) = z − y

]
z=Z1

= 0,

as the law of M(t) is absolutely continuous. It follows that the set of discontinuities of Ft is
null. Hence (see Theorem 2.7 of [7]), we have

(B.39) lim
N→+∞E

[
Ft

((
ZN(t),TN(t)

)
t≥0, t

N
y,1,Z

N
1

)] = E
[
Ft

((
ζ(t), τ (t)

)
t≥0, ty,1,Z1

)]
or, equivalently,

(B.40)
lim

N→+∞E
[
F

((
ZN(t),TN(t)

)
t≥0, t

N
y,1,Z

N
1

)
1[0,t]

(
tNx,2

)]
= E

[
F

((
ζ(t), τ (t)

)
t≥0, ty,1,Z1

)
1[0,t](ty,2)

]
for any t > 0. The above implies that

(B.41)
lim

N→+∞E
[
F

((
ZN(t),TN(t)

)
t≥0, t

N
y,1,Z

N
1

)
1(s,t]

(
tNy,2

)]
= E

[
F

((
ζ(t), τ (t)

)
t≥0, ty,1,Z1

)
1(s,t](ty,2)

]
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for any 0 ≤ s < t . We can approximate (in the supremum norm) any compactly supported
function ψ by step functions of the form

∑I
i=1 ci1(si ,ti ], si < ti . This ends the proof of (B.36).

By the previous argument we already know that the random elements

(B.42)
((

ZN(t),TN(t)
)
t≥0, t

N
y,1, t

N
y,2,Z

N
1

)
converge in law to

(B.43)
((

ζ(t), τ (t)
)
t≥0, ty,1, ty,2,Z1

)
.

According to the Skorokhod embedding theorem, we can assume that there exist realizations
of the random elements (B.42) and (B.43) such that

(B.44)

lim
N→+∞ρ∞

(
(ZN,TN), (ζ, τ )

) = 0 and

2∑
i=1

lim
N→+∞

∣∣tNy,i − ty,i

∣∣ = 0, lim
N→+∞

∣∣ZN
1 − Z1

∣∣ = 0 a.s.

By Corollary B.2 we have

(B.45) lim
N→+∞ρ∞

(
Z′

N, ζ ′) = 0,

where Z̃N and ζ̃ are defined by (B.34). We can repeat the argument used in the proof of
Lemma B.1 and conclude that the set of events ω, for which

lim
N→+∞ZN

2 �= Z2

is contained in the set N of events ω such that

(B.46) ζ
(
Ty

(
ζ(ω)

)−) = y < ζ
(
Ty

(
ζ(ω)

))
or ζ

(
Ty

(
ζ(ω)

)) ≤ y,

which again by the same arguments as used there is of null probability.
The above argument can be continued by induction and allows us to conclude the proof of

Theorem 4.4. �

A further generalization. The argument of the present section, essentially without any
modification, can be used to prove a slight generalization of Theorem 4.4 that we have used
in the proof of Theorem 6.1. Suppose that (ζN(t, y))t≥0 is a sequence of processes that sat-
isfy ζN(0, y) = y and converge in law, as N → +∞, in the J1-topology over D[0,+∞)

to (ζ(t, y))t≥0. We can define the consecutive crossing times sN
y,m N,m = 1,2, . . . for

(ζN(t))t≥0 between the half-lines R− and R+.

THEOREM B.3. For any y ∈ R∗, the random elements((
ζN(t, y)

)
t≥0,

(
sN
y,m

)
m≥1,

(
ζN

(
sN
y,m, y

))
m≥1

)
converge in law as N → +∞ over D[0,+∞) × R̄

N+ × R
N with the product of the J1 and

standard product topology on (RN)2, to ((ζ(t, y))t≥0, (uy,m)m≥1, (ζ(uy,m, y, k)m≥1).
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[16] KWAŚNICKI, M., MAŁECKI, J. and RYZNAR, M. (2013). Suprema of Lévy processes. Ann. Probab. 41
2047–2065. MR3098066 https://doi.org/10.1214/11-AOP719

[17] KYPRIANOU, A. E. (2006). Introductory Lectures on Fluctuations of Lévy Processes with Applications.
Universitext. Springer, Berlin. MR2250061

[18] LAMPERTI, J. (1962). An invariance principle in renewal theory. Ann. Math. Stat. 33 685–696. MR0137176
https://doi.org/10.1214/aoms/1177704590

[19] MELLET, A. (2016). Anomalous diffusion phenomena: A kinetic approach. In Séminaire Laurent
Schwartz—Équations aux Dérivées Partielles et Applications. Année 2014–2015 Exp. No. XII, 16.
Ed. Éc. Polytech., Palaiseau. MR3560351

[20] MELLET, A., MISCHLER, S. and MOUHOT, C. (2011). Fractional diffusion limit for collisional ki-
netic equations. Arch. Ration. Mech. Anal. 199 493–525. MR2763032 https://doi.org/10.1007/
s00205-010-0354-2

[21] MILLAR, P. W. (1973). Exit properties of stochastic processes with stationary independent increments.
Trans. Amer. Math. Soc. 178 459–479. MR0321198 https://doi.org/10.2307/1996712

[22] SATO, K. (1999). Lévy Processes and Infinitely Divisible Distributions. Cambridge Studies in Advanced
Mathematics 68. Cambridge Univ. Press, Cambridge. MR1739520

[23] STROOCK, D. W. and VARADHAN, S. R. S. (1979). Multidimensional Diffusion Processes. Grundlehren
der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences] 233.
Springer, Berlin. MR0532498

[24] WHITT, W. Internet supplement to Stochastic-Process Limits. Available at www.columbia.edu/~ww2040/
supplementno.pdf.

[25] WHITT, W. (2002). Stochastic-Process Limits: An Introduction to Stochastic-Process Limits and Their Ap-
plication to Queues. Springer Series in Operations Research. Springer, New York. MR1876437

http://www.ams.org/mathscinet-getitem?mr=3810854
https://doi.org/10.3934/krm.2018039
http://www.ams.org/mathscinet-getitem?mr=2664334
http://www.ams.org/mathscinet-getitem?mr=4027082
http://www.ams.org/mathscinet-getitem?mr=2564472
https://doi.org/10.1007/s00205-008-0205-6
http://www.ams.org/mathscinet-getitem?mr=2861578
https://doi.org/10.3934/krm.2011.4.873
http://www.ams.org/mathscinet-getitem?mr=1406564
http://www.ams.org/mathscinet-getitem?mr=0830424
http://www.ams.org/mathscinet-getitem?mr=3861298
https://doi.org/10.1007/s00220-018-3158-0
http://arxiv.org/abs/arxiv:1805.04903v2
http://www.ams.org/mathscinet-getitem?mr=3815153
https://doi.org/10.3934/krm.2018059
http://www.ams.org/mathscinet-getitem?mr=0142153
https://doi.org/10.1215/kjm/1250524975
http://www.ams.org/mathscinet-getitem?mr=2858221
https://doi.org/10.1239/aap/1316792670
http://www.ams.org/mathscinet-getitem?mr=2588245
https://doi.org/10.1214/09-AAP610
http://arxiv.org/abs/arXiv:1910.00342
http://arxiv.org/abs/arXiv:1806.02089
http://www.ams.org/mathscinet-getitem?mr=3098066
https://doi.org/10.1214/11-AOP719
http://www.ams.org/mathscinet-getitem?mr=2250061
http://www.ams.org/mathscinet-getitem?mr=0137176
https://doi.org/10.1214/aoms/1177704590
http://www.ams.org/mathscinet-getitem?mr=3560351
http://www.ams.org/mathscinet-getitem?mr=2763032
https://doi.org/10.1007/s00205-010-0354-2
http://www.ams.org/mathscinet-getitem?mr=0321198
https://doi.org/10.2307/1996712
http://www.ams.org/mathscinet-getitem?mr=1739520
http://www.ams.org/mathscinet-getitem?mr=0532498
http://www.columbia.edu/~ww2040/supplementno.pdf
http://www.columbia.edu/~ww2040/supplementno.pdf
http://www.ams.org/mathscinet-getitem?mr=1876437
https://doi.org/10.1007/s00205-010-0354-2

	Introduction
	Some preliminaries
	The classical solution of the kinetic interface problem
	The fractional diffusion equation with an interface

	Probabilistic representation for a solution to the kinetic equation with an interface
	The jump process with reﬂection and transmission
	A probabilistic representation for the kinetic equation

	The scaled processes and their convergence
	Convergence of processes without an interface
	Joint convergence of processes and crossing times and positions
	Processes with reﬂection, transmission and killing
	The re-scaled process for the kinetic equation

	The proof of convergence in Theorem 1.1
	Proof of Theorem 1.1: Description of the limit
	Proof of Theorem 2.5
	Appendix A: Proof of the existence part of Proposition 2.2
	Appendix B: Proof of Theorem 4.4
	Preliminaries on the Skorokhod space D[0,+infty)
	Joint convergence of ((ZN(t), TN(t))t>=0, ty,1N)
	Convergence of ( (ZN(t), TN(t) ) t>=0,ty,1N, ZN(ty,1N))
	Generalization to subsequent exit times-The end of the proof of Theorem 4.4
	A further generalization

	Acknowledgements
	References

