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We consider a stochastic flow ¢; (x, w) in R” with initial point ¢g(x, w) =
x, driven by a single n-dimensional Brownian motion, and with an outward
radial drift of magnitude W, with F' nonnegative, bounded and Lip-
schitz. We consider initial points x lying in a set of positive distance from
the origin. We show that there exist constants C*, ¢* > 0 not depending on
n, such that if F > C*n then the image of the initial set under the flow has
probability 0 of hitting the origin. If 0 < F < ¢*n3/4, and if the initial set
has a nonempty interior, then the image of the set has positive probability of
hitting the origin.

1. Introduction and main results. In this paper, we study a hitting problem of stochas-
tic flows with radial drift. Let (2, F, P) be a probability space. For x € R" \ {0} we define
the unit radial vector in the x direction as

X
ulx)=—
[l ]|
and we define
u(0)=0.

Here, || - || denotes the Euclidean norm.
We consider a Brownian flow ¢ = {¢;(x, w); t > 0, x € R", w € Q} starting from a set
Ao C R" such that

F
depy (x) = %u(q&,(ﬂ) dt +dW, fort =0,
(1.1)
$o(x) =x € Ayp.

Here, W; is a standard n-dimensional Brownian motion, not depending on x, and F(-) is a
nonnegative, bounded Lipschitz function. Throughout the paper, the differential d is taken
with respect to . We also set up the standard Brownian filtration

Fr=o0Ws:s=1).

Note that the flow might not be defined after ¢ reaches the origin, due to the singular drift
there. In fact, we will use a stopping time which is intuitively defined as

(1.2) T =14, = inf{z : ¢, (x) = 0 for some x € Ap}.

For additional details, we refer the reader to Section 2.
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We are interested in the question of whether the flow can hit the origin with positive prob-
ability, in the case where the initial set A is at positive distance from the origin. We say that
¢ hits 0 if T < 0o, and define the corresponding event

G Ag, Fon = (T4, < 00}.

Before stating our main results, we give some background on related hitting problems. It
is well known that for a single Brownian motion W; in R”, the radial distance D; = ||W;|| is
a Bessel process which satisfies the following SDE:

~ n—1
1.3 dD; =dW,
(1.3) ¢ : + D

dt,

t

where Wt is a one-dimensional Brownian motion. Assuming Dy > 0, it is a familiar fact that
D; can hit 0 with positive probability iff n < 2, where fractional values of n are allowed in
(1.3). This question and many more can be answered using ideas from potential theory and
harmonic functions; see [10] or most other books in Markov processes. In one dimension and
with F(y) = (n — 1)/2, we see that (1.1) is identical to the Bessel equation (1.3).

There is an intimate connection between Bessel processes and their associated flows, to
stochastic Loewner evolution (SLE), also called Schramm-Loewner evolution (see Lawler
[9] for some basic facts). Indeed, on page x of the preface of [9], Lawler states “With the
Brownian input, the Loewner equation becomes an equation of Bessel type, and much of the
analysis of SLE comes from studying such stochastic differential equations. For example, the
different “phases” of SLE (simple/nonsimple/space-filling) are deduced from properties of
the Bessel equation.” In his St. Flour notes [15], Werner states on page 131: “Then, we see
that SLE, can be interpreted in terms of the flow of a complex Bessel process.” For a further
explanation of this point of view, see Katori [7].

Here are a few details. SLE is usually thought of as a flow in a subset of the complex
plane, with random parameters. The equation for chordal SLE g, (x), which takes values in
the upper complex half-plane, is

2
g (@) — kW)’

where W (¢) is a one-dimensional Brownian motion and « > 0 is a parameter. Setting g;(x) =
khy(x) +kW(t), we find

081 (x) =

2/K?
ht (x)

dh(x) = dt —dW (),
which is an equation of Bessel type.

Since the Bessel process and its associated flow play such an important role in SLE, we
feel that it is of interest to study Bessel flows in higher dimensions, and similar flows such as
in (1.1). Perhaps the most basic property of the Bessel process is its probability of hitting the
origin, and this is the question we investigate in this paper.

Although such hitting questions are classical and have been completely answered for a
large class of Markov processes, the reader may be surprised to learn that for processes such
as ¢, (-) which take values in a function space, the potential theory is more difficult or even
intractable. In such cases, we must fall back on more basic ideas, such as covering arguments
and comparison with a random walk. As usual, the critical case is the most difficult. The
critical case is where the parameters of the process are at or near the boundary between
hitting and not hitting.

Stochastic partial differential equations (SPDE) provide a source of such examples, and
hitting questions for such equations have been studied in [2—4, 13, 14] among others. These
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papers deal with the stochastic heat and wave equations either with no drift or with well-
behaved drift. Since (1.1) has singular drift, the following result might be more relevant to
our situation. Suppose that x lies in the unit circle [0, 1] with endpoints identified, and that
u(t, x) satisfies

(1.4) du=22u +u*+ W,

where W = W(t, Xx) is two-parameter white noise. Assume that #(0, x) is continuous and
strictly greater than 0. Then u hits O with positive probability if « < 3, and hits 0 with prob-
ability O if o > 3. We say that u hits O if there is a point (¢, x) such that u(z, x) = 0. See
[11] and [12] for details. A natural question about (1.4) is whether white noise W could be
replaced by colored noise. We can regard (1.1) as a degenerate SPDE which does not have
the Laplacian, and where the colored noise is independent of x, so the noise is at the opposite
extreme from white noise.

Returning to our stochastic flow ¢;, we see that for a fixed point xp € R" and for n > 2
there is no chance that ¢; (x¢) can hit 0. In that situation, even with zero drift F' = 0, as already
mentioned, ||¢;(xo)|| is a Bessel process with radial drift (n — 1)/(2||¢]|) and n > 2. Adding
extra radial drift with F' > 0 makes it even less likely for ¢, (xp) to hit the origin. However,
if we allow x € A to vary, then we may have several chances for ¢;(x) to hit 0. Intuitively,
the Brownian motion W, which drives our flow has n independent components, so we may
expect that ¢ has n independent chances to get closer to 0, and so the critical drift should be
proportional to n. Our first guess might also be that the critical drift is proportional to 1/]|¢ ]|,
as for the Bessel process. Here, the critical drift is that drift which lies on the boundary be-
tween a positive probability of hitting 0 and a zero probability of hitting 0. Unfortunately,
there is no comparison principle for ||¢;(x)|, so we cannot be sure that increasing the ra-
dial drift increases ||¢||. Thus we cannot conclude that larger radial drift leads to a smaller
probability of ¢ hitting 0, and so we cannot give precise meaning to the term “critical drift.”

By introducing new processes ¥;(x) = ¢;(x) — W; and B; = —W;, we may rewrite the
problem in terms of ¥, and B;:

iy (x) = L0 = Bf”)u(w,(x) — B))dr, for0<r<r,

1V (x) — Bl
Vo(x) =x € Ayp.
Note that B, is a standard n-dimensional Brownian motion. We denote
A ={¥:(x) 1 x € Ao},

which for any 7 < t is a subset of R".

Now we are ready to state our main results. Recall that F : R” — R is a nonnegative
Lipschitz function. In our first theorem, we prove that for F bounded below by a large enough
constant, the Brownian motion B; does not hit the region .4,. Moreover, the distance between
A; and B; tends to oo as t — 00.

(1.5)

THEOREM 1. There exists C* > 0 not depending on n such that for all n > 1 the follow-
ing holds. Suppose the set Ay C R" has a positive distance from the origin. If F(x) > C*n
for all x € R", then we have

P(G A, F.n) =0.

In the next two theorems, we prove that when F is bounded from above by a small enough
constant, the Brownian motion B, hits the region .A; with positive probability. Hitting the
region with probability one requires that the region be rather large, or else the transience of
Brownian motion in high dimensions works against hitting.
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THEOREM 2. There exists ¢* > O not depending on n such that for all n > 1 the following
holds. Suppose

Ao={(x1,....x):x1>land xa, ..., x, €R}.
IfO<F(x) < c*n3/4f0r all x e R", then
P(Gag,Fn) =1.

If we are willing to accept a positive probability of {¢;(x) : x € Ap} hitting 0, we can
extend Theorem 2 to a broad class of initial sets Ag. If we make the set Ay smaller, then the
set of w for which {¢; (x) : x € Ap} hits 0 will also become smaller. Theorem 3 shows that if
Ay contains an open ball, then the probability of the above set hitting 0 is still positive.

THEOREM 3.  There exists ¢* > 0 not depending on n such that for all n > 1 the follow-
ing holds. Suppose Ao C R" has a nonempty interior. If 0 < F(x) < c*n®/* for all x e R",
then

P(G 44,F.n) > 0.

Roughly speaking, our theorems say that the critical drift (if there is one) for (1.1) has

. 3
magnitude between c*n4/||¢| and C*n/| ¢||.
We also note that in the case n = 1, our question reduces to finding the critical parameter
for a Bessel process to hit the origin. We leave the details of this case to the reader.

2. Precise setup of the flow. A good reference for the general theory of stochastic flows
is the book of Kunita [8]. However, since our flow is driven by a single Brownian motion, we
can make use of properties of Brownian motion to simplify our setup. We also need to keep
in mind that the flow should only exist up to time T which was intuitively defined as the first
time 7 that ¢, (x) = 0 for some x € Aj.

Our strategy is to truncate the drift and take the limit as the truncation level tends to infinity.
Let

F F
.1 Fulx) = (llx 1) (Il 1)

——u(x), foo(x) =
lxll v (1/N) - x|
where Vv denotes the maximum. Observe that fy is a globally Lipschitz function.

We start by defining the translated flow (1.5), with respect to the truncated drift fy. Let

™ (x) satisfy

u(x),

dy{" @) = fu (W™ (1) = B)dt,  fort =0,
(2.2)

y NV (x)=x eR"

with B; = —W;. Then (2.2) is an ordinary differential equation and fN(w,(N) (x) — By) is a
(random) Lipschitz function of wt(N) (x). It follows that (2.2) has a unique solution which is
Fr-adapted, where we recall that F; is the Brownian filtration.

Given a set A C R”, let

tM ) = inf{t >0: inf |y (x) — B/| < 1/N}
xeA

and let TV (A) = oo if the above set is empty. It follows that for x € Aand 0 <t < 1V (A),
we have

dy™M @) = fv (0 () — By dr,

wéN)(x) =xelR"

(2.3)
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and that fN(xjrt(N ) (x)) = foo(lj/t(N) (x)) for 0 <t < 7™ (A), almost surely. Again, almost
surely, we have 0 < t(V(4) < 1@ (A4) <---. Now we give the rigorous definition of 7 (A),
namely

1(A) = lim ™ (A).
N—o0

Let 7(A) = oo on the exceptional set where T (A) is not nondecreasing in N. We note that
7(A) = oo is possible even off of this exceptional set. Now we can define ¥ as follows for
O<t<t(A)andx e A:

vt = lim g @).
We see that for 0 < ¢ < 7(A) and for x € A, we have
dyt(x) = f (¥ (x) — By dr,
Ygl(x) =x e R,

(2.4)

In order to define 11’{4 for all time, we introduce a cemetery state A and let
Uit =A
for t > t(A). Finally, as in the Introduction, we define
A ={Yr(x) 1 x € A}.

Our next goal is to formulate a strong Markov property for 4. In fact, ¥ is a nonantic-
ipating measurable function of the Brownian path B;, so we can define the shift operator 6;
for B, and extend it to ¥,

LEMMA 4. Leta C R" and suppose that o is a stopping time with respect to the filtration
(F)¢>0 generated by Brownian motion B;. Assume that o < t(A) almost surely. Then con-
ditioned on F, we have that y; (x) := (65 ¥*); (x) satisfies the following modified version
of 24). For0<t <0,t(A)=1(Ay) and x € A,,

dyi(x) = f (¥ (x) — (6, B);) dt,
Yo(x) =x.

(2.5)

This lemma follows immediately from the strong Markov property of Brownian motion.
For x € Aand t < t(A), we can also define

¢/ () =y (x) - By
and let qﬁtA(x) = A fort > 74. From (2.5), we see that qﬁlA(x) satisfies (1.1) forx € Aand r <
T 4. Also, the strong Markov property for (,b,A (x) follows from Lemma 4, and the formulation
is similar.
We will often use the following containment property, which follows by the definition of
aflow. If §1 C S» C Ap and ¢ € [0, T4,), then we have that with probability 1,

(2.6) 1 (S1) CP(S2) and ¥ (S1) C ¥ (S2).

Finally, we record a scaling property of (1.5) which we will use repeatedly. Since this kind
of scaling is standard, we leave the proof to the reader.

LEMMA 5. Let (Y, B;, Ao, T) be a solution to (1.5). Then for A > 0,
(Mﬁ)ﬁ?zv AB; -2, Mo, )‘_ZT)
is also a solution to (1.5), but with F(x) replaced by F(x /).

Note that this scaling does not change any lower or upper bounds on F.
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3. Proof of Theorem 1. Throughout this section, we assume n > 2; as mentioned at the
end of Section 1, the case n = 1 reduces to an easy question about the Bessel process.

Here is an outline of our strategy. We will show that if there exists a constant C* such that
if F(x) > C*n for all x € R” then the following holds. We construct a sequence of stopping
times 79 < 71 < --- such that lim;_, 5 7; = 00 almost surely, and such that the distance from
By, to Ay tends to get larger and larger. Furthermore, at times 7; we enlarge the region Ay,
and call the enlarged region A,. Then we show that with probability 1, the Brownian motion
B; never hits the enlarged region A;. So by (2.6) and the strong Markov property, B; cannot
hit the original region. We write p; for the distance from By, to our enlarged region A, . This
would prove Theorem 1.

Now we give the details. To start with, let g9 = 0. Considering that the initial domain Ay
of the flow is of positive distance pp > 0 from the origin, we define Ay =B, (0)¢, that is, the
complement of the ball of radius pg centered at the origin. Then Ag C Ay. We provisionally
define A, = W,A 9(A) for t < T(Ag), where we recall that 7 (A) is the stopping time 7 defined
with respect to the initial set Ag. Next, let p(¢) be the shortest distance from B; to A,. Let
71 be the smallest time ¢ € [0, T(Ap)) such that p(¢) equals either pp/2 or 2pp. If there is no
such time ¢, then B; never hits At, and Theorem 1 is proved. So we assume that there is such
a time t1. Finally, let p; = p(71).

For 0 =1y <t < 11, define A, = At = w,AO (A¢,). Next, define

A, =B, (B)".

So at the end of our time stage [to, T;) we have changed our region so it is again the com-
plement of a ball centered at the location of the Brownian particle B;, and of radius p;. We
illustrate this setup in Figure 1.

Now we repeat the procedure, with time restarted at 71 and with B, playing the role of
the origin, and proceed inductively. Here, we have used the strong Markov property to restart
the process. To summarize, at each time 7; we change our region to be A;, =B, (B;)¢, the
complement of the ball of radius p; with center B, . It follows from our construction that p;
equals either p;_1/2 or 2p;_1. Observe that the following lemma implies Theorem 1.

LEMMA 6. There exists a constant C* > 0 not depending on n such that if F(x) > C*n
for all x € R", then:

\\ OA,, = 0B, (B, ‘

N 7
.o -’

- -

FI1G. 1. The initial set Ay and the case when p1 =2py.
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(1) lim;_, o p; = 00 almost surely.
(i1) lim;_ o T; = 00 almost surely.

The remainder of this section is therefore dedicated to the proof of Lemma 6. Before we
start with the proof, we introduce the following auxiliary lemmas, which will be proved later
in this section.

The following lemma establishes a lower bound on the tail distribution of the Brownian
exit time from a ball of radius 1/2.

LEMMA 7. Let o be the first time that an n-dimensional standard Brownian motion B,

reaches || B:|| = 1/2, and assume 0 < p < 1. There exists a constant C1 > 0 not depending
on the dimension n > 1 such that

C
3.1) P(a > —1) > p.

n

The above probability is computed explicitly in Ciesielski and Taylor [1], Theorem 2,
page 444. However, their expression involves an infinite series with roots of Bessel functions,
and dependence on the dimension # is not immediately clear. So we give a self-contained
proof.

Here, we make a comment about the difficulties in working in high-dimensional space. We
want to establish a lower bound for the probability that B stays inside an n-dimensional ball
of radius 1/2. Therefore, it is not enough to bound

C1 1
P(O’>—>=P( sup ||B,||<—)
n 0<t<Ci/n 2

by the probability that B remains inside the cube [—1/2, 1/2]", due to the difference between
the volume of balls and cubes in high dimensions. Also, a high-dimensional cube has a large
ratio between the maximum and minimum distances between the center and the boundary. In
the proof of Lemma 7, we use the radial component D, = || B;|| of the Brownian motion and
introduce stopping times and auxiliary processes for comparison, in order to derive (3.1).

In the following lemma, we establish a lower bound on the transition probability for p;.

LEMMA 8. There exists a constant C* not depending on n such that if F(x) > C*n for
all x € R", then for alli € N,

2
P(pi =2pi1|Fz,) = 3.
Now we are ready to prove Lemma 6.

PROOF OF LEMMA 6. (i) We define
Xi =log,(pi/pi-1),
where X; takes the values {—1, 1}. Lemma 8 states that
2
P(Xl = 1|]:‘[,',1) = g

By expanding the probability space if necessary, we can construct a F,-measurable random
variable Y; < X; for all i, such that Y; also takes on the values 1, —1, and such that

2
PO =11Fy ) =3
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It follows that Y7, Y, ... is a sequence of i.i.d. random variables with expectation 1/3. The
strong law of large numbers along with the fact that X; > Y; implies that, almost surely,

m m

liminflog, (%) = lim iglofi; X; > lim_ 2; Y; = 00
11— 11—

and we get part (i).

(i1) Since (1;);eN is a nondecreasing sequence of random variables, the limit 75, =
lim;_, o 7; almost surely exists, and we would like to show that it is infinity a.s. By the
construction of the sequence {p;};>0 and since p; — oo a.s. by part (i) the distance between
B, and A, tends to 0o as t 1 T and is strictly positive for ¢ < 1, with probability one.

Therefore, for almost every realization w, we can find a natural number N (w) such that
% < 1/f,A° (x) for all 0 <t < 75 and x € Agy. On this w, the drift in equation (1.5) is therefore
identical to fy in (2.1). Since fu is a Lipschitz function, the corresponding flow is finite
for all time with probability one. Therefore, the distance between B, and A, tends to co as
t 1 Too, Only if 7o, = 00 a.s. It follows that t; — oo almost surely, and this proves part (ii).

Il

By our earlier comment, Theorem 1 follows from Lemma 6. The remainder of this section
is dedicated to the proofs of Lemmas 7 and 8.

PROOF OF LEMMA 7. We first show that there exist a natural number n* and a constant
C1.n+ > 0 such that (3.1) holds whenever n > n*. Then we generalize the requirement n > n*
to n > 1 by possibly choosing a number C; > 0 smaller than Cy ;.

Recall that D; = || B;|| is a Bessel process which satisfies

n—1

(3.2) dD, = D dt +dw,,

t

for some one-dimensional Brownian motion W,.
Let o be the first time ¢ that D, = 3/8, and let

1
DY = Dy s

Let G; be the filtration generated by W;. By the strong Markov property of Brownian motion,
conditioned on G, D,(l) satisfies (3.2) with the initial condition D(()l) = 3/8. Now define
D,(Q) to be the solution of

dD® = f(D®)dt +dW,,

where
n—1)/2x) if0<x<1/4,
fx) = .
2(n—1) ifx>1/4.
By a standard comparison result (see Theorem 1.1 in Chapter V.1 of Ikeda and Watanabe [6]),
since Dt(l) has drift which is not greater than the drift of D,(z) , we conclude
Dz(l) < Dt(z)

for all + > 0 with probability 1. Actually, the result of Ikeda and Watanabe does not cover
locally unbounded drift, so we must argue via a truncation argument. We leave these details
to the reader.
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So Dt(l) will reach 1/2 later than D,(Z) reaches 1/2. Now let o be the first time ¢ that
D,(l) =1/2, and let o7 be the first time ¢ that Dt(z) = 1/2. It follows that o > o1 > 0, and so

P(o >x)> P(or > x).
Finally, let o3 be the first time ¢ that Dt(z) =1/4or D,(z) = 1/2. Then o, > 03, and so
P(o >x)> P(op > x)> P(o3 > x).

Therefore, in order to prove (3.1), we look for a lower bound on P (o3 > x). To this end,
let Dt(3) be the solution of
dD =2(n — 1) dt +dW,,

3

©)
DY) ==,
073

and let o4 to be the first time ¢ that Dt@ =1/4 or 1/2. Then o3 = 04. Finally, let o5 be the
first time ¢ that Dt(3) =1/2. Then we have

P(oc >x)>P(o3 >x)=P(og > x)
> P(o4 > x, D(3) 1/2).

Note that on Dg) = 1/2, we have o4 = 03, and also {D(S) =1/2}¢= {D(3) = 1/4}. Thus, we
can continue the above inequality as follows:

P(o > x) > P(o4 > x, D(3) =1/2)
= P(o5 > x, D(g) =1/2)
(3.3)
= P(05 > x) — P(05 > x, DS) =1/4)

> P(05 > x) — P(DY) = 1/4).

We first give an upper bound on P(D((,i) = 1/4). Recall that
e—2(n—1)x _ e—(n—l)

hX) = =0 —=a-D

is a harmonic function for D,(3), since the process Dt(3) has the generator

1
Gf(x)=2(n—1)f'(x)+ Ef”(x)'

Furthermore, A(1/4) =1 and h(1/2) = 0. We deduce that

=3(n=1)/2 _ ,=2(n—1)

3 — —_ —_
(3.4) P(Do =14 =hG/®) = =G — 2

=~ D/2(] 4 o(1))

as n — 00.
We now focus on P (o5 > x). Assume that

x <1/(8(n—1)).
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Note that for t < x we have (n — 1)t < 1/8. Thus, for such values of x, using the reflection
principle we have

P(os > x) > P( sup W () < 1/8)

0<t<x

—1- P( sup W(t) > 1/8)

0<t=<x
=1-2P(W(x)>1/8).

Using a standard Gaussian random variable Z, we get

P(W(x)>1/8)=P(/xZ=>1/8) = P<Z > %)

<2 ()

See Durrett [5], Theorem 1.2.3, page 12, for the Gaussian estimate.
With x <1/(8(n — 1)), we have

P(W(x)>1/8) <

2 1 n—1
— mexp(— = )
So,

(3.5) Plos>x)>1— 1 exp(—n_l).
VTn—1 16
Combining (3.3), (3.4) and (3.5), we can conclude that for large values of n and x <
1/(8(n — 1)), we get P(o > x) > p. In particular,

1
P _
(cr > Sn) >p
for all n > n* for some n*.

It remains to lower the requirement n > n* to n > 1. Note that for each fixed value of n,
we have P(oc > C/n) — 1 as the constant C | 0. Thus for each 1 <n < n*, we can find

C1.»n > 0 such that
C
P(O‘ > g) >p
n

1
Cl :min{Cl’l, ...,Cl,n*—lg §},

By choosing

we can conclude that

foralln>1. O

PROOF OF LEMMA 8. Notice that by the strong Markov property applied at time t;_1,
we can start afresh at that time and relabel 7;_ as 79 = 0. By translating if necessary, we may
assume that:

1.i=1,
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2. 19 =0,
3. Bp=0.

Furthermore, by scaling time and space via Lemma 5, we can assume that
4. po=1.

These transformations may change our drift F', but not the lower bound on F. Thus, to prove
Lemma 8, it suffices to show

2
(3.6) P(p1=2)= 3

Our intuitive idea is as follows. We show that with high probability the time spent by the
Brownian motion in B> (0) is greater than Cy/n, for some constant C not depending on n.
If this event occurs, then the magnitude of the total drift on points y € A; N (Bs/2(0) \ B1(0))
is

Fdly = B:il) _ C*n
ly—Bd — 3

within the time interval [0, C1/n]. The inequality was from the hypothesis F(x) > C*n of
Lemma 8 and from the distance between a point in Bs/>(0) and the Brownian motion in
B/2(0) is at most 5/2 + 1/2 = 3. Furthermore, we will see that the projection of this drift
onto the outward radial direction at worst reduces this drift by a multiplicative factor c. See
Figure 2 for the illustration. Thus, it follows from (1.5) the total outward radial drift on a
point y € B5/2(0) \ B;(0) for the time interval [0, C1/n] is at least

Flly - B,||>} a_cmo G

in { > e —>3/2,
yeBs(O\B1O) | ||y — B|| n 3 n

3.7)

if C* is large enough. Also observe that 3/2 is the radial distance from B1(0) to the boundary
of Bs/2(0). Roughly speaking, this means that if C* is large enough, then any point in the
region Bs»(0) \ By (0) will now be at least at distance 5/2 from the origin, while the Brownian

radial
component
of drift

FIG. 2. The projection of the drift onto the radial direction.
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motion remains in By,2(0). Note that the drift might be smaller than 3 /2 if the point exits the
ball Bs/>(0) during the time interval [0, C;/n], but this is what we want to show anyway.
Also, once it exits this ball, it never reenters. So in both cases the point in Bs,>(0) \ B1(0)
exits the ball Bs/>(0), and the distance between the Brownian particle and .4; increases by a
factor of 2.

In order to make this argument precise, let A be the event that o > C/n. We will show that
on the event A, we have p; =2pp. Since Lemma 7 shows that P(A) > p, choosing p > 2/3
will then give us (3.6). From the reasoning which was given in the preceding paragraph and
specifically in (3.7), all that is left to verify is the statement about the radial part of the drift.
Let a € B12(0) and b € Bs/2(0) \ B1(0). We wish to show that there is a constant ¢ > 0
not depending on n such that for any such pair of points a, b the projection of b —a on b
has magnitude bounded below by c. First, we note that the points 0, a, b determine a plane
passing through the origin, so we may assume that n = 2, and our space is the x — y plane.
We may also assume that b lies on the vertical axis, with y-coordinate between 1 and 5/2.
Then the projection is bounded by

[y —x)-y|=ly-y—x-yl
> [y lI> = x| - Iyl

= (Il = lx )iyl

1
> 1.

(3.8)

So, we may choose ¢ = 1/2. This completes the proof of Lemma §. [J

4. Proof of Theorem 2. We again assume that n > 2. First, we introduce some defini-
tions and notation which will help us to compare the problem of hitting the origin for ¢, to
the corresponding problem for a class of biased random walks.

Notation. Recall our previous notation x = (x1, ..., x,). We define xt = (x2,...,xp).
We further write B, = (B\", ..., B") and define B} = (B*, ..., B"™).
As stated in Theorem 2, we assume

4.1) Ao={xeR":x; > 1}.

By scaling via Lemma 5, if we prove Theorem 2 for this definition of .Ag, we have also proved
it for Ag = {x € R" : x; > a} for any a > 0.
Next, we define the following objects by induction.

(i) A sequence 19 < 11 < --- of stopping times with limit 7o, = lim; _  T;.
(i1) A sequence of positive random variables pg, o1, . . ..
(iii) A collection {A;};,,, of random subsets of R".

Here, p; is the distance of By, to A,. Recall that T was defined in (1.2). Note that it is possible
that T < Too. One of the main ingredients in the induction is to choose A, such that, A; C A,
fort <t A 7.

To begin with, let 7o = 0 and let

po= sup By —xi[=1,
x€dAg
where 949 = {x € R" : x; = 1} is the boundary of the set .Ap. Let 7| be the first time ¢ > 0
such that

0 _ 1
4.2) sup |B;’ —xi|==or2
XGa.At 2
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1 1
N N
OA~,
AO_AO —~’——=— ;pl :.l_-‘---'
Y OA, ! 2
' B,
]
1po=1
[}
]
OBO

FIG. 3. The initial set Ay and the case when p; = 1/2.

and note that 7; < 7 unless both of these times are co. We leave it to the reader to check that
71 < oo with probability one. For 0 <r < 7y, let

At - A[.
We provisionally define

A = ‘ATI .
Finally, we let

p1 = Sup |B(1) |
xedArl
See Figure 3 for the setup.

Now assume that we have defined t,,, pn, and {A;};-, such that A, C A, for ¢ < 1.
First, we define

A :{xER”Ix1ZB$3+pm}

Tm

and note that A, C A, .
Recall that the shift operator 6, was defined before Lemma 4. Next, we define 7,1, so
that 7,41 — Ty is the first time ¢ > 0 such that

) 1
sup | B, —x1|=§pm or 2.
X€D (O Y (M)
Then, for 0 <t < ;41 — Ty, let
At""fm = (efm wArnl )t (Afm ) .

Again, we provisionally define

ATm+1 = (e'fm ‘ﬁArm)rmH (Afm)
and define
pmir=sup [BY —xil.
xeaATm_H

This completes our inductive definition. Our next goal is to show the following proposition,
which essentially proves Theorem 2. The rest of this section is devoted to the proof of this
proposition.

PROPOSITION 9.  We have:

(1) lim;_, o0 p; = 0 almost surely.
(i) P(teo <00)=1.
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PROOF. The proof of Proposition 9 is rather long, hence we divide it into a few steps.

But before presenting the details, we give a brief overview of the proof. A point x moves
in the vertical direction (the x| direction) because Brownian motion B; spends time with BM
close to x1, and with B+ close to x1. To take account of |x+ — B[, we cover the Brownian
path B;* with balls of various sizes, and consider the amount of time the Brownian motion
spends in (i) balls of the smallest size and (ii) annuli consisting of set differences between
two balls of the same center. Second, as time progresses, the point x may move not only
in the vertical direction, but also in the lateral direction (the x* direction). As x moves in
the lateral direction, it may get closer to certain parts of the Brownian path which did not
contribute much drift previously. Thus, we need to control the lateral distance over which
x might move. Using the same balls as before, we will control the amount of lateral drift
experienced by x, and thus the distance which x* can travel. The upward drift experienced
by x; will then be the sum of contributions from all the balls, and over all possible positions
of xt.

Step 1: a random walk comparison. We set up a random walk comparison as we did at
the beginning of Section 3. Recall that the vertical direction refers to the first coordinate of
R”", and the horizontal direction refers to the remaining coordinates. We will show that the
vertical distance between the Brownian motion and A, is bounded by the distance from the
origin of a one-dimensional biased random walk initiated at +1.

In order to do that, we consider 4, (x) which satisfies (1.5), with F(x) = || F||c for all
x € Rinstead of F. Foreveryi =0, 1,...,let 7; and p; be the equivalents of 7; and p; with
A instead of A. Moreover, let A, be the equivalent of A, with A instead of .A. Then from the
construction of {(t;, p;)}i>0 and A, it follows that for every i =0, 1, ..,

P(Piy1 =0i/2) < P(pi+1 = pi/2),
and
P(To <00) < P15 < 00).

From the preceding paragraph, we conclude that it is enough to prove Proposition 9 for A.
In order to simplify notation, we will write (A, (x), 7;, pi, A;) instead of (A (x),T;, p;, A;),
when there is no ambiguity.

Using scaling via Lemma 5 with || F||« in place of F, we find that there is a constant
p € (0, 1) such that, conditioned on F, |,

!logz pi—1 +1 with probability p,
log, pi = ) .
log, pi—1 — 1 with probability 1 — p,
fori =0,1,..., and the increments p;;+1 — p; are independent. It follows that {log, p;}ien
is a nearest-neighbor random walk on the integers, and is biased if p % 1/2. So, p; — 0 as
i — oo with probability 1 if and only if p < 1/2. Since the probability p is the same for each
time stage [7,,;, T+1], We prove that p < 1/2 only on the first time stage ¢ € [tg, 71], and this
will complete the proof of Proposition 9(i). _

In addition to p1, we define the maximum displacement of A, in the xi-direction Dy, as

(4.3) Dy = sup (xy— 1) =p; + B —1.
xeBArl

We are interested in finding a bound of the probability p = P(p; = 2). First, note that if
we set Dy, =0, from (4.3) and by the gambler’s ruin, we would have p = 1/3, since it is

the probability that 1 — Bt( 1), a one-dimensional Brownian motion starting at 1, hits 2 before
hitting 1/2. That is,

__ 12z _
1241

p 1/3.
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Since D > 0, P-a.s., in order to get a bound on p, we assume the following hypothesis,
which will be verified later. For every é > O sufficiently small,

1
(4.4) P@M<Z—w>>Lw.

From (4.3), it follows that under {D;, < }‘ — 268}, p is bounded from above by the probability

that a Brownian motion, starting from 1 + }1 — 24, exits the interval [1/2, 2] from the right
boundary. It follows that

2—(1+ 5 —28)
qu_pZ 1 1
2—(1+3—28)+11/2—(1+ 3 —28)|

Therefore, in order to prove that B; hits A;, we just need to verify (4.4). The remainder of the
proof is dedicated to deriving an inequality similar to (4.4).

Step 2: construction of a cover on the Brownian path. Recall that By = 0. In order to bound
the vertical and lateral drifts we first need to fix a cover of the Brownian path {BtJ- 1t el0,T]}
in R"~!, for some arbitrary T > 0, and specify some of its properties.

In what follows, [-] is the ceiling function which gives the smallest integer greater than or
equal to the number inside.

>1/243.

PROPOSITION 10. For any € > 0, there exists a constant Cy not depending on n such
that the following holds. If K € (0, 1/8) and r = e* with integer 1 < k < koo, where koo =
[(logn)/2], then with probability at least 1 — e, we can cover {B,l 1 e[0, T} c R" ! with

a number [Co K”eTzk] of (n — 1)-dimensional balls of radius r.

We prove Proposition 10 in Section 5.
Recall that 71 was defined in (4.2). We define the following event:

(4.5) &r={u =T}

The following lemma, which is proved in Section 6, helps us to bound the probability of £7.

LEMMA 11. There exist constants C3, C4 > 0 such that
P(t1 > T) < Czexp(—C4T).

Let ¢ > 0 be arbitrarily small. By Lemma 11, we can fix T large enough so that

(4.6) P(&f) <e.
We also fix K € (0, 1/8) and let

nT
@47 min = o |

where C3 is defined as in Proposition 10.
We define &, to be the event that there is a cover of {BtL :t € [0, T'1} with m}(n) balls of

of radius e* for any k=1,..., [(logn)/2]. From Proposition 10, we have
(4.8) P(&5) <e.

Step 3: uniform bound on the Brownian occupation time. In order to bound the vertical and
lateral drift, we will bound the amount of time spent by the Brownian motion in each ball of
the cover which was constructed in the previous step. Let L ;"71) () be the occupation measure

of the n — 1 dimensional Brownian motion BTL. Define LD () =1lim;_ o L;"_l)(-), where
we often omit the dependence in n and write L,(-) and L(-). We will need the following
proposition.
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PROPOSITION 12. Assume that n > 4. Let B, (0) be a ball of radius r > 0 centered at
the origin. Then, there exist constants Cs, Ce > O such that

P(L"V(B,(0)) > sr?) < Csexp(—Cen’s)
8

foralls > .

The proof of Proposition 12 is given in Section 6.
From now on, assume that n > 4. We will deal with the case where n = 2, 3 later. Assume
further that & is satisfied. Denote by Bf-‘, i=1,..., m,";(n), the balls of radius e* in the

random cover of {Bf- 1t €10, T]}. We also write C - Bf-‘ as the ball with the same center as
B{-‘ with radius C times the radius of Bf.‘.

In what follows, we fix 1 < k < koo, Where koo = [(logn)/2]. Suppose that p € R" 1, and
define

(4.9) T(p)=inf{t >0 : |B, — p| < 2¢"}.
Assume that 7(p) < T. Let 19, 71, 72, . .. be the times at which we choose new balls in the
cover of { B,l :t €0, T]}. Thatis, tgo =0, and Blé is centered at the origin. Then 7 is the exit

time from Bf and BY is centered at B,,. We continue in the same manner, so Bf has its center

at B;, with radius e*. By our assumption 7(p) < T, and since Bf.‘ cover Bjo,r}, it follows that
there must be a first index i (p) such that

(4.10) | By, — Bip| < €*
and hence
4.11) | By, — pl <3¢

Note that 7;() is a stopping time with respect to the Brownian filtration (F;);>0. Also, we
have 7;() < 7(p) by the construction of our cover. By this definition, B; ¢ 2B «(p) for ¢t <
T(p), and so B, ¢ 2B« (p) for t < 7;(p) also. From (4.10) and (4.11), we have
(4.12) 2B, (p) C 5Bj,).
Next, we consider the occupation measure of the Brownian path after time t;(j). Using the
time shift operator {6;};>0, we define
LIV (2B (p) =0y - L") (2B (p)).
Since B; ¢ 2B« (p) for t < 7;(p), it follows from (4.12) that
—1 -1
L V(2B (p)) = LY ) (2B ()
(4.13) I
ne
< Ly (5Bigp)-
By the strong Markov property of Brownian motion with respect to the stopping time 7; (p)

and using Proposition 12, it follows that if s > 8/n, then there are C5, Cg > 0 such that

(4.14) P(LYCV (5B ) > 255¢%) < Cs exp(—Cen’s).
Now let A ; be the event that

4.15 LD (58K < &

(4.15) n(p) ( i)—107

for some positive constant p independent of i and k, which will be fixed later. From (4.14),
we have for p/(25n) > 8/n (i.e., p > 200),

(4.16) P(A§ ;) < Csexp(—Cenp/25).
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Let us define the good event where all bounds such as (4.15) are satisfied as

koo M (1)
&= m ﬂ Agi.
k=1 i=1
Note that from (4.15) and (4.13), it follows that if p > 200, then we have on &3
2k

4.17) sup L0V (2B (p)) < p—.
peRm-1 n

From (4.17), we get that under £3 we have a uniform bound in p on the occupation measure
LD which is a stronger statement than the local bound in Proposition 12.

We now show that we can choose p large enough, so the probability of &3 will be arbitrary
close to 1. Recall that ko, = [(logn)/2]. From (4.16) and (4.7), it follows that

koo ME(M)

Using (4.7), we continue with

k

nT _ > 1

P(€§)§C—Ke Cenp/25 E T
k=1

nT _conppas( ] koo 1
SC?E oft —2+'/1 jdx

e e
nT —Conp/25 1 (logn)/2+1 1

< C?e 6 (e—z +/; eTx dx)
nT 1 1

_c"T —Cﬁnp/25_(3 _ _)
K¢ 2e2 n

= C%e—%"/’/”@n — 1.

Note that the right-hand side is positive since n > 1. In order to have P(£5) < €, we need p
to satisfy

T
(4.18) C?e—%"p/25 Gn—1) <e.

From the conditions on (4.16), we can choose p > 200 such that (4.18) is satisfied. For such
0, we get

(4.19) P(&) <e.

In the next steps, we derive an upper bound of the lateral drift (in the x*-direction) and
the vertical drift (x;-direction), during the time interval [0, 71], on point p which initially is
in Ap. Our bound will be independent of the initial position p.
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We write
p=(pi.....pn) = (p1.p")
where pt = (p2,..., p,) e R"7L.

Step 4: bound on the lateral drift. We use the cover of the Brownian path on [0, T'] and
the bounds on the Brownian occupation time which were established in the previous steps,
in order to bound the lateral drift (i.e., the displacement of p). We will use the notation
{pL(®)}s>0 to denote the position of p= at time ¢ with p=(0) € Ag being its original position.

We first define concentric balls centered at p(O)L in R" !, Let V;]f(O) be a ball of radius

’

26k centered at p(O)J— for k =1,..., ks. Then we define the set of the concentric annuli
k __ vk k—1 _ . .4l —yl
Ap(o) = Vp(o) \ VP(O) ,for k =2,3, ..., with the first set equal to the first ball: Ap(o) = Vp(o).

So, these annuli (except for the first) have inner radii 2¢F and outer radii 2Kt 1.
Let D,ﬂ- be the maximal lateral drift experienced by a point ¢ = (g1, g) such that

(4.20) q1<0 and gT eBu(pt(0))

assuming that the Brownian particle is located at » = (r1, 7). Recall that by the hypothesis
of Theorem 2, || F|loo < ¢*n>/*. On the first interval [0, 7], the vertical distance (along the
x1-axis) from A; to B; is on the interval [1/2, 2] and so it is bounded below by 1/2. The
lateral distance (along x1) from B, to a point g in A, is ||qL — B,lll. From (1.5), it follows
that

Dif <|IFlloo

J1/4+llgt —rtp?

3/4 1 )
J1/4+lgt =t

4.21)

<c*n

We distinguish between the following two cases:
Case I: rt e Al )" Then from (4.21) it follows that there exists a constant C > 0 inde-
pendent of n and p, such that

(4.22) Di < Cc*n’/*,

Case 2: rt e A';(rol), for 1 <k < ky. Then from (4.21) it follows that there exists a constant
C > 0 independent of n and p, such that

1
Dt < || Floo—————
(4.23) V1/4+e*

< Cc*ndlte k.

We define kg by the equation

o0 — (eF) /2 = g1/,

First, we assume that the process { pl(t)}lzo stops when it exits from B, pL(O)). If, under
this assumption, we find that p--(¢) in fact does not exit from B oko ( p(0)) over time [0, T'],
then the unmodified process must not exit either.

We will use our estimates on the occupation measure for Brownian motion from step 3, in
the various balls 2B 2« ( pL(O)), in order to bound the horizontal drift experienced by points
in A, where ¢ € [0, 71]. We distinguish the following 3 cases: k = 1, | <k < ko and kg <
k < koo. In the first two cases, k < ko, we have that pL (1) traverses at most k0= balls. For
k > ko, we have that pT(r) traverses at most one ball. Then, recalling that €% = n!/4 we
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have the following. In each term, we first write our upper bound for the drift from (4.22) and
(4.23), then the number of balls traversed, and then the occupation measure L™ of each
ball from (4.17). At first, we separate these terms by dots. Let DTL1 be the total horizontal drift
experienced by p(t) between [0, 71]. It follows that

Drl1 < Cc*nd/t .l L("_l)[Al(pl(O))]

ko—1

+ Z ccndte . 1. L(”_l)[Ak(pJ‘(O))]
k=ko

S(:C>|<n3/4 kO,O +CC Zn3/4 ko— 2k +CC Zn
k=0 k=ko

ko 1 koo o2k
SCC*pn_1/4ek0+CC* Zn3/4ek0p_+cc* Z n3/4€_k,0—
k=0 n k—=ko n

< Cc*p + Cc*pko + Cc*pn~ /4 ek

<n'/4

for ¢* small enough. Note that we used %0 = n!/4 ¢k = n!/2 and kg = Clogn in the last
inequality.

Because B ( pL (0)) has radius n
exit from this ball, as required.

Step 5: bound on the downward drift. We use the same strategy as in Step 4 to bound
the total downward drift. Let D,l be the maximal downward drift experienced by a point
q = (q1, ql) as in (4.20), assuming that the Brownian particle is located at r = (ry, r). As
in Step 4, on the first interval [0, t1], the vertical distance (along the x;-axis) from A; to B;
is on the interval [1/2, 2] and so it is bounded below by 1/2. The lateral distance (along x)
from B; to q is ||g — r*||. We want to compute an upper bound of the vertical drift on the
point ¢, so we multiply the factor W, which bounds the projection of the drift

vector from B; to g onto the xj—direction, to the diagonal drift. We get that
1 1
J1a+lat—rti2 14+ gt —rtp
< c*pd 1 '
SO At =P
We again distinguish between the following cases:

Case I: r+ e A })(0). Then from (4.24) it follows that there exists a constant C > 0 inde-
pendent of n and p, such that

(4.25) D} <||Flloo < Cc*n¥/4.

Case 2: rt+ e A% 0> for 2 < k < k. Then from (4.24) it follows that there exists a constant
C > 0 indepen ent of n and p, such that

/4 we find that for ¢* small enough, pJ-(t) does not

D} <|IFllso

(4.24)

D! < C*n3/4;2k
(4.26) 1/4+e
< Cendlhe 2,
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Let D%l be the total vertical drift experienced by p(¢) between [0, t1]. As in the previous
step, in each term, we first write our upper bound for the drift from (4.25) and (4.26), then
the number of balls traversed, and then the occupation measure of each ball from (4.17). It
follows that

Dl < Cc*n3/4 . eko . L(nfl)[Al(pJ_(O))]

13|
ko—1
+ Z Cc*n3/4e—2k . €k0_k . L(n—l)[Ak(pJ_(O))]
k=2

kso
k=ko

1 ko €2k
ECC*H3/4-HI/4‘,O—+CC* Zn3/4ekof3kp_
n k=0 n

koo o2k
+Cer Y /4o p ¢
k=ko n

ko
< Cc*p+ Cc*pn~ 114k Z e X+ cetpn Vo
k=0

<Cc*p+ Cc*pn 4k 1 Ce* pn k.
Since ¢k = n!/4 and koo = (logn)/2, we have
D < Cc*.
By choosing a small ¢*, we get
(4.27) D} <1/8,

on the event ﬂ?zl &;. Recall Dy, was defined in (4.3). From (4.27), (4.6), (4.8) and (4.19),
we get (4.4) and we complete the proof for n > 3.

Step 6: bound D, for n =2, 3. In this case, we can bound the total downward drift at x
due to B[lO,T] by ¢*C7, where C7 is some positive constant, since the Brownian motion is at a
positive distance from x on [0, 71]. Again, by choosing ¢* small enough, we get

D <c*C7T <1/8

on the event £1. From the above equation and (4.6), we get (4.4) and we complete the proof
forn=2,3. O

5. Proof of Proposition 10. Recall that our goal is to get an upper bound, with a high
probability, on the number of balls of radius r needed to cover the Brownian path B[%)’T].

Let 7,1 be the first time ¢ that the (n — 1)-dimensional Brownian motion Bll initiated at the
origin exits the ball B(0, r) centered at O of radius r. At 7,1, we start the Brownian motion
from the origin over again and wait until the next time 7, » at which the restarted Brownian
motion reaches distance r from its starting point. We also write 7,9 = 0. Let

O =07 =Tri — Tri—1-

Theno; :i =1,2, ... are 1.i.d. random variables.
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Let N = N, r be the number of balls of radius r needed to cover the Brownian path B[LO’T].
By Brownian scaling, N equals in law to the number of balls of radius 1 needed to cover the
Brownian path B[LO’T et So we can redefine o; and N to reflect this Brownian scaling, that
18, o; are 1.1.d. exit times from a unit ball.

We expect o; to be about C/n, since the Bessel process ||BtL || has drift about n for 1/2 <
||Btl|| < 1 and larger when ||BtL|| < 1/2. So, roughly speaking we expect

nT

5.1 N~ —.
(5.1 2

The following lemma is an important ingredient in the proof of Proposition 10.

LEMMA 13. For any m > 1, there exist constants Cg, Co > 0 such that

.....

forall0 < K < 1/8.

PROOF. Note that for any K > 0 and m > 1 we have

.....

Hence we need to show that m P (o1 < K /n) is small enough.
For simplicity, we let o = o1. Recall that the Bessel process Y; = ||BtL|| satisfies the fol-
lowing SDE:

n —_—
2Y;

where W; is a standard one-dimensional Brownian motion.
Note that o is greater than ¢, which is the time needed for Y; to exit the interval [1/2, 1]
starting from Yo = 3/4. Therefore, it suffices to bound

2
dYt: dt+th,

mP( < K/n).
Suppose now that
K <1/8

so that within time ¢ < K /n, the drift term in Y; is at most 1/8. Then, in order for 6 < K /n,
we must have

sup |W;| >1/8.
0<t<K/n

However, a standard Brownian estimate gives

P( sup [Wi|>1/8) < Cyexp(—Con/K),
0<t<K/n

where Cg, Cg are positive constants.
It follows that

P(i:}nf O K/n) <mCgexp(—Con/K). -

.....

PROOF OF PROPOSITION 10. Recall that r = e*, k =1, ..., koo, SO We are covering the
Brownian path with balls of radius €.



HITTING PROBABILITIES OF A FLOW 667

By a scaling argument, this is equivalent to a cover the path of B, between 0 to T/r? =
T e~k with balls of radius 1. Note that if o;>K/nforalli =1,2,..., then we will need

nT

such balls. Let 0 < K < 1/8. From Lemma 13, it follows that the probability to cover the
path with m™* balls of radius 1 is

nT
KeZk

Pei= P( inf o; < K/n) < cg( —‘exp(—an/K).
i=1,....m%
The sum of the probabilities Py over k is bounded by

3 logn] 3 logn]

T
S Py < Cyexp(—Con/K) Y. M@J
k=1

k=1

~ nT
< Cg? exp(—Con/K).

It follows that for any ¢ € (0, 1), there exists N (e, K) such that if n > N (e, K) then for
any choice of r = ¢*, k = 1,..., [(logn)/2], we have 0; > K /n forall i =0, ..., m* with
probability 1 — e. From the preceding paragraph, we get the result for n > N (e, K).

Note that similar covers in dimensions n < N (g, K) will hold by projection of the covers
when n > N (e, K), possibly with an additional multiplicative constant in m} (n). We there-
fore proved the result foralln > 1. [J

6. Proof of Proposition 12 and Lemma 11. Before we prove Proposition 12, we recall
Theorem 2 (p. 444) from Ciesielski and Taylor [1].

THEOREM 14 (Paraphrased). Suppose n > 1. Let t,, be the first time that a n dimensional
Brownian motion leaves a ball of radius 1 in R". Let L,, be the amount of time that the same
Brownian motion spends in this ball. Then

D
Tn = Ln+2.

PROOF OF PROPOSITION 12. Recall that B+ is an n — 1 dimensional Brownian motion.
From Theorem 14, we have for dimensions n > 4,

(6.1) P(L,_1>5)=P(t,_3>5).

We will derive an upper bound on the right-hand side of (6.1). For notational convenience,
we will first establish an upper bound on P(t, > s) as a function of n and replace n by n — 3
later.

First of all, note that this bound only depends on Y (¢) = || B(¢)|| for Y € (0, 1]. In this case,
the drift of Y satisfies

(6.2)

Let

X(1) =

("_zm + W@,

where W (¢) is a one-dimensional standard Brownian motion.
From (6.2) and a standard comparison result (see Theorem 1.1 in Chapter V.1 of Ikeda and
Watanabe [6]), we compare the drifts of Y and X, we see that Y (t) > X (¢) for 0 <t < 1, with
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probability 1. Note that the result of Ikeda and Watanabe does not cover locally unbounded
drift, but this could be argued via a standard truncation argument.
Therefore, from (6.1) we get

P(Lyyp>s) < P(‘c,f( >5),

where 7X denotes the first time # that X, = 1.
Simple calculations give us

P(tX >s5)<P(X(s) <1)
((n—1)s/24+W(s) <1)
(W(s) <1—(n—1)s)2).

P
P

Note that for s > 4/(n — 1),

B (n—1)s <_(n—l)s'
2 - 4

1

So, we conclude that

P(Lyy2>5)< P(t) >5)

(6.3) < P(W(s) < _41)S>

< Clexp(—Cgn’s)
for some constants C§, C¢. Replacing n by n — 3 only changes the constants C§, Cg in (6.3)
but nothing else. [
6.1. Proof of Lemma 11. Recall that we must show that there exist constants C3, C4 > 0
such that
P(r1 > T) < Czexp(—C4T).

We distinguish between the following two cases.

Case 1. F =0. Then P(7; > T) < P(sup;[o.7] |Bt(1)| < 2), and the result follows by a
standard Gaussian tail estimate.

Case 2. || F|loo > 0. Note that p;, which is the maximal vertical distance between A; and
W;, is given by

D[ :/Ot +Bt(1) — 1,

where D, is the maximal vertical drift accumulated up to time ¢. From (1.5) with || F||co
instead of F and (4.2), we get

t
D; > §||F||oo forall0 <t < 1.
It follows that
1
Pt 21+§IIF||oo+Wz forall 0 <t <,

where W; is a one-dimensional Brownian motion. Let Z be a standard Gaussian random
variable. It follows that there exist C3, C4 > 0 independent from »n such that

P(ti>T)< P(()sup pr < 2)
<t<T
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1
<P 1+§||F||OOT+WT <2

= (2= % — 1Pl

< Czexp(—C4T). O

7. Proof of Theorem 3. We use our usual notation for a point a € R”, that is a =
(ai,...,ap) and a* = (aa, ..., ay,). Let Bg”il)(aL) be a ball in R*~! of radius r and center
at, fora e R".

Let IF denote the set of Lipschitz functions F : R” — R satisfying the hypotheses of The-
orems 2 and 3, namely 0 < F(x) < c*n3/% for all x € R". The following lemma will help us
to prove Theorem 3.

LEMMA 15. Let

AF™ = (1) x B~V (0)

F.m
and let .A,F’m be the image ong’m under our flow w,AO . Then

lim inf P(B; hits AF™) =1.

m—0oo FelF

Note that Theorem 2 implies that the above limit is 1 for F € F fixed. Lemma 15 states
that this convergence is uniform in F' € FF.

PROOF OF LEMMA 15. Let (th, B;) be a solution to (1.5) with drift F' € IF, which is
initiated by Ag = {1} x R"~!. We define o ¥ to be the first time that B; hits A; = v (Ao).
Define F = c*n3/*, and note that F < F for all F € F.

Let ¢ > 0 be arbitrary small. From the statement of Theorem 2, it follows that there exists
Ty large enough, such that for all T > Ty, we have

Pf >T)<e.

We observe that in the proof of Theorem 2 the only bound on F which was used is || F'||co <
c*n3/4, see the second paragraph of Step 1 in Proposition 9 and the bounds on DTL1 and D;
in Steps 4 and 5 of Proposition 9 (respectively). We therefore conclude that for all 7 > Ty,

(7.1) sup P(O’F >T)<e.
FeF

Now choose m > 0 depending on € and the dimension n such that
(7.2) P( sup [B" V| >m)<e.

0<r<T
Let AT be the event that B, hits A" =y F (Ag M) Also, let 3 A" denote the image of
the boundary of the original ball B,(ff _1)(0) under the same drift. We also note that the drift
experienced by A/ is continuous as long as B, has not yet hit A",

Note that as long as || Bt(n_l) || < m, the drift induced on 8AtF " by B,, when projected on
R*~!, and further projected onto the radial direction in R”~!, points away from the origin.
It follows that the projection of 8Af " onto R"~! lies in the exterior of the ball B, (0), and
in fact encloses this ball. By continuity, it follows that as long as ||Bt("_1) || < m, we have
AFm S BUD ().
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By the above and (7.1), we have

sup P(AF)>1—2¢
FelF

and this completes the proof of Lemma 15. [J

PROOF OF THEOREM 3. By the hypothesis of Theorem 3, we can assume that .4y con-
tains a cylinder

Cs(a) = (a1, a1 + 8) x BV "V (at)

for some a € R" and some é > 0. Furthermore, we can assume that a; > 0.

Let0 <¢e <ay/2, e >0, and let o be the first time ¢ that B,(l) =aj —¢/2. Itis easy to see
that there is a positive probability that || Bal || <& and o < ¢g;. Thus, if €] is small enough and
o < g1, the integral of the drift from time O to time o, acting on Cs(a) up to time o will be
arbitrarily small. It follows that there is a positive probability that || BUl | <¢&and 1%4 %(Cs(a))
contains the disc (a; + ¢/2) x Bé’;z_ 1)(aL). So, Bc(,l) = a1 — ¢/2 has distance ¢ from the line
x1=aj +¢/2,and if ¢ < §/4 then

n—1
BB/Z ( ) Bz(S/4 )( )

Using Lemma 15, choose a natural number m such that
(7.3) inf P(B; hits A""™) > 0.
FelF

Using the strong Markov property, let us start over at time o . Next, by translation and by our
scaling (Lemma 5), we find that our new Brownian motion starts at 0, and that (a; + ¢/2) x

274 b (Bl) has been transformed to a set containing {1} x B(" b (0) with K > §/(4e). If
¢ > 0 is small enough, we conclude that K > m and so

(1} x BYP(0) > {1} x BZ~D(0).

Using (7.3), we conclude that with positive probability, B; hits A,F K Since our original
region Ay, after scaling, contains A% | it follows that B, hits .4, with positive probability.
This completes the proof of Theorem 3. [J
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