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THREE DIMENSIONS
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Let M, be the number of steps of the loop-erasure of a simple random
walk on Z3 run until its first exit from a ball of radius 7. In the paper, we will
show the existence of the growth exponent, that is, we show that there exists
B > 0 such that

log E(M},)
m ——=0.
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1. Introduction.

1.1. Introduction. Let S be the simple random walk on Z¢ started at the origin
and let 7, be its first exit from the ball of radius n centered at the origin. How does
the random walk path S[0, 7,,] look like? This question has fascinated probabilists
and mathematical physicists for a long time, and it continues to be an unending
source of challenging problems.

Cut points are one of the most important objects to study the random walk path
([4-6, 12, 16, 18, 26, 33, 34]). Here, a time k < [0, t,] is called a (local) cut time if
S[0, k] N S[k+ 1, 7,] = @ and S(k) is a (local) cut point if k is a cut time. We call
random walk path between each consecutive cut point a piece so that the random
walk path consists of the disjoint union of several pieces. The number of cut points
are studied in many papers ([12, 16-18]). In [16], it is proved that the expected
number of cut points is of order n? for d > 5. Since 1, is also of order n2, the set
of cut times has a positive density in [0, 7] in higher dimensions. For d = 4, it
is shown in [17] that the expected number of cut points is of order nz(log n)~12,
Finally, for d = 2, 3, it is proved in [18] that there exist £&;(d = 2, 3) such that the
expected number of cut points is comparable to n>~5. The exponent &4 is called
the intersection exponent. For the value of &, Lawler, Schramm and Werner [24]
prove that §, = 2 by using the SLE techniques. Consequently, the expected number

of cut times up to time 7, grows like ni for d = 2. The exact value of &3 is not
known. The best rigorous estimates for &3 [19, 26] are % <& < 1.

In higher dimensions, d > 5, roughly we may think of S[0, t,] as a union of
O(nz)—stationary and ergodic pieces ([6, 7]). In that case, length of each piece has
a finite moment and a correlation of two pieces is negligible, which enables us
to analyze the path in detail. Borrowing a term from physics we might say that
the upper critical dimension for cut points is 4. In 4 dimensions, a logarithmic
correction is required in the analysis of pieces. Study of geometrical structure of
pieces in 4 dimensions is done in [34]. Roughly speaking, it is proved that a piece
has a “long sparse loop” if the length of the piece is large (see [34] for the details).

In 2 and 3 dimensions, the situation is more complicated since a correlation of
two pieces is not negligible and each piece has no common distribution. To deal
with this problem, we reconsider the nonintersecting random walk in this paper.
In [35], in order to investigate the structure of the path around cut points, the fol-
lowing problem was considered: if we condition that S[0, n] N S[n + 1, 2n] = &,
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then how does the path look like around S(n)? Let S!, S? be independent sim-
ple random walks started at the origin. Then, thanks to the translation invari-
ance and the reversibility of the simple random walk, our problem may be re-
duced to clarify the structure of S', §? around the origin when we condition that
S0, n1N S?[1, n] = @. To tackle this problem, the nonintersecting two-sided ran-
dom walk paths were constructed for d = 2, 3 in [35], namely the following limit
exists:

(1.1) lim P(-|8'[0,7,] N S*[1, 7] = @) = P(),

where 7/ is the first time that S’ exits from a ball of radius n centered at the origin;
see (1.13) for the precise definition of P. Let §1 , Ez be the associated two-sided
random walks whose probability law is P and we define S(n) by S(n) = () if
n>0and S(n) = 3! (—n) if n < 0. We call S a nonintersecting random walk (see
Figure 1 for S).

In [32], it is proved that S has infinitely many global cut points almost surely.
Here, n € Z is called global cut time for S if the entire of the past path S(—o0, 1]
and the future path S[n+ 1, 0o) do not intersect. We call S(n) a global cut point if
n is a global cut time. In [32], it is shown that the number of global cut points of
S lying in the ball of radius # is of order n?>~5¢. Therefore, we see that the number
of local cut points for S and the number of global cut points for S lying in a ball
of radius n are of the same order of magnitude.

For k € Z, we write T, for the kth global cut times with To=0and Ty < Tjy
for each k. (Note that by definition, 0 is always a global cut time.) We call

100
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FIG. 1. A nonintersecting random walk trace S for d = 2.
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each S[Ty, Tr+1] a piece again. In the present paper, we first show that each
piece has common distribution and that S[0, 7] is asymptotically independent
of S[Tk, Tks1] as |k| — oco. More precisely, let @ be a translation shift with re-
spect to the first global cut point so that S 0 8(m) = S(m + T ) — S(T1) for all m;
see (1.14) for 8. We recall that a measure preserving system (X, B, i, T) is mixing
if lim, oo w(ANT"B)=u(A)u(B) for all A, B € B. The first our main result
is the following.

THEOREM 1.1. Letd =2,3. The law of S is invariant under the shift 0 and 6
is mixing.

As an application of Theorem 1.1, we investigate some quantities generated by
the random walk path S[0, T',,]. The quantities that we are interested in are:

° q; = len(LE(S[0, T,,])), length (number of steps) of the loop-erasure of
S[0, Tl

. q,% = dg0.7,1(0, S(T,)), graph distance between the origin and S(T,) on
S[0, Tl

° ‘12 = Rg0.7,,(0, S(T,)), effective resistance between the origin and S(7,) on
S[0, T, 1.

[See Section 4 for definitions and backgrounds of loop-erased random walk
(LERW), graph distance and effective resistance.] These three quantities have the
following similarities: for each 1 <i <3, g, can be written in terms of sum of

compositions of qi and gk, that is, we have
) n—1 N
(1.2) an=>_qi00 .

Using this expression, we want to apply some results of ergodic theory to analyze
q.. If qi had a finite moment, we could apply Birkhoff’s theorem to show that g’
grows like cn. However, this is not the case since qi has an infinite moment for
all i. To deal with this issue, we use Aaronson’s results derived in [1]. In [1], it

is shown that for all a > 1, either the ratlo L converges to 0 as n — 00 a.s. or

limsup,_, o, q” = 00 a.s. We are interested in the infimum of a satisfying that q"
converges to 0 a.s. and denote the infimum by a/,. Then we have the following.

THEOREM 1.2. Letd =2, 3. Suppose that qfl and aé (1 <i <3)areas above.

Then for every a > a' g the ratzo @ converges 10 0 as n — oo almost surely. On the

4y

o =00 almost surely.

other hand, for all a < a' o> limsup,,_,
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With Theorem 1.2 in mind, it is natural to ask whether qjl is logarithmically

asymptotic to n . We are also interested in a comparison between these quantities
for S and the corresponding quantities for S. Unfortunately, we could not give
answers to such questions for graph distance and effective resistance. Actually, in

an early stage of this project, we tried to find a way to prove qfl is of order n% just
by using general results of ergodic theory. However, since we could not find such
a way, we decided to focus on the length of the loop-erasure of S. (We should also
mention that Theorem 1.2 is the only place where we used a general result from
ergodic theory.) For the length of the loop-erasure q,% in 2 dimensions, we have the
following theorem.

THEOREM 1.3. Letd =2. We let T,) = inf{j > 0| |S(j)| = n} be the first

time that S[0, 00) exits from a ball of radius n. Then we have a% = %, and

1 1
(1.3) lim —29n _ gl g,
n—o00 logn
loglen(LE(S[0, T;" 5
(1.4) lim —& enLEC10.7, D) = a.s.
n—0o0 logn 4

Since the expected length of LE(S[0, t,,]) is of order n% in 2 dimensions (see
[13, 27] and [22] for this), Theorem 1.3 gives that the length of LE(S[O, ?,j’]) and
LE(SIO, t,]) are of the same order of magnitude.

We want to establish same type of results as Theorem 1.3 in 3 dimensions.
To prove Theorem 1.3, it turns out that we need various results of loop-erased
random walks in 2 dimensions (e.g., the expected length of LE(S[O, 7,]) is of
order n%, exponential tail bounds on the length of length of LE(S[O, 7,,]), ...).
Unfortunately, those necessary results have not been established up to now in 3
dimensions. In the present article, we will show the following theorem for loop-
erased random walks in 3 dimensions, which will be used to prove that ¢! is of

1
order n%.

THEOREM 1.4. Letd = 3. We write M, = len(LE(S[O0, t,])) for the length of
the loop-erasure of S[0, t,]. Then there exists o € [%, 1) such that

log E(M},)
m —=2

n—oo lOgl’l

(1.5)

Furthermore, it follows that there exists ¢ > 0 such that for alln > 1 and k > 1:
(1.6) P(My, >k E(My)) <2e™,
and that for any ¢ € (0, 1), there exist 0 < ¢, Ce < 00 such that for all k > 1 and
n>1,

EM
(1.7) P(Mn < (Mn)

K

) <C, exp(—cg/cﬁ_g).
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We should mention that once we show the existence of « as in (1.5), bounds « €
[%, 1) immediately follow from Lawler’s estimates in [20] where it is proved that

cn>* 8B <EM, <C n% (recall that % < & < 1). To our knowledge, the existence
of the exponent « as in (1.5) and exponential tail bounds on M}, as in (1.6) and (1.7)

are new results. In 2 dimensions, E(M,,) is known to be of order n% (see [13, 27]
and [22]), and exponential tail bounds on M,, are established in [3]. Theorem 1.4 is
crucial and enough to derive an analog of Theorem 1.3 in 3 dimensions as follows.

THEOREM 1.5. Let d = 3. Recall that ?,J{ =inf{j >0 |S(j)| > n} stands

for the first time that S[0, 00) exits from a ball of radius n, and that & is the

intersection exponent in 3 dimensions. Then we have a31 = zzzg ,and

1 1
(1.8) lim 84 :a31 a.s.,
n—00 IOgl’l
loglen(LE(S[0, T
(1.9 jm oglen@EGSIO.T, D) _ o
n— 00 logn

REMARK 1.6. Let G, and R, be the graph distance and effective resis-
tance between the origin and S(t,) on the path S[0, 7,,]. To our knowledge, up
to now it has not been proved or disproved that the exponents 8; and B, with
E(G,) = nfrt°M) and E(R,) = nf2t°0) exist in 2 and 3 dimensions. Further-
more, exponential tail bounds on G, and R, also have not been established.

1.2. Some words about the proofs. In this subsection, we will explain ideas of
main theorems. For Theorem 1.1, the invariance of the law of S under the shift 6
is straightforward, but to show that S is mixing takes more work. Using the 7-A
theorem (see [10], Theorem A.1.4), it suffices to prove that the first piece S[0, 7]
and the nth piece S[T,_1,T,] — S(T,_1) are almost independent if # is large.
Since the nth piece typically lies in the outside of a large ball when n is large,
we need to control the independence of S[o, ??L] and E[f;, 00) with I <« m (see
Theorem 1.3 for ?f'). With this in mind, we take N large and consider two pairs
of paths ¥ = (y!, ¥?) and ¥’ = (33, *) such that for each i =1, 2,

P(S?710, "IN s 1, ¢} ] = o,

(1.10) 2i—1 2i-17 Q2 2i 2i—1 2
(™0, 5 L S0, 7 ) = (v v ) > 0,

where S!, ..., $* are independent simple random walks started at the origin and

7/ stands for the first time that § J exits from a ball of radius . Namely, 7 and 7’
are possible configurations of S up to its first exit of the ball of radius / (we will
call such ¥ an initial configuration). We write AINJ for the event in the probability

of (1.10). In order to deal with the independence of S[0,7;] and S[T};, 00), we
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will show that the distribution of (Sl[rnlw tl{,], SZ[‘[H%, rl%,]) conditioned on All\f ;18
almost same as the distribution of (S3[t,fl, 1:13\,], S4[1:,;‘;, rl‘\‘,]) conditioned on Aé\f /
if [ <« m (see Theorem 3.7 for the details). This implies that §[?jn', 00) is almost
independent of its initial configuration and we can conclude that 6 is mixing.

Once we establish Theorem 1.1, Theorem 1.2 immediately follows from Theo-
rem A’ of [1].

We next consider Theorem 1.3. Since the number of global cut points of S lying
in a ball of radius 7 is typically of order n>~¢2 in 2 dimensions (see Theorem 1.1 of
[32]) and & = % (see [24]), we see that the distance between the origin and S(7T ,,)

is roughly of order n 3. Indeed we will see that for any ¢ > 0, with high probability
T, is bounded above by ?Z“. This implies that the length of LE(S[0, T]) is

n3 _
bounded above by the length of LE(S[O, ?+4+ 1). However, tail bounds on M, de-
n3*e
rived in [3] shows that the probability that My > k3¢ is less than Ce K where

% comes from the fact that the growth exponent for loop-erased random walk in

2 dimensions is equal to % (see [13, 27] and [22]). Therefore, the probability that
M 4y >n 3428 i exponentially small in 7, which is much smaller than the proba-
n

bility that S' and S? do not intersect up to the first time that they exit from a ball of
radius n3+¢ [such a nonintersecting probability is a polynomial order, see (1.12)].

Consequently, we see that the length of LE(S[0, T,]) is bounded above by n%+28
with high probability. Similar considerations along with lower tail bounds on M}
derived in [3] give the opposite inequality and we get Theorem 1.3.

We want to prove Theorem 1.5 by the same strategies as Theorem 1.3. However,
the following is missing in 3 dimensions:

(i) Existence of the exponent g such that E(M,) = nf1°M asn — oo.
(i) Exponential tail bounds on M,,.

Once we deal with these two issues, Theorem 1.5 follows from the same arguments
as in the proof of Theorem 1.3 explained as above.

For the first issue (i), the crucial object is so-called an escape probability that we
will explain from now. We are interested in the probability that a simple random
walk started at the origin and the loop-erasure of an independent simple random
walk started at the origin do not intersect up to the first time they exit from a ball
of radius n. We denote the probability by Es(n) [see Section 6.2 for the precise
definition of Es(n)]. We write B(n) for the ball of radius n centered at the origin.
Suppose that a point x with % <|x| < ZT” lies in LE(S[O, 7,,]). Then the definition
of the loop-erasure (see Section 4) gives that the following holds:

e S hits x up to 7,,.

e The loop-erasure of the random walk S from the origin to x and S from x to the
boundary of B(n) do not intersect.
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Reversing a path, the probability of this event is equal to the probability that a
simple random walk from x up to the boundary of B(n) and the loop-erasure of
an independent random walk from x to the origin do not intersect. It turns out that
this probability is comparable to % which enables to conclude that E(M,,) is
comparable to n2Es(n). Therefore, the issue (i) is reduced to proving that there
exists « such that Es(n) = n~*1t°M) as n — oo.

In order to show the existence of the exponent «, we will give various relations
between escape probabilities on various scales (see Propositions 6.7, 6.8 and 6.10).
In particular, it will be shown in Proposition 6.11 that Es(2"*") is comparable to
the product of Es(2") and the probability that a random walk from (—2", 0, 0) to
the boundary of B(2"1") and the loop-erasure of an independent random walk
from (2", 0, 0) to the boundary of B(2"™") do not intersect (we denote this prob-
ability by a,, »). Since we know the existence of the scaling limit of LERW in
3 dimensions (see [14]), it is natural to predict that the limit of a,, , as n — oo
exists for each fixed m. In fact, it will be shown in Proposition 7.1 that the limit
of a,, , exists with the help of some results derived in [14]. Using the existence
of lim,,, « a,,, and Proposition 6.11, a standard subadditive argument shows that
there exists « such that Es(n) = n~*1t°W) (see Theorem 7.4).

Estimates on escape probabilities established in Section 6 and the existence of
« as in Theorem 7.4 are enough to get exponential tail bounds on M,, by imitating
proofs in [3] (see Section 8 for tail bounds on M,,).

1.3. Structure of the paper. In the next subsection, we will collect notation
and definitions which will be used throughout the paper.

In Section 2, we will prove the first claim of Theorem 1.1, that is, we will show
that the law of S is invariant under the shift § in Theorem 2.1.

Section 3 will be devoted to prove the second claim of Theorem 1.1. We will
show that 6 is mixing in Theorem 3.8.

As an application of Theorem 1.1, in Section 4 we will consider asymptotic
behaviors of three quantities, the length of the loop-erasure, graph distance and
effective resistance of S[0, T ,] along with Aaronson’s results in [1]. We will show
Theorem 1.2 in Theorem 4.2 after giving some backgrounds of these three quanti-
ties in Section 4.1.

We will prove Theorem 1.3 in Section 5 by establishing Proposition 5.2 and
Proposition 5.3.

From Section 6 to Section 9, we will focus on LERW in 3 dimensions. In par-
ticular, from Section 6 to Section 8, we will focus on the loop-erasure of usual
simple random walks (not the loop-erasure of S). In Section 6, we will give vari-
ous relations between escape probabilities on various scales. In order to give such
relations of escape probabilities, the separation lemma (see Theorem 6.5) is an
important tool. Theorem 6.5 roughly states that a random walk and an indepen-
dent LERW that are conditioned not to intersect are likely to be not very close at



GROWTH EXPONENT FOR 3D LERW 695

their endpoints, which allows to derive relations between escape probabilities on
various scales; see Propositions 6.7, 6.8, 6.10 and 6.11.

Using those results of the escape probabilities obtained in Section 6, we will
prove the existence of the exponent « such that Es(n) is of order n™% in Theo-
rem 7.4.

Section 8 will be devoted to establish exponential tail bounds on M,, in three
dimensions. We will prove (1.6) and (1.7) in Theorem 8.6 and Theorem 8.12. It
is also proved that E(M,,) is comparable to n2Es(n) in Theorem 8.4 and Proposi-
tion 8.5. Combining this with Theorem 7.4, we get (1.5).

Using results obtained in Section 6—Section 8, we will prove Theorem 1.5 in
Section 9 by giving Proposition 9.1 and Proposition 9.2.

In Section 10, we will summarize our results and discuss some future works.

1.4. Notation. In this subsection, we will collect some notation and definitions
which will be used in the present article many times.

Take a sequence of points A = [A(0), A(1),...,A(m)] in Z4. We call A a
path of length m if |A(j) — A(j + 1)|] = 1 for all j. Here, | - | stands for
the Euclid distance in R?. We write len for the length of A. For two pats
A=[A0),2(1),....,A(m)] and y = [y (0), y (1), ..., y(n)] with A(m) = y(0), we
write A + ¥ = [A(0), A(1), ..., A(m), y(1), ..., y(n)]. We set AR = [A(m), A(m —
1), ..., A(0)] for the time reversal of A. We call A a simple path if 1(i) 7 A(j) for
alli #j.

We let B(x,n) ={y € 74 | |y — x| < n} be the discrete ball of radius n centered
at x. We write B(n) for B(0, n) the ball of radius n centered at the origin.

For a set A C Z¢, we let 9A = {x ¢ A | there exits y € A such that [x —
y| = 1} be the outer boundary of A. We write 9;A = {x € A|, there exits y ¢
A such that |x — y| = 1} for the inner boundary of A.

For a subset A C R, r > 0, and a point x e R, we writex + A={x+y|ye
AlandrA={ry|ye A}.

S, St §2, 83 and S* stand for independent simple random walks in 74. We
write P* and E* for probability of S and its expectation assuming that S(0) = x.
If x =0, we use P and E instead of P and E°. We sometimes consider a product
probability of S' and S/ with i < j assuming that S?(0) = x and S/ (0) = y. We
write P*? and E*Y for the product probability and its expectation. Of course, it
depends on i and j and we should write Pf}y instead of P*Y to emphasize that it

stands for the product probability measure of S’ and S/. However, in order to avoid
complication of notation, we will use P*Y. For example, PXY(S'[0,n] N A #
@, S3[0, m] N A # @) stands for the probability that both S'[0, n] and S3[0, m] hit
A assuming that § 1(0) = x and $3(0) = y. We also use P and E instead of pO-0
and EXVif x =y =0.

For a Markov chain X and a set A, we let 5 =inf{j > 0| X(j) ¢ A} be the
first time that X exists from A. If X is S, we use 74 instead of r;f . Furthermore,
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if X = S, we use 7/, instead of 75 . When A = B(n), we use ¥ instead of rg(n).
We also use 1, (resp., ‘E,l;) for the case that A = B(n) and X = S (resp., X = SH. If
A = {x}, we write 7 instead of r{}i}. Then 7, and 7! can be defined for the case
that X = Sand X = S".Weleto/f =inf{j > 1| X(j) € A} be the first time that X
hits A. For the first hitting time, o4, 01’;‘, onx , O, 0,’;, axx , 0 and a}é can be defined
similarly.

For a Markov chain X and x,y € A C 74, we write

1:5{—1
GX(x,y,A) = E;;( Y X ()= y})

j=0

for Green’s function of X in A, where Py and EY stands for the probability of X
and its expectation assuming that X (0) = x. If X = S, we use G(x, y, A) instead
of GS(x, v, A).

Let A(n) be the set of paths satisfying that

y(0) =0, v(j) € B(n) forall j=0,1,...,leny — 1,
y(eny) € 9B(n).

We write A(c0) ={y |y(0)=0,leny =00, and lim;_, |y (j)| = oo} for a set
of infinite paths. We next define a set of pairs of paths 77 = (y!, y?) satisfying a
nonintersecting condition as follows. Let

Fn)y={y= (yl, yz) e A(n) x A(n) | yl[O, lenyl] ﬂyz[l,lenyz] =o}.

We also write I'(00) = {y = (yl, yz) € A(00) x A(o0) | yl[O, 00) N yz[l, o0) =
&} for a set of pairs of infinite paths satisfying the nonintersecting condition.

Let S!, S? be independent simple random walks in Z¢ started at the origin. We
write

(1.11) A, ={(8'0,7!], 5%[0,22]) e T ()}

for the event that S! and S? do not intersect up to the first time that they exit from
B(n). The intersection exponent &; (d = 2, 3) is characterized by

(1.12) P&, = n~;

see [18] for the intersection exponent. For the value of &, it is proved in [24] that
&= %. The exact value of &3 is not known. The best rigorous estimates for &3 are

% < &3 < 1;see[19, 26].
In [35], it was proved that for each L € N and a pair of paths 7 = (y!, y?) €
['(L), the limit of the conditional probability

(1.13) lim P((8'0,7,], [0, 77]) =¥ | 4,)
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exists. If we denote the value of (1.13) by P(¥), then P extends uniquely to a
probability measure on ["(co0). We denote this probability space by (2, F, P). Let

S S be the associated two-sided random walks whose probablhty law is P. We

set r =inf{j > 0| S (j) ¢ B(n)} for the first time that S' exits from B(n). For
ne Z, we write

% (n) (n>0),

S(n)=1_,
S (—n) (n <0).

for the doubly infinite random walk. For m € Z, we write 6,, for the translation
shift so that S 06,,(n) = S(n+m) — S(m) for each n € Z. In [32], global cut points
for S are studied. Here, n € Z is called global cut time for S if the entire of the past
part S(—oo, n] and the future part S[n + 1, o) do not intersect. We call S(n) a
global cut point if 7 is a global cut time. We set T,” = inf{j > 0 | S(j) ¢ B(n)}
for the first time that S[0, co) exits from B(n). We also define T, =sup{j <0
S(j) ¢ B(n)} for S(—o0,0]. In [32], it is proved that the number of global cut
times lying in [0, 77 ] is equal to n2~5¢+t°(1) a5 n — oo with probability one. Here,
&, stands for the intersection exponent for simple random walks in d dimensions
(see [18] for the intersection exponent). This is true for the number of global cut
times lying in [—7,,, 0]. In particular, S has infinitely many global cut times both in
( 00, 0] and [0, co) almost surely. Thus we may define the set of global cut times

={....,T_2,T_1,To, T, T2,...} with To =0 and T < T]+1 for each j. We
deﬁne the translation shift with respect to the first global cut point by

(1.14) 0 =07, .

Throughout the paper, we use ¢, ¢/, ¢1, C, C’, C1, ... to denote arbitrary positive
constants which may change from line to line. If a constant is to depend on some
other quantity, this will be made explicit. For example, if ¢ depends on ¢, we write
ce [or c(e)]. We write a,, < b, if there exist constants ¢y, ¢ such that

(1.15) c1b, <a, <cb,.
We write a,, ~ b, if
(1.16) lim 2% —1,

Finally, we denote a, =~ b,, if

logay
1m =
n— 00 log bn

(1.17)

To avoid complication of notation, we do not use | 7| (the largest integer < r) even
though it is necessary to carry it.
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2. Invariance under the translation shift. Recall that the conditioned ran-
dom walk S has infinitely many global cut times both in positive and negative
times almost surely. The shift 6 is the translation shift that translates the first global
cut point to the origin; see (1.14) for 6. In this section, we will prove that the law
of S is invariant under the shift # in Theorem 2.1 below. From this, we see that
SI[T;, Ti-i—l] — S(T;) has same distribution as S[0, 7] for each i € Z. It turns out
that the proof of Theorem 2.1 follows from a standard application of the transla-
tion invariance of the usual simple random walk S. Therefore, the argument here
might be used to show the same type of the invariance of the corresponding “two-
sided” objects for other models, for example, critical percolation (see [8] for such
a two-sided object for critical percolation in 2 dimensions).

THEOREM 2.1. The law of S is invariant under the shift 6.

PROOF. In order to prove the theorem, by the 7 -1 Theorem (see [10], Theo-
rem A.1.4), it suffices to show that

@2.1) P@E'A) =P(A),
where A is an event that
A={S[0,T]=1},

with P(A) > 0. B
So fix apath A = [A(0), A(1), ..., A(])] with length [ and assume that P(A) > 0.
The definition of # immediately gives that

2.2) P@E A =P(SIT), T2l - S(T1) =1).

We want to say that the right-hand side of (2.2) is equal to F(A)_. To show it, we
consider every path y such that the probability of the first piece S[0, 7'{] being y
is positive, that is, we define

(2.3) Bead = {y | P(S[0, T1]1=1y) > 0}.
Then we have

P(SIT1. T2 -S@T =2 = Y P(SI0.T11=v.S[T1.T2]=1+y(eny)).
y €Bead

Fix y € Bead such that P(S[0,T1] =y, S[T1,T2] =1 + y(leny)) > 0. Let
leny = k. The definition of P [see (1.13)] gives that

P(S[0,T11=v,S[T1,T21=*+ y(leny))
= lim P(S?[0, k] =y, S’[k,k +1]1= A+ y(leny), Fy | Ay),
—00
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where Ay was defined as in (1.11) and Fy is defined by
Fy={S'0, 73] N (¥ (0,k]1U (A + y(leny)) U S*[k +1, 7} ]) = 2}.

Namely, Fy is the event that time k = leny and k + [ are cut times for S up to
time 71%1' Now we want to translate y (k) to the origin and to use the translation

invariance for the usual simple random walk. With this in mind, we write y % =
[y k), yk —1),...,v(0)] for the time reverse of y. Let x = y (k). Since B(N —
|x]) € B(N) —x C B(N + |x]|), we can use the translation invariance to show that

P(S'0,k1=y® —x, S0, [1=1, Fy', An1)x)
< P(S?[0.k1=v. S’[k.k+ 1] =LA+ y(leny), Fy, Ay)
< P(S'[0, k] = y® —x, 870,11 = 1, Fyy, An— 1)),
where
+_qql 1 _ 201 2 _
Fy ={S'[k, iy o] N (v (0, k]l = x) =3, S°(L, Ty 1 ] N A = T,
Fy ={S"[k. iy, ] N (v (0. k] —x) =2, S*U 15 _ 1N A =2}
Namely, F ,?,L is the event that time & is a cut time for S' up to r,{, 41| @nd [ is a cut
time for S up to Tl%“rl)fl' Fy is the event obtained by replacing Tliv+\x| by TJiV—|x|

in the definition of F X,F .
By definition of P, we have

i P(S'[0,k]1 =y R —x, S?[0,1] = A, Fy', Aniix)
m —
N—o0 P(AN4x)

=F(§[T_1, 0] =y — X,E[O,Tl] = )L)

P(S'[0,k1=y® —x,82[0,1=A, Fy, An_|x)
m — .
N—>00 P(AN—|x))
However, by Corollary 4.2 in [35], we have
P(AN<ix)
m ———=1
N—oco P(Apy)

which implies that

P(SIT-1,0]=y —x,S[0,T1]=1)
= P(S[0,T11=y,S[T1, T2l = A+ y(leny)).

By taking the sum for y € Bead such that P(S[0,T] = y,E[TI,Tz] =A+
y(leny)) > 0, we have

PO 'A) =P(A),
and complete the proof. [
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3. Ergodicity w.r.t. the translation shift. In this section, we prove the shift
6 is mixing in Theorem 3.8 below. We will explain the sketch of the proof here. In
order to prove Theorem 3.8, again by the 7-A Theorem (see [10], Theorem A.1.4),
it suffices to show that
(3.1) lim P(ANG "B)=P(A)P(B),

n—oo

where we write
(3.2) A={S[0,T]1=1}, B={S[0,T|]1=v},

with A, y € Bead [see (2.3) for Bead]. In order to prove (3.1) for those events, we
want to show that two events

(3.3) {SI0,T11=2} and {S[Ty, Tyt1]l—S(Ty) =y}

are asymptotically independent as n — oo. Suppose that A C B(r) and y +
S(T,) C B(R). By taking n large, we may assume R is much bigger than r.
Therefore, in order to show that two events in (3.3) are almost independent, we
need to control the independence between S[0, ?:r] and E[?}F, 00) (see Section 1.4
for T,F). Since S is a conditioned random walk and does not satisfy the strong
Markov property, in order to achieve it, we need a careful consideration as fol-
lows. Take two pairs of paths y; = (ykl, ykz) (k =1, 2) satisfying that y,ﬁ C B(r)
for all i, k (we call y;, an initial configuration). We are interested in the conditional
law of (S'[0, 7}1, S?[0, 73]) conditioned on Ag and S'[0, 7/] =y} fori=1,2
[recall that A was defined as in (1.11)]. The law of those conditional two-sided
walks near B(r) may have a big difference between k = 1 and k = 2. However, we
will prove that the law the conditional two-sided walks after exiting a large ball
(outside a large ball) for k = 1 is close to that for kK = 2 in Theorem 3.7 below.
This theorem allows to prove Theorem 3.8.

In order to prove Theorem 3.7, we need to compare the probability of the events
Ag N {S'[0, ‘L’ri] = y,f} for k = 1,2. We will give the difference between them in
Lemma 3.4.

3.1. Forgetting an initial configuration. The goal of this subsection is Theo-
rem 3.7. As we discussed above, Theorem 3.7 states roughly that the two-sided
walk conditioned on Ay after exiting a large ball is almost independent from an
initial configuration. In order to prove this theorem, we will show that the probabil-
ity of Ag with a given initial configuration is almost independent from the initial
configuration if the configuration satisfies some suitable conditions in Lemma 3.4.
To achieve the lemma, we will first collect some results derived in [32] in Sec-
tion 3.1.1, which will be used later.
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3.1.1. Separation lemma and up-to-constants estimates. In this subsection,
we will collect some known results derived in [32]. One of the important results
here is the so-called “separation lemma” (Proposition 3.1). This lemma roughly
states that two paths that are conditioned not to intersect are likely to be not very
close at their endpoints. There are many ways to define the “separation event”.
Here, we choose a particular one considered in [32].

Assume d =2 or 3. Foreach/ <n andy = (yl, yz) e I'(l), see Section 1.4 for
I"'(l). We define

$'[0,7,]ny* =2,
(3.4) Am)=1 SH0. i nyl=2,
stfo, z 1N s?[0,2] =2
Let w' = yi(leny’). We assume S’ (0) = w’ when we consider A, (7). Let

I(r)={(x1,...,xq) eZ%:x >r},
3.5
I'(ry={(x1,...,xq) e7%:x < —r}.

For each [ € N, let Sep(/) denote the separation event (see Figure 2 for Sep)

e [s10. 41 1(2) o1 (%)

oo n(2)or(Y)]

In Proposition 2.1 of [32], the following proposition was proved. This propo-
sition states that conditioned on A,;(¥), the conditional probability of S! and S?
being well-separated in the sense that they satisfy Sep(/) is positive.

(3.6)

PROPOSITION 3.1. There exists ¢ > O such that for all | e N and y =
Ly el O,

3.7) PY" ¥ (Sep(l) | Ay (7)) = c,

where w' = y'(len )/i).

In Corollary 2.2 of [32], the following corollary was proved. Roughly speaking,
we compare A,(y) with the probability that Ay (y) and S I, §2 do not intersect
from first time that they hit d B(2/) to the first time that they hit d B(n). Namely,
we want to separate the event into “before” and “after” exiting B(2/). It turns out
that the probability of latter event is comparable to (%)_5" where &; denotes the
intersection exponent as in (1.12). We also point out that the upper bound of (3.8)
is not difficult and that Proposition 3.1 was used to prove the lower bound of (3.8),
see Corollary 2.2 of [32].



702 D. SHIRAISHI

zy = —dl/3 xy =413

3172

FI1G. 2. The event Ay;(¥) N Sep(l).

COROLLARY 3.2. Thei_’e exis_t €1, €2 such that for all I, n with 2] < n and all
7 =y, y?) e L () with w' = yi(leny?) € dB(0),

—£
o (?) TP (A @) < P (A0()
(3.8)

n —&a 1.2
562(7> PP (A (7).

3.1.2. Good sets of paths. The goal of this subsection is Lemma 3.4. This
lemma shows that the probability of A, (3) is close to that of A,(¥’) assuming
that initial configurations ¥ and 3’ satisfy some condition. If 7 and 3’ are almost
same configurations, then the difference between the probability of A, () and that
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of A,(¥’) is small. With this in mind, we will first consider some condition that
the initial configuration should satisfy (we call the configuration which satisfy the
condition a “good” one).

Take [ < n and two initial configurations 7 = (¥, y2), 7 = (v, y* e L' ().
Let w' be the end point of yi. We write ¢; ,(y) = pwhw’ (A,(y)) and define
q1.»(¥") similarly. We want to compare the difference between g; ,,(¥) and g7, (V).
We will only consider some set of initial configurations defined as follows. We
define

Good;x = {7 € T() : 1 (¥) > 1/vk},

for k > 1 and /. When the endpoint of yi is not very close to )/3_’~ foreachi =1, 2,
q1,21(y) is not so small. Therefore, such a configuration is in a good set Good; .

Note that | J; Good; x = I'(/). Furthermore, by Corollary 3.2, we see that for
n>2l

) AN Good
qin(y Zm—(—) ) y € Good ¢,
9 k l 9
3.9 vk
1 n 7‘§d
qGny) = CZﬁ (7) ) ¥ ¢ Goody k.

The next lemma shows that conditioned on A, (y), S I"and $? do not return to a
small ball with conditional high probability when ¥ is a good initial configuration.
Furthermore, under the same assumption, we will also prove that conditioned on
A2, (), the pair of S! and S? is in a good set of configurations with high proba-
bility.

LEMMA 3.3. There exists ¢ < oo such that if | <m <n and 2l < n, then for
all y € Good x,

w! w? . . 1 .
|P ’ (An(y)mF)_QI,n(V)| SC_QI,n(V)7

Vk
) 1
PY " (A, NFNG)— V)| <c— ),
| (A2 (¥) ) — q1.20(¥)| < ﬁQZ,Zn(V)
where
/
F= {(51[0, Th]US?[0,72]) N B(%> = @}
and

G={(y"+5'0,7].¥*+ $%[0,72]) € Good, « }.
PROOF. We first consider the first inequality in three dimensions. Let

F' = {Sl[o, ] N B<£) ;é@}.
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For d = 3, by Proposition 1.5.10 of [16], we have
1,2 1
PY Y (F') <c—.
(F) = e
However, Corollary 4.6 of [18] shows that
—&
max P77 (SI[O, r,f] N SZ[O, r,%] =) < C(E) )
z1,z2eB() l

(We mention that {; was used to stand for the intersection exponent in [18] and
that £; = 2¢4.) Hence, by the strong Markov property,

1 &
PWI’wz(An(V) N F/) < CE(%) ]
On the other hand, since y € Good, ;, we have
1 n _%_3
L £
q1.n(¥) _Clﬁ(l) ,

which implies that

1 2 1 2
|PY " (An(P) NF) —qra(@)| <2PY " (Ay(¥) N F')

—&3
()
k\1

1
<c—=qi..(y).
< \/qu, )

Next, we consider d = 2. For d = 2, since Pwl’wz(F ') is not small enough,
we need a different way as follows. Assume that the event F’ occurs. Let u; :=
inf{r | S'(r) € B(é)} and let us := inf{t > u; | S'(r) € dB()}. By applying the
Beurling estimate (see Theorem 6.8.1 of [23]) to both events S 10, u11N y2 =0
and S'[up, us] N y2 = &, we have

P (F A (S0, u2]Ny? = 2)) < %

Therefore, by using the strong Markov property as above, we also get the first
inequality for d = 2.

The second inequality is easy. Using the strong Markov property as well as
Corollary 3.2 and (3.9), we see that

P (A0 () N1 G) = PP (A () N A2 (7) N GF)

w! w? _ wl w2 — — c
< PV " (A7) PV " (A2n(@) | Am(7) N GE)

<(3) P i (2)
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w! w? 1 /n\ &
<cP" (AZI(J/))ﬁ<7)
1
=<cqi2n (V)ﬁ'

So we complete the proof. [J

For two pairs of paths ¥ = (!, ¥?), 7 = (3, y* e I'(), we write ¥ =; ¥’
if y after exiting B(%) is same as that of ’. Namely, if we let ri(%) = inf{j >
0yi(j) ¢ B(%)} for 1 <i <4, then we write ¥ =; ¥’ when y"[ri(é), lenyi] =
yi+2[r,-+2(%), leny+2] for eachi =1, 2.

The next lemma shows that if the initial configuration 3 is good and ¥ = 7/,
then the probability of A, () is close to that of A, (7).

LEMMA 3.4. There exists co < 00 such that if | <2n, k > 1,y € Good, ¢,
Y e (l) and y =, y’, then we have

{QI,n(V) —dl.n (7/)| =< CO%ql,n(V)'

PROOF.  Let w! (i =1,2) be the endpoint of y!. Since ¥ =k ¥, the endpoint
of y’+2 is w'. Let §' be the simple random walk started at w'. For eachi =1, 2,
let

Fi= {S"[o, TN B(é) :@}.

Since ¥ =, ¥’, when F; and F, occur, the probability of A, () is same as that of
A, (¥"). So we have

PY " (A, (7) N FL N Fy) = PP (Ay(7) N FL N Fy).

Thus,

2 2
_ _ 1.2 _ 1,2 -
|QI,n(V) _CIl,n(V/)| = E P (An(y) N cm) + § :Pw v (An(y/) N Fic)'

i=1 i=1
We will only show that
P (A0 () O FY) = —=aua )
n = N .
V=T

The other three terms can be estimated similarly. We first consider when d = 3.
Recall that we define u; :=inf{r | S'(t) € B(})} and let u :=inf{t > u; | S'(¢) €
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dB()} in the proof of the previous lemma. Assume that F| occurs. Then u; <
Uy < rn]. Thus, using the Markov property and Proposition 1.5.10 of [16],

P (A @) N FE) < PPN (g < wa < &, S'ua, 7] 0 87[0, 2] = )

< pv (1 <)) max P*Y(S'0,!]n S0, 7] = 2)
x,y€dB(l)

< max Px’y(Sl[O, T,}]HSZ[O’ T:%]ZQ)'

C
k x,yedB()

By Corollary 4.6 in [18],

=&
pxy Sl 0, 1 ﬂS2 0, 2 — o) < (z) .
ryeaBa) (5700, %] [0,7,]=92) <c l

Therefore, if ¥ € Good, x, by (3.9) we have
P (A7) 0 FE) < cq1n(7)
n — ,n ’
1 \/];

which completes the proof when d = 3.
Now we will show the lemma when d = 2. Note that by using the strong Markov
property and Corollary 4.6 in [18] again,

PY W (A, () N FY)
< P (uy <up <&, S'[0,u2]Ny? = 2, ' [uz, 7)1 N 570, 72] = ©)
< P" (uy <uz <&, S'10,u21Ny? = 2)
" 2. ye0B() P*(8'0,7,]N 5%[0, 7] = @)

n _52 1 2
§C<7> PY (uy <up <&, S'[0,u2] Ny* =2).

However, if we apply the Beurling estimate (see Theorem 6.8.1 of [23]) to two
events {SI[O, uilN y2 = @} and {Sl[ul, uz] N y2 = g}, we have

Pwl(ul <upy <§&,, Sl[O, Mz]ﬂyzzg) <

tani Y

Therefore, if ¥ € Good, k, by (3.9) we have
P (4, () 0 FS) < g1 u(7)
n — ,n ’
1 \/];

which completes the proof whend =2. [
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3.1.3. Coupling. The goal of this subsection is Theorem 3.7. Theorem 3.7
roughly states that the conditional law of S!, §? after exiting a large ball con-
ditioned on A,(y) is almost independent of the initial configuration y. To state
more precisely, we write u; , () for the probability measure on the space of two-
sided paths, which is induced by (S'[0, rr:], S2[0, Tnz 1) conditioned on the event
A, (7). In Theorem 3.7, we want to show that u; ,(3) is close to u; ,(7’) in “out-
side” a large ball. To achieve this, we will consider a coupling. This approach is
based on the same spirit as in Theorem 4.1 of [26]. If ¥ = ¥’ for large k, then
we can couple u; ,(¥) and p; ,(7’") with high probability such that they are close
(see Proposition 3.5). But if k is not large, then we can couple them with positive
probability (see Proposition 3.6). Using these propositions, we will prove Theo-
rem 3.7. Proposition 3.5, Proposition 3.6 and Theorem 3.7 are discrete analogs of
Proposition 4.4, Proposition 4.5 and Theorem 4.1 of [26], respectively.

Fory eI'(l) and I <m < n, let u; ;. ,(y) be the probability measure on the
space of two-sided paths, which is induced by (S'[0, 7], S2[0, T,,%]) conditioned
on the event A, (¥). Note that a two-sided path A = (A1, 22) is in the support of
i.m.n(7) if and only if A/(0) = w’ for each i = 1,2 and (y' + 1!, y2 + %) ¢
'(m).

We will first prove the following proposition which states that if 7 = 7’ for k
large enough, then the paths stay coupled with high probability.

PROPOSITION 3.5. There exists Co such that we have the following: Suppose
that k,l,m,n are positive integers with 2l < m and 2m < n. Let 7,y € T'(l).

Assume that y € Good; y and y = y'. Then we can define Ay, ngm on the same

probability space (2, F, P) such that Xl,m has the distribution puy m n(v), X}’m has
the distribution p; ;m n(¥'), and that

_ — 1
P()\l,m =kTm )‘l,m) >1-— COﬁ,

_ 1
P(Arm € Goody, k) > 1 — Coﬁ.

PROOF. Take ¥ = (y',¥?),7 = (>, y* e I'(l). Assume that ¥ Good;
and 7 =; ¥’. In order to prove the lemma, as in the proof of Proposition 4.4 of [26],
it suffices to estimate the total variation distance between i ., (¥7) and i m.n (7).
Let w' be the endpoint of ! (i =1, 2).

Take a pair of paths A = (A', 1%) with A7(0) = w’ for each i = 1,2 and (y' +
AL, ¥2+42) € I'(m). Suppose that A' N B(%) = @ foreachi =1, 2. Since y =/,
we see that ()/3 + Al y4 + 22) € I'(m). We write v' for the endpoint of AL Let
7+ 4=+l y2 +12) and we write 7/ + A for (3 + A1, y* + A2). Suppose
that ¥ + A € Good,, «. Note that by the strong Markov property:

P W (ST0, 7] = Al fori = 1,2) PV Y (Au (7 + 1))
PwLYR (A, () '

11, (DA =
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Since ¥ + A € Good,, , ¥’ + A € ['(m) and ¥ = ¥’, by using Lemma 3.4, we see
that

|kt P = 1t on ()R < =t (PR
Jk

Let H be the set of pairs of paths A = (A1, A%) with A1 (0) = w' such that (y1 +
AL y2+a3) el(m), AN B(%) =@, and ¥ + A € Good,, . Then by Lemma 3.3,

Mi,m,n @) [HC] =<

S0

Therefore, we have

PG 21 7o) = 2| imn ) )] < Co
I,m 1% I,m =5 Mi,m,n\Y Mi,m,n\Y = Oﬁa

for some Cp < oco. The second inequality follows from Lemma 3.3 and we com-
plete the proof. [J

What about the case that ¥ =; ¥’ for small k, or ¥ and 3’ do not have the same
end points? In such cases, we will show that the coupling still can be started, with
positive probability in the next proposition.

We fix an integer K such that COJ% < % where C is the constant as in Propo-
sition 3.5. For the case that k is not large, or  and ¥’ do not have the same end
points, we will use the following coupling.

PROPOSITION 3.6. There exists b > 0 such that if | < n are positive integers
with Kl <n andy,y’ € T'(l), then we can couple i) k1., (V) and py g1.,(¥') such
that with probability at least b,

- -
)Ll,Kl :§ )»1’1(1,
and

AlLKI € GOOdKl,%'

PROOF. Take ¥ = (y',y%),7 = (>, y* € I'(!). We attach (S'[0, t},],
52[0, f12<1]) to ¥ and ¥’ in the following way. By Proposition 3.1, with posi-
tive conditional probability conditioned on A, (¥) [resp., A, (3)], we can attach
(5110, 73,1, S[0, T3]) to ¥ (resp., ¥) such that ¥ + (S'[0, 7)1, S?[0, 73]) [resp.,
Y + (SI[O, tzll], $2[0, rzzl])] satisfies Sep(/). Next, we can attach (Sl[tzll, tjl],
S?[t},t2]) with positive conditional probability such that ¥ + (S'[0, )],
S2[0, rfl]) and ¥’ + (S'o, 1411], S2[0, Tz%l]) have the same endpoints and both of
them satisfy Sep(2/). Finally, since they are separated with positive probabil-
ity, we can attach the same random walks (S [r41, ‘L’Kl] S2[r4l, rK,]) such that
Al KI =K )‘l x; and A[ k1 € Goodg; k. So we complete the proof. [
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Fory e I'(!) and | < n, we write u;, ,,(7) for iy ., (¥). Recall that (V) is
the probability measure 1nduced by (S'o, T, 1, 20, 1:2]) conditioned that A, ()
holds. For any two paths 7, ¥’ € T'(l), we want to say u;,(¥) and p; ,(y’) are
close. Clearly, if the endpoints for 7 are not same as those of V', in(¥) and
w1.n(¥") are not close near B(l). So we w111 show that (S'[0, T, 1, $2[0, rz]) con-
ditioned that A, () and (s'o, T, 1, $2[0, r ]) conditioned that A 2(¥") are close in
the outside a large ball. To show this, we construct two random variables A; ,, X;’n
on the same probability space (2, F, P) such that Xl, » has the distribution w; , (),
X;’ ,, has the distribution u; , (7”) and they are close in outside a large ball with high
probability, that is, we will show the following coupling result.

THEOREM 3.7. There exist 0 < ¢, B < 00 such that for all integers l,m,n
with 0 <2l <m <n and all 7,7’ € T'(I), we can define X,,,,,X}m on the same
probability space (2, F, P) such that A;,, has the distribution w; ,(7), X;’n has
the distribution u; ,(y'), and that

— — m _ﬁ
(3.10) P(pn=27y,) =1 c<7> .

PROOF. Recall that K is the constant as in Proposition 3.6. We write J
for the largest integer such that K/I < 7. We will first construct a coupling
of MI’KJL"(V) and ;LLKJL,I(?’). To achieve it, we first define a coupling of
¥+ (S0, 74,1, S?[0, rK,]) and 7’ + (S'[0, t},1, S?[0, t,1), and then we define a
coupling of ¥ + (S'[0, 71,1, S7[0, 755, 1) and 7' + (S1[0, 7451, S2[0, 755, 1), ete.
For each j < J, we write o (j) for the largest integer k such that in the coupling at
jth stage,

Y+ (S] [Ov 7:11</'1]’ SZ[O’ 7:12(1'1]) =7 + (Sl [Ov TII(jl]v SZ[O, 7120‘1])

and (7 + (S0, tK”] S2[0, rK” D)) € Goodgj; ;. Given ¥ + (S'o, TKJI]

S2[0, ‘L'K” 1) and ¥ + (s'o, tK”] S2[0, le(jl]) after jth stage, we proceed the

next step as follows.

e We construct a couphng of ¥ + (S'[0, 7 ) and ¥ +
(S'o, TKIHI] S2[0, TK/+11

e We construct a couphng of ¥ + (S0, 1:[1(].+11],SZ[0, 712<j+11]) and ¥’ +

(S'o, $2[0, 72

K/Hl] SZ[O TK]+11
1) using Proposition 3.5 if o (j) > K.

1) using Proposition 3.6 if o (j) < 5

KJ+11] Ki+l]

Given ¥ + (S'[0, 7 ;. $?[0, 75, and ¥ + (8'0.7};,]. S?[0, 7%, ]) with
o(j)=k> 5. Then Proposition 3.5 shows that the cond1t10na1 probability of
o(j + 1) being equal to kK is bounded below by 1 — Co—= N On the other hand,

given a configuration after jth stage, the conditional probability that o (j + 1) > Ij
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is bounded below by b by Proposition 3.6. Therefore, by comparison with a one-
dimensional Markov chain as in the proof of Theorem 4.1 [26], we see that there
exist 0 < ¢, B < oo such that

-8
Plo(J) <K?)< c(?) .

Therefore, we can construct a coupling of 1; g, ,(¥) and u; gs; ,(¥") such that,
with probability at least 1 — c(%)_ﬂ ,

(7 + (8'[0. 745 ). $7[0. 751,])) =4 (V' + (810, 7sy]. S[0, T ]))

= 1 1 2 2
and (y + (S'[0, tKJl], S410, rK,l])) € GOOdKfl,K%'
Once we have constructed the coupling as above, by using Proposition 3.5, we
can couple u; ,(¥) and pw; ,(7’) such that, with probability > 1 — c(%)_ﬂ, (3.10)
holds. Thus, we complete the proof of the theorem. [J

3.2. Local dependence of global cut points and mixing. In this subsection,
we will show that the shift § is mixing in Theorem 3.8. As we discussed at the
beginning of Section 3, we need to control the independence between two events
{S[0, T11=A} and {S[T,, Tni1] — S(T,) = y} with given two paths A and y. To
achieve it, we want to replace the global cut times 7| and T, in the events into
“local cut times”. By definition, the event “k is a global cut time for K depends
on both S'[0, 00) and 5710, o0). However, using the transience of ', it turns out
that if 5" [ar, kINS [k +1, by] = & for suitable times 0 < a; < by < 00 depending
on k, then with high probability & becomes in fact a global cut time. Such “local
dependence” of global cut points were also used in [32] to give a lower bound of
the number of global cut points using the second moment method and Markovian-
type “iteration arguments” (see Proposition 3.6 of [32] for the details).

THEOREM 3.8. The translation shift 0 is mixing.

PROOF. Recall that Bead was defined as in (2.3). In order to prove the theo-
rem, by the -1 Theorem (see [10], Theorem A.1.4), it suffices to show that

(3.11) lim P(AN6 "B)=P(A)P(B),

n—oo

where we write
(3.12) A={S[0,T1=1}, B={S[0,T 1=y},

with A,y € Bead. In order to prove (3.1) for those events, we want to show that
two events:

(3.13) {S[0, T11=2} and {S[Tn, Tyut1l—S(Ty) =y}
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are asymptotically independent as n — oo. With this in mind, take A,y € Bead
and let

A={S[0,T\1=2},  B"={S[Tn,Tps1]—ST,) =y}
We will show that
|[P(ANB") — P(A)P(B)| — 0,

as n — oo.
For each L, by the transience of S,

(3.14) P(S[z}.00)NA#Q) <cL71,

for some constant ¢ depending on A. (For this inequality, we used the following
fact proved in Lemma 3.8 of [32]: for each m < n,

DIl—

(3.15) P(S[T;, 00) N B(m) # @) < c<%>_ ,

ford =2,3))
We call k a cut time up to ?2 if

S[0,kINS[k+1,7/]=2.
Let TIL be the first cut time up to T} and
<rn =L
AL =15[0,T\]=x}.
Using (3.14), we see that
P(ANB") — P(AL N B")| <cL™2.
Note that
(3.16) P(STy)|>n")>1-Cn .
To see this, it follows that 7,, > n and that
o) < 1/3 d
. —cn
P(Orél]a;(n|S(J)}<n )§Ce )
(See Proposition 2.4.5 of [23] for this inequality.) So we can assume that ?:1“1 5=
— 1 —
n < T, with probability at least 1 — Ce™"®. Now suppose that ?:1 s =<n=<T,

and |S(T,)| <n'/*. This implies that S[T ;,00) N B(n'/*) # @. However, by
(3.15), we have

P(S[Ts.00) N B(n'/) £ 2) < Cn=%,
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which gives (3.16). So we can assume that ?:1’1 = T, with probability > 1 —
C n_ﬁ.
Combining (3.16) with (3.15), we see that for all n > L6

(3.17) P(S[T, 00) N B(L?) # @) <CL™3.

However, if we assume that S[T ,, 00) N B(L?) = @, whether B" holds or not does
not depend on S[0, ?22]. So if we define an event

F":=B"N{S[T,, 00) N B(L*) = 2},

=+

then F" is measurable for S[7,,

00), and we have

D=

|P(ANB") —P(A*NF")|<CLz.
Let
(L) = {7 e T(L) | (4L, (8'0,7}), 5°[0, 7)) =) > 0}
be the set of pairs of paths ¥ € I'(L) such that with positive probability
two events AL and (§1 [0, ?L],KZ[O, 72]) = ¥ occur. Then by conditioning
(§1 [0, ?IL], EZ[O, ?%]), we have
- —/ralrn —11 2rn — _
P(AFnF") = 3 P(S[0.7.].57[0.77])=7)
(3.18) yer(lL)
— <lrn 11 2rn — —
< P(F" | (5'0.7}1. 5[0.7}]) =7).
Applying Theorem 3.7 to the conditional probability in the right-hand side of
(3.18), we see that for all y,

[P(F"|(5'[0.7}].5°[0.73]) =7) — P(F")| <L,

for some absolute constants 0 < ¢, 8 < oo. Therefore, taking sum for 7 € I''(L),
we have

> P(E'[0.71].5°[0.73) =7)P
yel(L)

(F" | (8'[0,7]. 5°[0.73]) = ¥)

—P(AF)P(F")| <cL™P.
Therefore, by using (3.14) and (3.17) again, for all n > Lo
|P(ANB") — P(A)P(B")| <cL™P,

which completes the proof since it follows from Theorem 2.1 that P(B") = P(B).
O



GROWTH EXPONENT FOR 3D LERW 713

4. Application. Recall that we call a random walk path between consecutive
cut points a piece. When we study a random walk path using the pieces, some is-
sues come from the fact that each piece has no common distribution and they are
strongly correlated. This is the one of main reason that we are interested in non-
intersecting random walks. Theorems 2.1 and 3.8 allow to use results of ergodic
theory when we study the nonintersecting random walk. In this section, we will
consider some application of Theorem 2.1 and 3.8 along with ergodic theory to
estimate quantities generated by the path of S in Theorem 4.2. The quantities that
we are interested in are the length of the loop-erasure, graph distance and effective
resistance of S[0, T,,]. We will give the definitions of these quantities and briefly
explain backgrounds of them in Section 4.1. Then we will apply Aaronson’s results
derived in [1] to analyze the quantities in Section 4.2.

4.1. LERW, graph distance and effective resistance. In this subsection, we will
introduce three quantities generated by random walk paths. Those quantities are
loop-erased random walk (LERW), shortest path graph distance and effective re-
sistance. We will consider the growth rate of these quantities along with ergodic
theory in Section 4.2.

The first quantity that we are interested in is loop-erased random walk (LERW)).
Loop-erased random walk is a model for a random simple path, which is cre-
ated by running a simple random walk and, whenever the random walk hits its
path, removing the resulting loop and continuing. We begin with the precise def-
inition of loop-erasing procedure of a given path in Z¢. For a deterministic path
A with length m, we denote the loop-erasure of A by LE(A). More precisely, let
A =[A0, A1, ..., Ap] be apath in 74 . We let

so =sup{j : Aj = Ao}
and, fori > 0,

Si = Sup{j )“j = )‘S,‘,H-l}-

Let

n =inf{i : 5; = m}.
Then
4.1 LE(A) = [Aggs Agys oo o5 Ag, |

We are interested in a loop-erasure of a random walk path and we call it loop-
erased random walk (LERW). Let us give brief backgrounds of LERW here. Since
Lawler [15] introduced LERW, this process has played an important role both in
the statistical physics and mathematics literature. It is closely related to the uniform
spanning tree (UST). Let # and v be two vertices on UST. Then UST contains pre-
cisely one simple path between u and v. Pemantle [29] proved that the distribution
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of this simple path is identical to the distribution of the LERW from u to v. Fur-
thermore, the UST can be generated using LERWs by Wilson’s algorithm [36].
Concerning a scaling limit of LERW on Z, the followings are known. For d > 4,
Lawler [16, 19] showed that the scaling limit of the LERW is Brownian motion
(note that Brownian motion is a simple curve almost surely for d > 4). Lawler,
Schramm and Werner [25] showed that LERW has a conformally invariant scaling
limit for d = 2, SLE. Indeed, SLE was introduced by Schramm [31] as a candidate
for the scaling limit of LERW. For d = 3, Kozma [14] showed that the scaling limit
of LERW exists and is invariant to dilations and rotations.

Let M,, be the number of steps of LE(S[0, 7,,]), the loop-erasure of S[O0, 7,]. In
[13], using domino tilings, it was proved that for d = 2,

log E(M,, 5
42) lim C8EMn) _ 5
n—oo  logn 4
Recently, Lawler [22] showed that
4.3) E(M,) =ni,

[see (1.15) for the definition of x<]. The quantity % is called the growth exponent
for planar loop-erased random walk.
In 3 dimensions, physicists conjecture that there exists 8 such that

log E(M,
(4.4) lim 28EWM) _ B.
n— 00 log n
and did numerical experiments to show that § = 1.62 £ 0.01 ([11, 37]). However,
rigorously, the existence of 8 is not proved. The best rigorous bounds are ([20])

l<p=>
< )
—3

if B exists. We will prove the existence of the exponent § in Section 7 and Section 8
(see Theorem 7.4, Theorem 8.4 and Proposition 8.5).

While LERW is not a Markov chain, it satisfies the following “domain Markov
property”: for any Markov chain X, if we condition that the first k£ steps of LE(X)
is equal to a given path w, the conditional distribution of the rest part of LE(X)
is same as the loop-erasure of X starting from the endpoint of w conditioned to
avoid w. More precisely, we have the following proposition.

PROPOSITION 4.1 (Domain Markov Property [16]). Let X be a Markov chain
inZ¢ AcCZ%and w = [wy, w1, ..., on] be a path in A. We let 7:13‘( = inf{k |
X (k) ¢ A} be the first time that X exits from A. Define a new Markov chain Y to
be X started at w,, conditioned that X|[1, ‘L'ff] Nw = . We write ‘c}{ for the first

time that Y exits from A. Suppose that ' = [y, ..., @], is a path satisfying that
wy =y and © + &' = [wo, ®1, ..., O, ), ..., ] is a path from wy to IA.
Then

P(LE(X[0,7{]) = @ + o' | LE(X[0, T{ ])[0, m] = w) = P(LE(Y[0, 7} ]) = o).
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The second quantity that we are interested in is the graph distance. For a graph
G, let dg (-, -) be the shortest path graph distance on G.

Finally, we will introduce the effective resistance on a graph G. To define it, we
first introduce a quadratic form £ by

1
Efe=5 3 (FO) = fO)(E®) —gm).
x,yevV,
{x,y}eE
If we regard G as an electrical network with a unit resistor on each edge in E, then
E(f, f) is the energy dissipation when the vertices of V are at a potential f. Set

H>={f eRY :E(f, f) < o0}
Let A, B be disjoint subsets of V. The effective resistance between A and B is
defined by

(4.5) RG(A, B) ' =inflE(f, f): f € H%, fla=1, flp =0).

We write Rg(x,y) = Rg({x}, {y}) for the effective resistance between two points
x and y.

4.2. Critical exponents. Recall that T, stands for the nth global cut time for S.
We are interested in the growth rate of the following three quantities;

e len(LE(S[0, T,])), length of the loop-erasure of S[0, T,,], o
° dS[O T, ](O S(T,)), graph distance between the origin and S(7',,) on S[0, 7', ],

° RSOT ](O S(T,)), effective resistance between the origin and S(7,) on
S[0, T,1,

where for the second and third quantities, we think of S[0, T,] as a (random)
graph whose vertex set is {S(k) | k € [0, T,,]} and edge set is {[S(k), S(k + 1)] |
kel0,T,—11}.

If we let f =1len(LE(S[0, T1])) be the length of the loop-erasure of S[0, T41,
then we see that

(4.6) len(LE(S[0. T',] Z fob".

The graph distance and effective resistance also can be written in terms of the sum
along with the shift # similarly. Recall that by Theorem 2.1 and Theorem 3.8, the
law of S is invariant under the shift & and 6 is mixing. Therefore, if f had a finite
first moment, we could apply Birkhoff’s theorem to show that the right-hand side
of (4.6) grows like cn for some constant c. However, this is not the case for three
quantities above. In order to study the growth rate of the sum in (4.6) for the case
that f does not have a finite first moment, we will use results from [1]. In the next
theorem, we will show that there exists a deterministic constant « such that the sum
in (4.6) divided by n“ converges to 0 almost surely when a > «, and it diverges
when a < «. Same results hold for the graph distance and effective resistance.
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THEOREM 4.2.  Letd =2, 3. There exist cy(d), ag(d) and o (d) such that the
following holds:

(1) 1 <ar(d) <ag(d) <a(d) < oo
(2) forevery ay > ay(d), ar > ag(d) and az > o, (d), we have

lim len(LE(S[O, T»1)) _0 —

4.7) am e , P-a.s.,
d<in 7 1(0, S(T. _
(4.8) lim 510.7,1¢ (”))zo, P-as.,
n— 00 ne2
R<n 7 (0, S(T. _
(4.9) lim 510.7.1¢ (”))zo, P-a.s.
n— o0 nos

(3) forevery ay < ay(d), az < ag(d) and az < a,(d), we have

len(LE(S[0,T,,])) -

(4.10) lim sup o 00, P-a.s.,
n—oo n

4.11) lim sup 50T O ST 5

' n—>oop ne2 S o

(4.12) lim sup 807 O 5Tw) 5

' n—>oop n%s S o

PROOF. By Rayleigh’s monotonicity law (see Section 1.4 of [9]), we see that
ds10.7,1(0, S(Tw)) = Rsyo.7,1(0, S(T)) = n. Since the loop-erasure of S[0, T ,]
is a path from the origin to S(T,) contained in S[0,T,], it is clear that
len(LE(S[0, 1)) = dgp0 7,10, S(T)). Therefore, 1 < a,(d) < ag(d) < ae(d)
if these exponents exist. On the other hand, by Theorem 1.1 in [32], it follows that

logT 2 _
OfTn _ P-as.,

lim = ,
n—o0 logn 2-¢&
where &; is the constant as in (1.12). Since len(LE(S[0, T,,])) < T,, we see that
oy (d) < oo if it exists.

We will prove the existence of «y(d) such that the claims (4.7) and (4.10) hold.
The existence of ay(d) and a,(d) can be proved similarly. By Theorems 2.1 and
3.8, the law of S is invariant under the shift § and 6 is mixing. Therefore, by using
Theorem A’ in [1], we see that for all o > 1 either

len(LE(S[O, T, _
lim en(LE(SIO, nD):O, P-as.,

n—oo n“
or
len(LE(S[O, T, _
(4.13) limsup MEGSOTuD) _ B

n—o00o n%
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With this in mind, we define

(4.14) a(d) = inf{oz > 1 ‘F(nlim len(LESIO D) _ o) - 1}.

— 00 n“

Then this definition immediately gives (4.7). In order to see (4.10), take o] <
ae(d). By (4.13), with probability one we have

. len(LE(S[0, T'»]))

lim sup =00

n—00 n%l
which gives (4.10). For the exponents a¢(d) and «,(d), we can define them by re-
placing len(LE(S[0, T',])) by the graph distance and effective resistance in (4.14).
So we complete the proof. [l

’

5. LERW in two dimensions. Theorem 4.2 shows that len(LE(S[0, 7,]))
divided by n%@+¢ converges to zero almost surely for all & > 0, and
len(LE(S[0, T,,1)) divided by n%@~¢ diverges in the sense that the lim sup of the
ratio goes to infinity. It is natural to expect that len(LE(S[0, T,,])) = n* (d)+o(l)
a.s. as n — o0o. Unfortunately, (4.10) is not sufficient to show it. In order to prove
that len(LE(S[0, T},])) = n*¢@+o() e need to show that the limit (not lim sup)
of len(LE(S[0, T,,])) divided by need)=¢ jg infinity for all & > 0. In this section,
we will prove this for d = 2. We will also give the exact value of «;(2). The goal
of this section is the following theorem.

THEOREM 5.1. Letd =2. Then we have

5
6.1 ap(2) = 3

Furthermore, it follows that with probability one:

. loglen(LE(S[0,T,])) 5
lim =

n—oo logn 3

(5.2)

We will prove this theorem in Section 5.1 and 5.2. In Section 5.1, we will

show that oy (2) < % by proving that len(LE(S[0, 7,])) divided by n%"’e con-

verges to zero for all ¢ > 0; see Proposition 5.2. In Section 5.2, we will show

that ap(2) > % by proving that len(LE(S[0, T',])) divided by n 36 goes to infinity
for all ¢ > 0; see Proposition 5.3. Theorem 5.1 immediately follows from Propo-
sition 5.2 and 5.3.

Before going to the proof, we will explain the reason that a¢(2) = % intuitively.

_ 2
Theorem 1.1 in [32] gives that nth global cut time T, is of order n?~%2 when d = 2.

In 2 dimensions, we have & = 2. see (1.4). Therefore, T,, is of order ng It is

g
known that the length of the loop-erasure of S[0, n] is of order n% in 2 dimensions
(see [13] for this). It turns out that the length of the loop-erasure of S[0, n] is also

of order n% Thus, we expect that len(LE(S[0, T,])) ~ (ng)% = n%
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5.1. Upper bound for ap(2). In this subsection, we will show that o (2) < %

by proving that len(LE(S[0, 7,]) divided by n3*¢ converges to zero for all & >0
in Proposition 5.2. The proof is based on the following steps. We first compare 7',
with the first time that S exits from aball sothat 7", <7, < ?+4+ .Since T, isa
e —_— n § wF n § 5 —_—
cut time, we see that len(LE(S[0, T ,,])) is bounded above by len(LE(S[O0, ?+4 . D).
3 &
Now we use results from [3] which give exponential tail bounds for the lgngth of
the loop-erasure of the usual simple random walk S in 2 dimensions. Theorem 1.1

of [3] gives that len(LE(S[0, t 4__])) is bounded above by n%+3€ with high prob-

n§+€
ability. Since the probability that len(LE(S[O, t 4 ) = n%+3e is much smaller
n

than the probability that S! and S? do not intersect up to the first time that they

exit from B(t 4 +)>» We can conclude that len(LE(S]O, ?+4+ 1)) is also bounded
n n3te

above by 1373 with high probability.

PROPOSITION 5.2. Letd =2. Forall a > 3,

(5.3) ?( Jim (SNLEGIO. Tul) _ 0) —1.
n—o00 n¢

: 5
In particular, a(2) < 3.

PROOF. Fix & > 0. We write K, for the number of global cut times of S in
[0, T:{]. In the proof of Theorem 1.1 of [32], it was shown that

3 J— 3 —
ni—f < K: <nite for large n, P-a.s.
This gives that
(5.4) T, <T,<7h, for large n, P-a.s.
ng—zs n§+28

On the other hand, Theorem 1.1 of [3] gives the following upper tail bound of
the length of the loop-erasure of the usual simple random walk S for d = 2;

£

(5.5) P (len(LE(SI[O, Tn%+28])) > n§+38) < coem*

for some 0 < cq, ¢1 < 0.
4
Recall that Corollary 4.6 of [18] gives that for N > n 3128

5
[
max  PYY(S'[0, 741N S2[0, 2] = o) <c< ) "

= 1
4 12
x,yeB(n3 %) n3tee
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Using this along with (5.5) and the strong Markov property, we see that
1 1 2 2 2 2 343
P(S'[0, ty ] N S7[1, Ty ] = @, len(LE(S7[O0, rn%Hg])) > n3te)
(5.6)

_3 e
< Coe_cln4c< 4N ) ) < CN_ASTe_%’H.
- n§+2£ -

Theorem 1.3 of [18] gives that P(S'[0, 751N S?[1, 73] = @) =< N~—1%. By dividing
both sides of (5.6) by P(S'[0, },1N S?[1, 73] = @) first and then by letting N go
to infinity, we have

o

Pen(LE(S[0, 74, ) = n3t3) <cem 3",

4
n§+25

By the Borel-Cantelli lemma, we have

(5.7) len(LE(S]0, Tt 1) < n3t3e for large n, P-a.s.

4
n§+2s

Combining this by (5.4), with probability one T, < ?ZHS and len(LE(S]O,

n3

?+4+2 D) < n3+3¢ hold for large n. Since T, < ?+4+2 , we see that len(LE(S[O,
n3 et n3 et

T,1)) is bounded above by len(LE(S]O, ?+4 . 1)). Since € > 0 is an arbitrary pos-
n3"

itive number, we complete the proof. [J

5.2. Lower bound for a¢(2). In this subsection, we will show that o, (2) > %

by proving that len(LE(S[0, T, ]) divided by 73 ¢ goes to infinity for all & > 0 in
Proposition 5.3. The proof is based on the same ideas as in the proof of Proposi-
tion 5.2. We compare T, with the first time that S exits from a ball as in (5.4).
Then we will give a lower bound on the length of the loop-erasure of S up to
?Z o However, there is an issue to achieve it. Since len S[0, #1] may be larger
n3 ¢
than len S[0, 2] even if #; < 2, we are not able to conclude that len(LE(S[0, T,,]))
is bigger than len(LE(S]O, ?Zizs])). In order to deal with this issue, we will
3

n3
consider LE(E[O,?nz]) up to the first time it exits from B(n%_z”“) instead of
LE(S[0,7", 1.

n3

PROPOSITION 5.3. Letd =2. Foralla < 3,

(5.8) F(nhm len(LEGSIO, TuD) _ oo) ~1.

— 00 n<

In particular, ap(2) > %
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PROOF. Fix ¢ > 0. Recall that it follows from (5.4) that 7™, L= T,<7H,

- n3- n§+2£
for large n with probability one. Suppose that T+, ,, =Th. We first show that
n3~*

43¢

IS(T,)| > 3% with high probability. To show it, suppose that |S(T,)| < n3
This implies that E[?Jr%_zg, o0) N B(n%_ss) # . However, (1.9) of [32] shows
that this return probab’;lity is bounded above by cn™ 2. Therefore, we have
(5.9) P < [ST)| <nit)>1—cn?.

We are interested in LE(S]O, ?nz]) up to the first time that it exits from
B(n3i=%). Let
(5.10) = inf{k | LE(S[0, 7)) (k) € B(n37%)°}.
Suppose that n3i=3 < IS(Ty)| < n3t2 Then we see that S(T,) lies in
LE(S]0, ?:2]), and that S(T,) appears in LE(S]O, ?:2]) after time u. So there
exists an unique time ¢ such that LE(S[0, ?nz])(t) = S8(T,) witht > u. Since T,
is a global cut time, we see that LE(S[O, ?nz])[O, t] =LE(S[O0, T,]). Consequently,
it follows that with probability at least 1 — cn”2,
(5.11) len(LE(S[0, Tn])) =1 > u.

Thus, we need to estimate # which was defined as in (5.10).
In order to estimate %, we will again use tail bounds on the length of LERW
derived in [3]. We are interested in LE(S2[0, tr%z]) up to the first time that it exits

43¢
from B(n3~°°). Let
. 4_
(5.12) u :=inf{k | LE(S*[0, T5]) (k) € B(n3 ) }.
Then Theorem 1.2 of [3] gives that
Pu < n%_6€) < Ce ",
for some 0 < ¢, C < oo. Using this, same estimates as in (5.6) gives that
Pu< n§_68) <Ce 2",
Combining this with (5.11), we can conclude that with probability at least 1 —

cn”3, len(LE(S[0, T,])) is bounded below by n376. Now we apply the Borel-
Cantelli lemma for n = 2* to see that

len(LE(S[0, T 1)) > (2]‘)%_68 for large k a.s.

For a general index n, by considering k with 28 < n < 2K*1 we see that with
probability one,

len(LE(S[0, T1)) = len(LE(SI0, Ty))) = (24)3 7% = en ¢,

for large n. Since ¢ is an arbitrary positive number, we complete the proof. [
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6. Estimates on escape probabilities. From this section, we will focus on
loop-erased random walks in 3 dimensions. In the rest of the present article, the
goal is to establish an analog of Theorem 5.1 in three dimensions. Namely, we
want to prove that for d = 3:

loglen(LE(S[0, T, 1))
m =

n—oo logn

(6.1)

¢ (3) a.s.,

where o¢(3) is the exponent as in Theorem 4.2. We will prove (6.1) in Section 9.
Section 6-Section 8 will be devoted to establish various results for LERW in 3
dimensions to show (6.1). The purpose of this section is to give various relations
between escape probabilities on various scales (see Section 6.2 for the escape prob-
abilities).

The proof of Theorem 5.1 was based on Proposition 5.2 and 5.3. In order to
prove these two propositions, we strongly relied on results of [3] which give ex-
ponential tail bounds on the length of LERW in 2 dimensions. Therefore, we need
to establish similar tail bounds in 3 dimensions. The key ingredient in [3] is the
probability that a random walk and an independent LERW do not intersect up to
the first time that they exit from a large ball, which is referred to as an escape
probability (see Section 6.2 for the precise definition of the escape probability).
We recall that one of the main step in [3] is to give bounds on the kth moment
of the length of LERW in terms of escape probabilities. Such moment estimates
allow to establish the exponential tail bounds on the length of LERW; see (1.5)
of [3].

Several estimates on the escape probability derived in [27] were used to give
the tail bounds on the length of LERW in [3]. In this section, we will establish
such estimates on the escape probability in 3 dimensions that will be needed later.
We will give various relations between the escape probabilities on various scales
in Propositions 6.7, 6.8 and 6.10. These propositions are analogs of Lemma 5.1,
Proposition 5.2 and Proposition 5.3 of [27]. We point out that the separation lemma
(see Theorem 4.7 of [27]) was a key result in order to prove these results in [27].
The separation lemma (Theorem 4.7 of [27]) roughly claims that a random walk
and an independent LERW that are conditioned not to intersect are likely to be not
very close at their endpoints, which is an analog of Proposition 3.1 for a random
walk and an independent LERW. Unfortunately, the separation lemma was proved
only in 2 dimensions in [27], and to our knowledge it has not been proved in 3
dimensions. So we need to prove it in 3 dimensions.

In the next subsection, we will prove the separation lemma in 3 dimensions (see
Theorem 6.5). Using this lemma, we will give various relations between the escape
probabilities on various scales in Section 6.2.

6.1. Separation lemma—SRW vs. LERW. As we discussed above, in order to
give various relations between the escape probabilities on various scales, we need
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to prove the separation lemma (see Theorem 6.5). The lemma says that a random
walk and an independent LERW that are conditioned not to intersect are likely to
be “well-separated”. We start by giving preliminary results to show the separation
lemma.

Let D ={(x,vy,2) eR3:x = 1,y2+z2§ 1} and D, = 0B(n) N{rw :r >
0, w € D}. We write x,, = (n, 0, 0).

Suppose that we have a random walk conditioned that it exits from a ball without
hitting a given set K contained in the “left” side of the ball. The next proposition
says that this conditioned random walk exits from the “right” side of the ball with
positive probability. This is an analog of Proposition 3.5 of [27] in 3 dimensions.
Claim 3.4 of [30] gave the proof of the proposition in 3 dimensions.

PROPOSITION 6.1. Let d = 3. There exist N and ¢ > 0 such that for all n >
N, we have the following. Suppose that K C Z3 \ B(x,,n). Recall that og =
inf{j > 1|S(j) € K}. Then

(6.2) P(S(ty) € Dy | Tp <0k) > c,
where D,, stands for the “right” side of the boundary of B(n) defined as above.

For a subset A C Z3, we write AT = {x = (x1,x2,x3) € A | x| > 0} and
A7 ={x = (x1,x2,x3) € A | x1 <0} for the “right” and “left” side of A. For
x = (x1, X2, x3) € Z3, we write ¥ = (—x1, x2, x3) € Z> for the reflection of x with
respect to the yz-plane. We let A = {x | x € A} be the reflection of A with re-
spect to the yz-plane. We will need the following lemma which is an analog of
Lemma 4.4 of [3] in 3 dimensions.

_ LEMMA 6.2.  Let d = 3. Take two subsets A C B C 73 satisfying that BT C
B~ and AT C A—. Then it follows that for all x € B™:

(6.3) P*(tp <04) < PX(tp <04).

PROOF. The proof is same as the proof of Lemma 4.4 of [3]. Thus, we will
give only the sketch of it here. The lemma follows from a reflection argument as
follows. Take x € B~. When the event 73 < 04 occurs, Either of the following
two cases must occur:

e The random walk exits from B without hitting A and the yz-plane.
e The random walk hits the yz-plane before hitting A and exiting B. Then it exits
from B without hitting A.

Since we assume that BT ¢ B— and AT C A—, if we consider the reflection of
the random walk path in the first case, the reflected path starts from X and it exits
from B without hitting A and the yz-plane. For the second case, we consider the
reflection of the random walk path up to the first time that it hits the yz-plane. Then
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FIG. 3. Ap(x).

the reflected path starts from x and it hits yz-plane without hitting A. After hitting
the yz-plane, it exits from B without hitting A. Therefore, the reflected path for
both cases will be a random walk path started at ¥ which satisfies 7p < 4. So we
get the lemma. [

In order to state the next lemma, we need the following definition.

DEFINITION 6.3. (See Figure 3.) Take integers m,n, N with J3m +n <N.
We set A,, := [—m, m]? for the cube of side length 2m centered at the origin. We
take a point x lying in a face of A,,. We write £ for the infinite half line started at x
which lies in Aj, and is orthogonal to the face of A,, containing x (we choose one
such faces arbitrarily if x lies in a edge of A,,). We write y for the unique point
which lies in £ and satisfies |x — y| = 5. Then we let A, (x) := ]_[f:1 lyi— 7. yi+7]
be the cube of length 7 centered at y. The assumption V3m +n < N ensures that
B(x,n) C B(N).

When we relate a random walk conditioned not to hit a given set to an usual
simple random walk, the next lemma is used many times.

LEMMA 6.4. Let d = 3. We take integers m,n, N with V3m+n < N. We
suppose that A, is the cube as in Definition 6.3 and take a point x in the face of



724 D. SHIRAISHI

An. Let K C Ay, be a subset of the cube. We also suppose that A,(x) is the cube
as in Definition 6.3. Then there exists a universal constant C < 0o such that

(6.4) max Pi(zy <og) <CPY(ty <o0k),
z€dB(x, %)

forall we A, (x).

PROOF. Recall that the half line £ started at x was defined as in Definition 6.3.
We write y’ for the unique point lying on ¢ such that |x — y’| = Z. Let 7| be the
plane containing the middle point of x and y” which is orthogonal to £. Applying
Lemma 6.2 to the plane 71, we see that

max PPty <og)< max Pi(ty <ok).
z€dB(x,%§) z€dB(Y', g
The discrete Harnack principle (see Theorem 1.7.6 of [16]) gives that there exists
a universal constant C < oo such that

max P(ty <og) <CPY(ty <o0k),
Z€dB(Y'. )

for all w € A, (x). So we complete the proof. [

Consider two independent simple random walks S! and $? in Z3. We are
interested in the conditional probability that the distance between Sl(t,%) and
LE(SZ[O, t,%]) and the distance between Sz(tnz) and S'[0, ‘L',}] is bounded below
by cn conditioned that § I, rnl] and LE(SZ[O, r,f]) do not intersect. With this in
mind, let

(6.5) A" = {S'[1, 7} ] N LE(S?[0, ¢2]) = @)
be the event that a simple random walk and an independent LERW do not intersect.
We also consider the infinite LERW as follows. Since S is transient, we may

consider the loop-erasure of $2[0, 00). So we let y>X = LE(S2[0, 00)) be its loop-
erasure and we call it the infinite LERW. We set

(6.6) .o =inf{j | y™ () ¢ B(n)}

for the first time that the infinite LERW exits from B(n). We denote the event that
S' and > do not intersect up to the first time that they exit from B(n) by

(6.7) A" = {S'1, 7 ] ny™[0, %] = 2.

We choose a “separation” event as in Proposition 3.1. Recall that 7 (r) and I'(r)
were defined as in (3.5). With (3.6) in mind, we define

sa= [0 1 ()1 (2)

N {LE(SZ[O, t2]) B<%T"> U 1’(2?”)}

(6.8)
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Namely, Sep(n) stands for the event that S 1o, t,}] and LE(S?[0, r,%]) are well-
separated (see Figure 4). S—epOO (n) stands for the event that S'[O, t,}] and
y*°[0, 7,°] are well-separated. Then the separation lemma for SRW and LERW
states the following.

THEOREM 6.5 (Separation Lemma). Letd = 3. There exists a constants ¢ > 0
such that for all n,

(6.10) P(Sep(n) | A") > c,
(6.11) P(Sepy(n) | AL) > c.

PROOF. We will prove only (6.10). The second inequality (6.11) can be proved
similarly. In the proof of (6.10), we will use the same ideas based on the induction
as in the proof of Proposition 2.1 in [32].

We let
n

I'(n) = {7: (yl, yz) IS F(2> : y2 is a simple path}
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be the set of pairs of 7 = (y!, 2) such that ¥ ! and y? do not intersect, and that 2
is a simple path [see Section 1.4 for I'(n)]. Take y = (yl, yz) € I'(n). We write
w! = yi(leny’) for the endpoint of y?. Note that w'’ lies in the boundary of B(3).

We consider a simple random walk S started at w! and an independent random
walk X started at w? which is conditioned that X[1, rrf( 1N y2 = &, where we write
rnX for the first time that X exits from B(n). We set

n=LE(X[0,7,])
for the loop-erasure of x up to 7. With (6.5) in mind, we let
$3[0. 7 ]m/ =
(6.12) A'(y) = nﬂy =0,
$3[0, 7 ] Nnn=

We are interested in the conditional probability that S and 7, are well-separated
conditioned on A”(¥). So we denote the separation event for S* and 5 by

s [sinsic () n(3) o e a()or(2)]

In order to prove (6.10), it suffices to show that there exists a ¢ > 0 such that for
allnand 7 = (y!, %) e I (n),
(6.13) PP (Sep(n, 7) | A"(7)) = c.
In order to see that (6.10) follows from (6.13), we set u; = inf{;j | LE(S2[0,
3])(]’) ¢ B(%)} and u» = len(LE(S?[0, rnz])). Then by the strong Markov prop-

erty of S' and the domain Markov property of LERW (see Proposition 4.1), we
see that

P((S'[0, 4], LE(S[0, £2])[0, u1]) = 7, Sep(n), A™)

1
n
2
(

I
(6.14) = P((S'[0. 73] LE(S*[0, 7, ])[0. u1]) = 7)

x PU' 0 (Sep(n, 7), A" (7))
However, by (6.13), the left-hand side of (6.14) is bounded below by
1.2
cP((S']0, rn] LE(S%[0, 22])[0, u1]) = 7) P ¥ (A" (7)),

which is, by the strong Markov property and the domain Markov property again,
equal to

cP((S'[o, rn] LE(S2[0, 72])[0, u1]) =7, A").
By taking sum for 7 = (y!, y2) € I''(n), we get (6.10).

We will give a stronger estimate than (6.13) as follows. We write I'”(n) for the
set of pairs ¥ = (y!, ¥?) such that the following conditions are fulfilled:
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e y!is a path started at the origin. y! lies in B(7) except its endpoint. The end-
point y'(leny!) lies in dB(%).

e y?is asimple path started at the origin. 2 lies in B(7) except its endpoint. The
endpoint 2 (len y?) lies in dB(%).

o y'(eny') # y*(leny?).

Clearly, I'"(n) c T'"(n). We will show that there exists a ¢ > 0 such that for all n

and7 = (v, y?) eI (n),

(6.15) P¥ " (Sep(n, 7) | A" () = c,

which gives (6.13).
We will prove (6.15) by induction. To achieve it, let

e .
Uy = Z j22_].
=k

We take N sufficiently Large so that uy < %. Fory = (y!, y?) e I'"(n) with w' =
yideny?), we set D(¥) = dist(w', y2) A dist(w?, y'). The definition of I'”(n)
gives that D(y) > 1 for all ¥ € I’ (n). For k > N, we let h; be the infimum of

P v Sep(n, 7), A"(¥))

6.16
(10 Pv'w(An (7))

where the infimum is over 5 > %=L 0<r<ugandally = (¥, y?) e I"((1 +
r)n) such that @ > 27k Then in order to prove (6.15) it suffices to show that
2

1 inf .
(6.17) klgNhk>O

Indeed, suppose that 7 € T (n) with % > 2V=!. Consider the unique integer k such
that 21 <3 1 < 2k Then we see that k > N and D(V) > 27k (we choose r =0 in

the definition of /). Therefore, the ratio of (6.16) for this y is bounded below by
infy >y hy. For y € I (n) with 3 < 2N=1jt is easy to see that the ratio of (6.16)
can be bounded below by some universal constant uniformly. So (6.15) follows
from (6.17).

We will prove (6.17) by showing that h; > O for each kK > N, and that there
exists a summable sequence §; < 1 such that

(6.18) hiv1 = hi(1 = 8g).

To achieve it, we start by proving that there exist 0 < ¢, § < oo such that

(6.19) hy > 279K,

We take 7 = (¢!, y2) € I”'((1+r)n) with & > 25=1,0 < r < uy, and @ > 2k,

We write w'! for the endpoint of Y again. To show (6.19), we consider two cones
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n

F1G. 5. Cones.
01, 05 starting from z1, z» € R? as follows. Suppose U is a relatively open subset
of {z € R3: |z| = 1}. We let O denote the corresponding cone:
(6.20) O={rw:r>0,weU}

Then it is easy to see that we can find two cones Oy, O3 as in (6.20) and vertices
71, 22 € R¥ such that the following hold for i =1, 2 (see Figure 5):

D(y) i1 D)
@ o0 5|q—w|§7.
i Dwy) .. ., D(¥)
(b) w €0i+Zi and Wfdlst(w ,8(Zl+0]))ST
4z n i D)
© (0,+z,>mB(2)cB(w, 2 )

9 c
@ 1= +2)nB(q)  thendis(Vi (Ori+ 20

)= 555
14 1000
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We leave it to the reader to see that such cones can be found. Using the strong
Markov property, we see that there exist 0 < ¢, § < oo such that

9
(6.21) pv' <S3 [0, r3<£>:| C 0y +z1> > 2%,

Recall that n = LE(X]O, TnX ]) is the loop-erasure of the random walk X condi-
tioned to avoid y2. We let 7, :=inf{j | n(j) ¢ B(m)} be the first time that 7 exits
from B(m). We want to show that there exist 0 < ¢, § < 0o such that

9
(6.22) pv’ (X[O, rx(ﬁ)} cC O+ 12) > 279k

The definition of X gives that

9
pv’ (X [0, X (ﬁ)] CO)+ Zz)

_ PYSH0.ADIC 0+ 22, ST RN Y2 = 9)
N PV (S, th 1N y2=2) '

1000

However, by using Proposition 6.1, we see that the right-hand side of the inequality
above is bounded below by

9
cmin Py<s4[o, r4<£>] C 0+ 22, 80,7 ] N B((1 +r)n) = @),
where the minimum is over y such that dist(y, Oz + z2) > % and dist(y, B((1+
rn)) > %. It is easy to see that this minimum is bounded below by c2% for
some 0 < ¢, 8 < 00. So we get (6.22). Once S> and X lie in cones as in (6.21)
and (6.22), with positive probability we can attach paths to $3[0, r3(?—’i)] and

X[0, t¥ (?—Z)] so that Sep(n, ¥) and A”(y) are fulfilled. Thus, we have

P (Sep(n, 7), A"(7)) = 2%,

which gives (6.19).
We will next prove (6.18). Sgppose that y = (yl, yz) e I'"((1 + r)n) satisfies
% >2k 0<r< Ug+1, and # > 27k=1 We write w! for the endpoint of yi
2

again. We define a sequence of balls {B/} j>0 by
B/ = B(a;),
where aj = (1+r)% +4,j27%n. We let

p'=inf{j: dist (S°(z.), n[0, 7] JUy?) A dist(n(z]), $°[0, 77 JUy') = 27%n}
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be the first index j such that both endpoints of S3 and 7 up to the first time they
exit from B(a;) have a distance 2~ kn from the other path. We write p = p’ A & k2

We set
D; = dist (S3(13/,),n[0, r;’i]Uy ) A dist(n(t) ) s3[0, 7 ] &)

for the distance from the endpoints of S and 5 up to the first time they exit
from B(a;) to the other path. We will show that there is a universal constant
p > 0 such that conditioned on $310, r ] and 7[0, 7, j] the conditional proba-
bility that D ]+1 > 27%n is at least p. To show it, take two paths A! and A2 such
that A/ (0) = w’, A’ lies in B(a j) except its endp01nt and the endpoint of A’ lies in
dB(aj). We denote the endpoint of A’ by v’. We are interested in the conditional
probability that D1 > 2~k conditioned that S3[0, ‘L’a3j] =l and n[0, Tc?,] =22
Under this conditioning, by the strong Markov property, the conditional law of §3
after time r is just the law of a simple random walk started at v'!. For 7, using the
domain Markov property (see Proposition 4.1), conditioned that 1[0, 7, j] =22,
the conditional law of n after time té’j is same as the law of the loop-erasure
of a random walk Y up to the first time that it exits from B(n) conditioned that
YI[1, Y] N (y2 + )\2) = O [we write ‘CY for the first time that ¥ exits from B(n)].
We denote the loop-erasure of Y[0,t ] by n’. We attach $3[0, 7 T, +1] [we assume
$3(0) = v! here] and n'[0, raj Lltoy 4 aland y 2422, respectively, in two cones
asin (6.21) and (6.22). By choosing those cones suitably and using Proposition 6.1
as in (6.22), we see that there exists a universal constant p > 0 such that for all A!
as above,

1,2 _
(6.23) PV (D1 227 n ] 870,77 1= 2", n[0, 7] ]=2%) = p
Using (6. 23) times we see that there exist 0 < ¢, § < oo such that
k2
(6.24) pww’ (,0 — Z) < 2%

On the event p < %, we have D, > 2~%n. The definition of hy gives that

whw? ea, — n— whwl(ezz/ — n— k*
P (Sep(n, 7), A" (7)) = P (Sep(n, ), A" @), {p < ZD

k2
> hkP“’“wz(A”(V), {p < ZD

However, (6.19) and (6.24) imply that

k2
Pl (@ o< L)z P ) - 2k

2 Pwl,ll)2 (An(V))(l - C2_8k2+8k).
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Therefore, (6.18) follows with §; = 29248k and we complete the proof. [J

As in Theorem 4.10 of [27], using a similar technique, one can prove a “re-
verse” separation lemma as follows. Let Z be a random walk started uniformly
on dB,, and conditioned to hit 0 before hitting the boundary of B,. Let W be the
time reversal of LE(S[0, t,]) which is independent of Z. Note that W is a process
starting from d B,, and its endpoint is the origin. We write O'kZ for the first time that
Z hits B(k) and define okW similarly. For k < n, we define the event A(k) by

A(k) ={z[0,0Z]NnW[0,5,"] = 2}.
We are interested in the distance defined by
D(k) = min{dist(Z (a), W[0, 0" ]), dist(W (5;"), Z[0, 57 ])}.

The next theorem says that the time reverse of a simple random walk and the
time reverse of LERW that are conditioned not to intersect are likely to be not
very close at their endpoints, which is referred to as the reverse separation lemma
in [27].

THEOREM 6.6 (Reverse Separation Lemma). Let d = 3. There exists a ¢ > 0
such that for all n:

(6.25) P(D(k) > ck | A(k)) = c.

6.2. Escape probabilities. In this subsection, we will study the probability that
a simple random walk and an independent LERW do not intersect up to the first
time that they exit from a large ball. This probability is referred to as an escape
probability in [27] and [3]. In order to establish exponential tail bounds on the
length of LERW, escape probabilities are key tools and those were used to give
a bound on the kth moment of the length of LERW for d = 2 in [3]; see (1.5)
of [3]. Several estimates on escape probabilities derived in [27] were needed to
give such higher moment estimates of the length of LERW in [3]. The purpose of
this subsection is to establish those estimates on escape probabilities on various
scales in 3 dimensions (see Proposition 6.7, Proposition 6.8 and Proposition 6.10).
The separation lemmas (Theorem 6.5 and Theorem 6.6) allow to achieve them.

In order to define escape probabilities, we start by giving some definitions. We
consider a path A and a point z € Z3. Take two integers m < n. We write nzl,m()\)
for the path A up to the first time that A exits from B(z,m). Namely, if we let
u=inf{j | A(j) ¢ B(z,m)} then n! , (1) = A[0, u]. We write n,, (1) for 5, (A).
We set s = inf{j | A(j) ¢ B(z,n)} for the first time A exits from B(z,n) and set
t =sup{j <s | A(j) € B(z, m)} for its last visit to B(z, m) up to time s. We let
n%,m, ,(A) = Alt, s] be the path A between the last visit to B(z, m) and the first time
that it exits from B(z, n). Again we write 772 (1) for n(z)?m’n(k) (see Figure 6 for

m,n

n' and n?).
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FIG. 6. A thick curve is 7711 (A). A thick dotted curve is ng,w()x).

Now we define escape probabilities as follows. Suppose that S! and S? are
independent simple random walks in Z>. Recall that A” is the event that S' up to
the first time that S! exits from B(n) and the loop-erasure of S up to the first time
it exits from B(n) do not intersect; see (6.5). We also recall that we write > for
the infinite loop-erased random walk and that A" stands for the event that S up
to the first time that S' exits from B(n) and the infinite LERW up to the first time
it exits from B(n) do not intersect; see (6.7). We set

Es(n) = P(A"),
and set
Es®(n) = P(AL,).

We take two integers m < n. We are also interested in the probability that S! up to
7! and the loop-erasure of S? up to 72 from its last visit to B(m) do not intersect.
Namely, we let

Es(m,n) = P(S'[1, 7, ] Nn3, ,(LE(S?[0, 77])) = @).

[See Figure 7 for Es(m, n).]

We will give various relations between the escape probabilities on various
scales. We start by proving the following proposition which says that Es(n) is
comparable to Es(4n) and Es® (n). This proposition is an analog of Lemma 5.1 of
[27] in 3 dimensions.
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Fi1G. 7. Es(m,n).

PROPOSITION 6.7. Letd = 3. Then we have

(6.26) Es®(n) < Es(4n) < Es®(4n).

PROOF. We will first show that Es®(n) =< Es®(4n). The definition of Es®°(n)
immediately gives that Es®°(n) > Es®(4n). So we need to show that Es® (4n) >
cEs®(n) for some ¢ > 0. Recall that we write y°° for the infinite loop-erased
random walk and write t° for the first time that it exits from B(n) [see (6.6)].
We also recall that S—epOO (n) stands for the event that S 1o, t,}] and y*°[0, t°] are
“well-separated” [see (6.9) for S—epoo (n)]. By Theorem 6.5, we see that

P(Sepy,(n), AL,) = cP(AL,).

With this in mind, we condition that (S'[0, T ] 1 °°[0, roo]) = (y!, ¥?) so that
(', y?) satisfies Sepy, (n) and A%,. Namely y! and y are well separated and
they do not intersect. We write w' for the endpoint of y. By the strong Markov
property, under this conditioning, the law of S' after ‘L',} is same as the law of
a simple random walk started at w'. The domain Markov property (see Propo-
sition 4.1) ensures that conditioned that y*°[0, T>°] = y2, the law of y*° after
7.° is given by the law of the loop-erasure of a random walk X starting from
w? conditioned that X[1, c0) do not hit y2. We write ¢! for the infinite half line
starting from w’ which is orthogonal to the yz-plane and lies in B(n). We let

= {x € R3 | dist(x, £) < 8} be a ——nelghborhood of ¢, Then it is easy to see
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that
(6.27) P (s'0. 7., ]c GY) = .

for some ¢ > 0. We let n := LE(X[0, c0)) be the loop-erasure of the conditioned
random walk X. We want to show that

(6.28) P ([0, 7] ] € G?) > c,
where ri’n stands for the first time that n exits from B(4n). We let ‘L’n)f be the
first exit time for X similarly. Suppose that X[O, 77551] C G? and that X [‘L'g;, o0) N

B(4n) = @. Then we have 1[0, 7, ] C G. Therefore, the probability in (6.28) is
bounded below by

(6.29) PY’ (X[0,7¥] € G2, X[z, 00) N B(4n) = 2).
By definition of X, the probability of (6.29) is bounded below by

PY(82[1,00) Ny2 = @, [0, 73,1 C G2, §?[12,, 00) N B(4n) = @)

6.30
(6:30) PY(S2[1, 131Ny =)
16

Using Proposition 6.1 along with Proposition 1.5.10 of [16], we see that the ratio of
(6.30) is bounded below by a constant ¢ > 0. So we get (6.28). The separation event
ensures that G' N (y>~1 U G3>~7) = & for each i = 1, 2. Therefore, by attaching
s'o, rjn] [we assume S!(0) = w! here] and 5[0, rfn] to S'[0, rnl] and y*°[0, 7,°],
respectively, as in (6.27) and (6.28), we see that Es®(4n) > ¢ Es®(n). So we get
Es®(n) < Es®(4n).

We will next show Es®(n) < Es(4n). To achieve it, by Corollary 4.5 of [27], it
suffices to prove that

(6.31) P(S'[1, 7 ] Nyt (LE(S?[0, 77,]) = @) < P(A™).

(Recall that n' was defined at the beginning of this subsection.) It is clear that
the left-hand side of (6.31) is bounded below by the right-hand side. To prove
the other inequality, we use the separation lemma (see Theorem 6.5) again. By
Theorem 6.5, conditioned on S![I, rnl] N n,ll (LE(S2[0, tfn])) = o, with positive
conditional probability they are separated. Then we can attach paths to them as
above, and conclude (6.31). We leave the details to the reader. [J

Take two integers m < n. We will next relates Es(n) with the product of Es(m)
and Es(m, n). Namely, we will show that Es(n) < Es(m)Es(m,n) in Proposi-
tion 6.8 and Proposition 6.10. We start by proving Es(n) is bounded above by
C Es(m) Es(m, n) for some C < oo.

PROPOSITION 6.8. Let d = 3. There exists C < oo such that for all m, n with
m <n,

(6.32) Es(n) < CEs(m)Es(m,n).
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PROOF. We set n! = nk (LE(S?[0, t2])) for LE(S%[0, 72]) up to its first exit
4

time of B(%). We also write n* =2, (LE(5?[0, 7,21)) for LE(S?[0, 72]) from its
last visit to B(m). The definition of Es(n) gives that

(6.33) Es() < P(S'[Lta]Nn' =2, 8'[ta. 5,1 N’ = ).

Using the strong Markov property first and then applying the discrete Harnack
principle (see Theorem 1.7.6 of [16]), we see that the probability in the right hand
side of (6.33) is bounded above by

(6.34) CEAP(S'[Lrg] Nt =2) Pi(S'[1, 7] N n? = @),

(Recall that we write P; for the probability of S’ and write E; for its expectation.)
However, Proposition 4.6 of [27] shows that ' and n? are independent “up to
constant” (see Proposition 4.6 of [27] for it). From this, it follows that the quantity
of (6.34) is bounded above by

CP(S'[1,eh]nn' =2)P(S'[1, )] nn* = 2)
4
(6.35)
=CP(S'[L.ta]Nn' =2)Es(m, n).

Corollary 4.5 of [27] gives that the distribution of 5! is same as the distribution
of [0, T5°] up to multiplicative constants (see Corollary 4.5 of [27] for this).
P

Therefore, we have

636) P(s'[1,ch]Nn' =2) = P(S'[1,7h] Ny™[0, 7] = &) = Es“(%).
Finally, Proposition 6.7 shows that Esoo(%) =< Es(m) and we complete the proof.

g

In order to prove that Es(n) > cEs(m) Es(m, n), we need the next lemma. The
next lemma estimates the conditional probability that a random walk lies in a given
set conditioned that the random walk avoids some sets and that the endpoint of the
random walk is equal to a given point. This lemma is an analog of Corollary 3.8 of
[27] in 3 dimensions. To state the lemma, we start by giving some definitions.

Take « € (0, 1). We write (k) = {x = (x1, x2, x3) € R | x; =k} for the plane
which is orthogonal to the xj-axis and has a distance x from the origin. We set
H (k) ={|x] < 1} Nm (k) for the intersection of 7 (k) and the unit open ball. Using
this set, we define a cone O (k) by O(k) ={rx |r > 0,x € H(x)}.

LEMMA 6.9. Let d = 3. Suppose that k € (0,1) and 0 <a <1 < b < 0.
There exists a constant ¢ = c(k, a, b) which depends on constants k, a and b such
that the following holds. We consider a subset W of a cone defined by

W ={x € O() |an < |x| <4bn}.
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FiG. 8. W, K and Ky in Lemma 6.9.

We take two subsets K| and K> satisfying that K1 C B(n) and K, N\ B(4n) = &
(see Figure 8 for W, K| and K»). We set K = K| U K> U B(4bn)€. Then it follows
that for all z € dB(n) and y € 9; B(4n) with z, y € O(“11),

(6.37) P*(S[0,0y]C W |0y <0k) >c.
PROOF. We consider a subset W' defined by

3 1
W/:{x€0< K: )‘an§|x|§2n}.

Using Proposition 6.1, we see that

PZ(S[O, Ton] C w’ | T2n <UK) = C,

for some ¢ > 0. Therefore, in order to prove (6.37), it suffice to show that there
exists a ¢ > 0 such that for all w € dB(2n) N W’

(6.38) PY(S[0,0y] CW |0y <ok) >c.

However, by Lemma 3.1 of [27], we see that the probability in the left-hand side
of (6.38) is equal to

Gw,w, WN{y}UK))PY(op <Tw Aok AOy)

(6.39)
G(w,w,({y}UK))PY(op <ok Aoy)
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[Recall that G (-, -, W) stands for Green’s function in W and that oy =inf{j > 1|
S(j) = y}.] Note that by the transience of S in 3 dimensions both Green’s functions
in (6.39) are constants. Therefore, we need to show that

(6.40) PY(oy < Tw Aok AOy) -

PY(oy, <ok Noy)

Using Proposition 6.1 along with Proposition 1.5.10 of [16], we get (6.40) and
complete the proof of the lemma. [

Now we are ready to show that Es(n) > c Es(m) Es(m, n) in the next proposi-
tion. In the proof of the proposition, we will use the separation lemmas (Theo-
rem 6.5 and Theorem 6.6) along with Lemma 6.9.

PROPOSITION 6.10. Let d = 3. There exists ¢ > 0 such that for all m, n with
m<n,

(6.41) Es(n) > cEs(m)Es(m, n).

PROOF. Recall that for x € (0, 1) we define a cone O (k) just before stating

Lemma 6.9. Let W:=0(§)”(B(5Tm)\3(%>)

be a subset of a cone 0(%) restricted to (B(ST'”) \ B(%)). We write W_ =
{(—x1, x2,x3) | (x1, X2, x3) € W} for the reflection of W with respect to the xpx3-
plane. We also define a set W’ by

i) (o))

Note that W C W’'. We write W’ for the reflection of W’ with respect to the x;x3-
plane similarly.

Throughout the proof of this proposition, we write 1 = S'[0, r,}] for the path of
St up to r,} and y = LE(S?[0, r,%]) for the loop-erasure of S up to its first exit time
of B(n). We next define several random times as follows. We write u| = r%% and

let up = max{j <t | S'(j) € B(m)} be its last visit to B(m) up to .. Similarly,
we write 1] = ‘Enz and let 1, = max{j < )| y(j) € B(m)} be its last visit to B(m)
up to the first tir4ne that y exits from B(n).

Suppose that all of the following three events are fulfilled:

(@) AL ui]lNnyl0,11]=2, A[0,u1] C B(%) UW_and y[0,#] C B(%) Uw.

(b) Alui,ur] C W and y[f, 6] C W'

() AMup) € W_, y() € W and (Aluz,len(A)] U W) N (ylt,len(y)] U
W) =wo.
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Then the definitions of W, W/, W_ and W’ ensure that A[l,len(A)] N y[O0,
len(y)] = @. Therefore, we see that Es(n) is bounded below by the probability
that the events (a), (b) and (c) hold. So we need to estimate P((a), (b), (¢)).

Conditioned that A[0, u1] and [0, #] satisfy (a), and that A[us, len(A)] and
ylt2, len(y)] satisty (c), then by using the strong Markov property and the domain
Markov property (see Proposition 4.1) along with Lemma 6.9, the conditional
probability that the event (b) holds is bounded below by some constant ¢ > 0.
Namely, we have

P((®)](a),(©) > c,

which gives that Es(n) > c¢P((a), (c)). However, Proposition 4.6 of [27] ensures
that the event (a) and (c) are independent up to multiplicative constants (see Propo-
sition 4.6 of [27] for this). Thus, we see that Es(n) > ¢ P ((a)) P((c)). So in order
to prove this proposition, it suffices to show that

(6.42) P((a)) > cEs(m),
(6.43) P((c)) > cEs(m, n).

We will first show (6.42) using Theorem 6.5. Recall that Theorem 6.5 shows
that conditioned on A[1, u1] N y [0, t;] = &, then they are well-separated with pos-
itive conditional probability. Therefore, Theorem 6.5 gives that P ((a)) is bounded
below by c¢P (A[1,u;] N y[0, 1] = &). But using Corollary 4.5 of [27], we can
replace [0, ;] by y*°[0, ‘E%O] (recall that y*° stands for the infinite LERW).
So P(A[1,u;]1 N y[0, ] = @) is bounded below by c¢P(A[1, u1] N y [0, r?] =
@) which is equal to ¢Es®(%). Finally, it follows from Proposition 6.7 that
Es®(7) = Es(m) which gives (6.42).

We will prove (6.43) by using Theorem 6.6. To achieve it, we first set uz =
max{j <len(A) | A(j) € B(2m)} and t3 = max{j <len(y) | y(j) € B(2m)} for
the last time that A and y visit to B(2m). We let d := dist(A(u3), y[3, len(y)]) A
dist(y (#3), A[u3, len(A)]) be the distance between the endpoint and the other path.
Then Theorem 6.6 gives that

P(Aluz,len(M)] Ny[ts, len(y)] = &,d > cm)
> cP(Musz,len(r)] Ny[t3, len(y)] = @),

for some ¢ > 0. Conditioned that A[u3, len(A)] N y[t3,len(y)] = @ and d > cm,
by using the strong Markov property and the domain Markov property (see Propo-
sition 4.1) along with Proposition 6.1, we can find two subset J; and J» which
satisfy the following conditions:

e A(uz) € Jiand y(3) € J».

o (HUWHN(LUW)=2, (JiNB(Z) C W_and (LbNBEL) CW.

o P(AMuz,uz] C Ji,yla,t31 C Jo | Aluz,len(A)] N ylm,len(y)] = <,
d>cm)>c.
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Suppose that Aluz,len(A)] N y[#3,len(y)] = &, d > cm, and Aluz, u3] C Ji,
ylt2, 3] C Jo. Then we see that the event (c) holds. Therefore, the probability
of the event (c) is bounded below by
P(Muz, uzl C Ji, ylt2, 3] C Jo, A[uz, len(M) | Ny [13,len(y)]| = &, d > cm).
But we have already proved that the probability above is bounded below by
P(Afuz,len(M)]Ny[t3,len(y)] = @,d > cm)
> cP(Musz,len(r)] Ny[t3, len(y)] = ©).

The definition of the escape probability immediately gives that the right-hand
side of (6.44) is bounded below by Es(2m, n). Consequently, we get Es(n) >
cEs(m)Es(2m, n) [we let Es(k, ) = 1 for k > [ here]. But Proposition 6.7 shows
that Es(m) =< Es(2m), and thus we have Es(n) > c¢Es(2m) Es(2m, n). Replacing
m by 7, we complete the proof. [J

(6.44)

From Proposition 6.8 and Proposition 6.10, we see that Es(n) < Es(m) Es(m, n).
Recall that Es(m, n) stands for the probability that a simple random walk up to its
first exit of B(n) and the loop-erasure of an independent simple random walk up
to the first exit of B(n) after last time that the loop-erasure visits to B(m) do not
intersect. We want to show that this probability is comparable to the probability
that a simple random walk starting from (—m, 0, 0) up to its first exit of B(n) and
the loop-erasure of an independent simple random walk starting from (m, 0, 0) up
to the first time that the simple random walk exits from B(n) do not intersect. Us-
ing the separation lemma and attaching paths as in the proof of Proposition 6.10,
we have the following proposition, which will be used in the next section.

PROPOSITION 6.11. Let d = 3. We write x" = (2", 0, 0) for a pole of B(2").
Then there exists ¢ > 0 such that for each k, m, n:
k Lk

P (510, el N LE(S2(0, ) = 2)
) P S0 T T ALE(S0, ara]) = )
o < P (S0, ] NS0, 2nen]) = 2)
< Lp o (10, N LE D0, ) = 2)
x P~ (G0, 1)L TN LE(S2[0, 124 ]) = 9).

PROOF. Recall that n2 (-) was defined in the beginning of this subsection. We
let

ES(2k, 2k+l’l’ 2k+n+m)

_ .k Lk
=P o (Sl [O’ T21k+n+m] N n§k+n?2k+n+m (LE(SZ[Oa T22k+n+m])) = @)
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1 1
S [O7T2k+rr.+'m} 7/§k+n .2k+n+7n(LE(SZ)

2k+n+m

FIG. 9. Es(2k,2k+n oktntmy

be the probability that S'[O0, Tzlk +nam] and LE(S?[0, Tzzk nam]) after its last visit to

B(2Kt™) do not intersect [see Figure 9 for Es(2X, 2k+n 2k+ntmy1 Similar argu-
ments as in the proof of Proposition 6.8 and Proposition 6.10 allow to show that

_ vk Lk
P o (SI[O’ T21k+"+m] N LE(SZ[O’ T22k+n+m]) = Q)
(646) = P_xk’xk (Sl[(), T21k+n] N LE(SZ[O, T22k+n]) — @)
X ES(Zk 2k+n 2k+n+m).
Therefore, in order to prove (6.45), it suffices to show that

Es (2/( 2k+n 2k+n+m)
(6.47)

k+n ,xk+n

=P (S'0, Thenin] NLE(S?[0, 20 ]) = 2).

To show (6.47), we will introduce two cubes as follows. Let y = (y1, 0, 0) :=
M be the middle point of x¥ and x¥*". We write W! = {z = (z1, 22, 23) €
Z3 | |21 — y1| < 2842 | z5] < 2872 | z3] < 2K4712) for the cube of side length
2k+n+3 centered at y. We also write W? for the cube of side length of 2k+7+m+3
centered at y. These definitions of W' and W2 ensure that B(2¥t") c W! ¢

BQK+4y and BQKTmy ¢ W2 < B@Kt"m+4) For a path A, we define
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”%vl w2 () as follows. We let s1 :=inf{; | A(j) ¢ W2} be the first time that A
exits from W2. We set s5 := sup{j <s1|A(j) € W1} for the last visit to W' up to
time s1. Then we write 77, ,» (%) = Als2, s1]. We let Tl =inf(j | S'(j) ¢ Wi}

be the first time that S’ exits from W’ for each i = 1,2 and [ = 1, 2. Then similar
arguments as in the proof of Proposition 6.8 and Proposition 6.10 give that

P S0 el N LE(0, 73] = 2
= P~ (5[0, 7, | NLE(S?[0, 731 ]) = 2)

—)Ck )Ck
X P ’ (Sl[o, T‘}Vz] ﬂ n%yl,wz (LE(SZ[O, T&lz])) = @)

This comparison is an analog of (6.46) for cubes.
We will next see that the nonintersecting probability up to the first exit of the
cube is comparable to the nonintersecting probability up to the first exit of the

ball. Namely, Proposition 6.7 gives that prit (s'1o, t‘}vz] N LE(S?[0, ‘1:&,2]) =
@) is comparable to P~ (S0, Tinim] N LE(S?[0, 75,0, ]) = ©). Simi-
larly, we see that P‘xk’xk(Sl[O, tvlvl] N LE(S?[0, Tvzvl]) = ) is comparable to
P=(510, t},,1 N LE(S2[0, 7, ]) = ©). Therefore, it follows that Es(2*,
QkAn pktntmy i comparable to

k .k
(6.48) P (S0, 70 Mgyt 2 (LE(S[0, 73])) = 2).

Namely we may consider the nonintersecting probability of S! up to Tvlv2
and the loop-erasure of S? up to Tvziﬂ after its last visit to W! instead of
Es(2t, 2647 2k+mm) Since P~ (8110, 71,1 N LE(S2[0, 72,]) = ©) is
bounded below by a constant, similar arguments as above show that
P~ (10, 7k, ] NLE(S2(0, 23,1, ]) = @) is comparable to

k+n ’xk+n

(6.49) P (S0, Ty2] N g1 2 (LE(S2[0, 752])) = 2).

Consequently, in order to complete the proof, it suffices to show that the proba-
bility of (6.48) is comparable to the probability of (6.49). To achieve it, we will use
a simple reflection argument as follows. We start by replacing a staring point of S
by y. Since '7%4/1 w2 (LE(S?[0, r%ﬂ]) lies in (W1)¢, the discrete Harnack principle
(see Theorem 1.7.6 of [16]) shows that the probability of (6.48) is comparable to

(6.50) P (810, 74,2 ] N1 4y (LE(SP[0, 73,0))) = 2).

Similarly, we see that the probability of (6.49) is comparable to
($'[0, 7.1 N n€V1’W2 (LE(S*[0, 7;,])) = @).

k+n

(6.51) P>
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However, by using a reflection of paths with respect to the plane {(yi, 22, 23) |
(z2,23) € Z?} (recall that y = (y1, 0, 0) is the middle point of x* and x¥*"), we
can conclude that the probability of (6.50) is equal to the probability of (6.51), and
thus we complete the proof. [J

7. Rate of convergence for Es(n). As we discussed at the beginning of the
previous section, we want to establish exponential tail bounds on the length of
LERW in 3 dimensions. In order to achieve it, we need to give bounds on the
higher moments of the length of LERW in terms of the escape probability. To
derive such moment estimates, it turns out that we need to show the existence of
some exponent « > 0 such that
. logEs(n)

m =7

7.1 1
( ) ni>oo logn

’

for d = 3. We point out that % <a < 1 if o exists (see [20]). In this section, we
will prove that the limit in (7.1) exists.

Before going to the proof, we will explain the strategy of it here. To show the
existence of «, we first consider

(7.2) =P~ (S0, Thpin | NLE(S?[0, 72010 ]) = 2)
the probability that st starting from —x" up to Tzlm+n and the loop-erasure of 52

starting from x" up to r22,,,+,l do not intersect, which was considered in Proposi-
tion 6.11 (recall that x" = (2", 0, 0) is a pole of B(2")). Fixing m, we are interested

. . . 510,200
in the existence of limit of a,, , as n — oo. Suppose that 2—,%+

rescaled simple random walk obtained by multiplying S'[0, lemﬂ] by 27". We
LE(S2[0, 122,,1 )

stands for the

also consider the rescaled LERW similarly. Note that the rescaled
simple random walk and LERW start from (—1, 0, 0) and (1, 0, 0), respectively,
and run until the first exit from B(2"). We also mention that the probability a,, ,
is equal to the probability that these rescaled walks do not intersect. Fixing m and
letting n — oo, we know that the rescaled simple random walk converges to a
Brownian motion and that the limit of the rescaled LERW exists (see [14]). There-
fore, it is natural to expect that the limit of a,, , as n — oo exists for each fixed m.
Unfortunately, the existence of the limit of a,, , is not an immediate consequence
of the existence of the scaling limit of LERW shown in [14]. For the scaling limit
of LERW in 3 dimensions, the topology considered in [14] is the topology of the
space of compact subsets with the Hausdorff metric, which is somewhat weak for
our purpose. In addition to that, little is known about the scaling limit when d = 3.
Therefore, in order to prove the existence of the limit of a,, , as n — oo, we need
more work and it will be done in the next subsection.

Once we have showed that the limit of a,, ,, exists as n — oo for each m, we may
write a,, = lim,_, oo @y, for its limit. Then Proposition 6.11 immediately gives
that ay4,, < ara,,. A standard subadditive argument shows that there exists o > 0
such that a,, =< 27%". Using this, we will prove that Es(n) ~ n~* in Theorem 7.4.
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7.1. lim,— o0 G, exists. Recall that a,, , was defined as in (7.2). the goal of
this subsection is to prove that the limit of a,, , exists as n — oo for each fixed
m in the next proposition. In the proof, we will compare a,, , with the probability
that a Wiener sausage and the loop-erasure of an independent simple random walk
do not intersect. Some results derived in [14] will be used to compare them.

PROPOSITION 7.1. Let d = 3. Recall that ay, , was defined as in (7.2). Then
for each m, the limit

(7.3) lim ap , =:an
n— oo

exists.

PROOF. Forapath A, >0 and L > 0, we write
rl0,11={r(s)+ B(L):0<s <t}

for a “sausage” of A, which is a set of points x with dist(x, A) < L.
Fix m € N. We start by showing that for each 0 < ¢ < 1, there exists § > 0 such
that

T4 amn — P (31— [0, Tywem ] NLE(S2[0, T304 ]) = )| < c27°",

for large n. Namely, we want to replace S' by its 2(/=®"_neighborhood in the
nonintersecting event.

To show (7.4), note that the difference in the left-hand side of (7.4) is equal to
the probability that S and the loop-erasure of S? do not intersect while the sausage
of S! and the loop-erasure of S? intersect. Therefore, we have

[amn = P (S50 [0, Tyuem] NLE(S?[0, 2311]) = 2)|
=P~ (S0, Tsn ] NLE(S[0, 3010 ]) = @,
Sy [0, Tynem | NLE(S?[0, T34 ]) # 2).
With this in mind, we define two events F| and F> by
Fi = {S'[0, tgnsn ] NLE(S?[0, 3,24 ]) = 21,
Fy = {8100 [0, T30 ] NLE(S[0, 73100 ]) # 2}.

We write y = LE(SZ[O, r22m+n]) for the loop-erasure of $2[0, r22m+n]. Suppose

that F; and F> occur. Then S! has a point within a distance 20=en of y while st
and y do not intersect. Thus we see that the following event F3 occurs:

F3={3w e B2"™") s.t.

diSt(wﬂ 7/) S 2(1_5)"1’ Uul) S 721n+ma Sl[Oa T21n+m] N Y= ®}5
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where we recall that 01}) =inf{j > 1| S'(j) = w} stands for the first time that S'
hits w.

We first want to show that with high probability, w is not very close to
9B (2"t™). To show this, let y := Sl(! ). We define a sequence of stop-

2n+m_2(1_%)"
ping times #; (k=0,1,..., &) by

= inflj > 7] IS () = y| = 2024k,

on+m _2(1*%)”
Namely, # is the first tigne after hitting the boundary of B(2"™" — 2(1=9m) that
ST exits from B(y, 2(172"%K) Tt is easy to check that for each k, the probability
that S'[#, tx41] hits the boundary of B(2"+™) is bounded below by some universal
constant ¢ > 0. Therefore, iterating this along with the strong Markov property, we
see that there exists § > 0 such that

P~ ('[! Thin] C B(y,20791)) > 1 —27%n,

onm _p(=5)m>

Now suppose that Sl[rzln , r21,1+m] lies in B(y, 2(1_%)”) and that F3 holds

+m_p(=5m

with w lying in B(2"+™ —2(=2))¢ This implies that S! hits w after lenm 1=

and that the distance between w and y is bounded above by 20=9"_ Since w is a
point within a distance 2(1_8)" of y, we see that the distance between y and y is
bounded above by 2=g)n, However, using Proposition 1.5.10 of [16], we have

—x"t x" 2 2 (l—g)n 2(1-6/8)}’1 e
P ’ (S [O,T2n+;n]mB(y,2 8 );é@)SCT:CZ 3,

Consequently, if we write
Fy={3we BQ2"" —20=9") gy,
diSt(ws V) S 2(1_5)}’!’ O.I}} S T21n+ma Sl [Oa T21n+m] N Yy = Q}

for the event that F3 occurs with w which is close to the boundary of B(2"*™),
then we see that P~ " (Fy) < 27%n,

Therefore, in order to prove (7.4), it suffices to show that the probability of the
following event Fs is bounded above by ¢279":

Fs={3we B2 —20-2") gy,
dist(w, y) <279 ol <) ... S'0, 1gsn | Ny = 2},

the event that F3 occurs with w which is not close to the boundary of B(2"™)
(see Figure 10 for Fs). To estimate the probability of F5, we will use Lemma 4.8 in
[14] as follows. Suppose that F5 occurs. Given y, we may define the stopping u by
u = inf{j | dist(S'(j), y N Br+tm —20=n=1yy < 2(1=e)n} Namely, u is the first
time that S' hits the 2!~ _neighborhood of y restricted in B(2"+™m —20—2)n—1)
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F1G. 10. Event Fs.

Then u < tzl,,m and S'[u, rzanrm] Ny = on Fs. Thus, we are interested in the
probability:

(1.5) P (u < Taoems S it T | Ny = 2),

which is a function of y. Lemma 4.8 in [14] along with the strong Markov prop-
erty gives that there exists § > 0 such that with very high probability of y, the
probability in (7.5) is bounded above by 27", that is,

szn(Pl_xn (I/t < r21n+m, Sl[u, r21n+m] ﬂ )/ = @) > 2—5}1) S C2—10n.
By using this, we see that
P_Xh’x”(F5) < P_x”’x”(u < T21n+m, Sl[u, T21n+m] N y = @) < 2—5n’

which gives (7.4).

Next, we want to show that |ay, ,+1 —dm »| is small. To achieve this, we consider
a Wiener sausage as follows. Let W = (W (¢));,>0 be a Brownian motion in R3
started at —x”", which is independent of $2. We write t,‘?’ =inf{t > 0| W() ¢
B(R)} for the first time that W exits from B(R). We let

bm,n = P—x”,x" ()/ N WZ% [0’ TZVJ’/“"] = @)
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be the probability that y and a 22Tn-neighborhood of W[O, ‘[Z‘?,/er] do not intersect.
We want to compare a,, , with by, ,. To so it, we consider the following coupling
of S and W. Lemma 3.2 of [18] shows that we can couple W and § ! in the same
probability space such that the following holds: W (0) = S!(0) = —x" and there
exists § > 0 such that
—x" 1 o
P max Wt —S'Gn[=27 ") <ce

0<r=7,/ s

72671

Namely, we can couple S! and W up to the first exit of B(2"t"*1) so that

S! lies in a 2%"_1—neighb0rh00d of W with high probability. From now on,
we will consider S! and W assuming that they are coupled as above. We set

2n
Fo = {max,_, _.w 1 |W () — S'(3r)| <275 ~!} for the event that S’ stays close
—"—="on+m+
to W. Suppose that Fg holds. Then it is easy to see that S 12n 2[O, rzl,,m] is con-
23
tained in a Wiener sausage W2 3 [0, szm]- Similarly we see that W2 ! [0, tz‘),ﬂm] is

contained in Szl%n - [0, r21n+m]. Therefore, we have

(b= P (Fo.y NW 5[0, 130 ] = )] < ce ™",
and

P (y 018y [0, Thn] = 2) —ce ™™

(7.6) < P~ (Fo,y W 3 [0. 73] = 2)
S P—x WX ('y m S2127n72[07 T21n+m] = @).

Using (7.4) with ¢ = %, we can conclude that
(7.7) b — @mnl < 27,

Next, we want to compare by, , with a,, ,41 by using a result derived in [14].
To achieve it, we define the event F7 by

Fr={W[0,7).,] N B(x",2" V") = &}.

Theorem 3.17 of [28] shows that P‘x"(F7") < 27V So we may assume that

W does not hit B(x", 2"~V with probability at least 1 — ¢2~V". We recall that
for r > 0 and a set D C R? we write rD = {rz : z € D}. In order to show that
the difference between b, , and a,; ,+1 is small, we will use Theorem 5 of [14]
as follows. Conditioned on the Brownian motion W]O0, 1:2%,,,] which satisfies F7,

we are interested in the probability p" (yn W2 3 [0, rz%m] = ) (this probability

is a function of W|[O, rzv,‘,/Jr,,l]). Theorem 5 of [14] shows that there exist universal
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(deterministic) constants € > 0 and ¢ < oo such that if W[O, tz%m] satisfies F5
then

P (y N W 2 [0, Tom ]| = D)
(7.8) = P (LE(R[0, <X .1 ]) N 2W 2 [0.71]) = 2)

> P (LE(S2[0, 2t ]) N Wi = @) — 277,

where R = (R(j)) j>0 stands for a simple random walk on 273 started at x" ! and

th stands for the first exit of B(/). We also mention that W' = 2W|0, r2v,‘,/+m] stands
for an enlargement of the Brownian motion and that we write Wz’(,,s)n fora2(1=on.
neighborhood of W’. Namely, Theorem 5 of [14] gives a comparison between the
probability that the loop-erasure of a simple random walk on 273 does not hit a
set A and the probability that the loop-erasure of a simple random walk on Z>
does not hit A. It was shown there that the difference between these probabilities
is small for a suitable set A, and thus we require W|O, 72‘2/+m] to satisfy F7. Using
(7.8), we see that

bm.n > E™ {szn (yN szTn [0, rz‘nﬁm] = 0); F7}

> E—xn {Pxn+l (LE(SZ[O, T22n+m+1]) ) WZI(‘*)" — @) —c2En. F7}

_ . n n+1 _

> E~Y (P (LE(S?[0, T2snir]) N Wi_ow = @)} — 27V,

Now we use the scaling property of the Brownian motion to see that W’ has the
same distribution as W[O0, IZV,‘,/ +m+1] assuming that W(0) = —x"*1, Therefore, the
law of Wé(l,s)n is same as the law of the 2(!=9)"_neighborhood of W0, 1'2%,” 4]
with W (0) = —x"*!. Thus, we have

-] n+1
E P (LE(SP(0. i ]) O Wi, = 2)

n+1 ’xn+1 (

= P_x LE(Sz[Oy T22'1+m+1]) N WZ(lfs)" [O’ T2‘21+m+]] = Q)

As in the proof of (7.7), we can show that the difference between the probability
that the LERW and the Wiener sausage do not intersect and the probability that the
LERW and the simple random walk do not intersect is small. So we see that there
exists 6 > 0 such that

‘P_x LE(SZ[O, 122n+m+1]) N Wya-em [0, TQVL,"H] = @) — am,n+1| < 270,

Combining these estimates, we can conclude that

n-H’xn-H (

Amn = bm,n - C2—8n

n+l,xn+l(

>p* LE(S2[0, T2imi1]) N Waa-em [0, Tl ] = @) — 277

— 2V,

= Qm,n+1
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Similar arguments as above gives that a,, p+1 > dm.n — c2=vn , and thus we have
(7-9) |am,n - am,n—i—ll =< Cz_ﬁ,

which implies that {a,, ,}, is a Cauchy sequence and we complete the proof. []

REMARK 7.2. We expect that a,, can be written in terms of nonintersection
probability of Brownian motion and scaling limit of loop-erased random walk
in [14].

COROLLARY 7.3. Letd =3. There exists o > O such that

(7.10) a, =< 27",

PROOF. By Proposition 6.11 and Proposition 7.1, we have
Am+n X Apay.

Using Lemma 8.5 of [21], we get the result. [J
7.2. Proof of (7.1).

THEOREM 7.4. Suppose that d = 3. Let « be the positive number as in Corol-
lary 7.3. Then we have

(7.11) Es(n) ~n=“.
In particular, we have

1
(7.12) 3 <a<l.

PROOF. Note that (7.12) follows from (7.11). Indeed suppose that we get
(7.11). The definition of Es(n) and Theorem 1.3 of [18] give that

Es(n) > P(S'[1, 7] N $%[0,72] = @) > cn ™%,
where we recall that &3 is the intersection exponent with &3 € (%, 1) (see (1.12) for

the intersection exponent). This implies that o < &3 < 1. For the lower bound on

o, the estimates (11.10) and (11.11) of [23] give that Es(n) < cn*%. This implies
that o > % Thus, in order to complete the proof of the theorem, it suffices to show
(7.11).

Let ¢ > 0. By Corollary 7.3, there exist 0 < ¢y, ca < 0o such that for all m

127" < a,, < 279",

We fix a large constant M = M, depending on &. The precise form of M will be
defined later. By Proposition 7.1, we know that ays , converges to ay as n — oo.
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Therefore, we can take N = Ny depending on M such that %aM <apyn=<2ay
for all n > N. Consequently, for all n > N, we have

Clop=aM — gy <2007

On the other hand, using Proposition 6.11 for the case that k = 0, we see that
Es(2")ap,, is comparable to Es(2"t™). However, Proposition 6.8 and Propo-
sition 6.10 show that Es(2"tM) is comparable to Es(2")Es(2",2"tM). Conse-
quently, we see that ay; , is comparable to Es(2", 2"+M). Thus, there exists co > 0

such that
1

€0

(7.13) co2™M < Es(2", 2" M) < —p7oM,

foralln > N.
Forn > N, we write n = N + jM + r with j > 0 and 0 <r < M. Hence, by
Proposition 6.8,

ES(Z”) — ES(2N+jM+r)

J
(7.14) </t ES(2N+r) l—[ ES(2N+r+(k—1)M’ 2N+r+kM)
k=1

< (C/Co)j_H ES(2N+V)2_an,
where C is a constant as in Proposition 6.8. Now we choose M so that C <2°M,

This choice of M ensures that the right hand side of (7.14) is bounded above by
Cy2~ @9 This gives that
log Es(2"
lim sup LS() <—a+e.
n—o00 log 2n
Since ¢ > 0 is an arbitrary positive number, we have
log Es(2"
lim sup LS() < —a.
n—o00 log 2n
Similar arguments as above also show that
log Es(2")

liminf ——— > —a.
n— o0 log n

For a general integer n, we find m with 2" < n < 2"*!, Using Proposition 6.7 to
see that

Es(2™) < Es(n) < Es(2" 1),
we get (7.11). O
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Before finishing this section, we will give the following two lemmas. These
lemmas will be used in the next section when we estimate the kth moment of the
length of LERW. We begin with the next lemma which says that Es(k,[) is of
order (é)_“ where « is the constant as in Theorem 7.4. This lemma is an analog
of Lemma 3.12 of [3] for d = 3.

LEMMA 7.5. Letd = 3. Recall that « is the constant as in Theorem 7.4. Then
for all € > 0, there exist c, > 0 and ne € N such that

]\ —9—¢ l —o+e
(7.15) c€<%> gEs(k,Z)gcj(E) :

foralln, <k <lI.

PROOF. Since the proof is completely the same as the proof of Lemma 3.12
of [3], we will give a sketch here.
Let ¢ > 0. We take a large constant j = j. depending on ¢. The precise form of
j will be defined later. As in (7.13), we see that C~' j~* < Es(n, jn) < Cj ¢ for
all large n. We choose i so that j' < % < ji*1. Then similar estimates as in (7.14)
show that
i—1
Es(k,l) < CEs(k, j'k) < C™" [ Es(j4k, j4t'k) < C*H1 (=)',
q=0

Now we take j so that j 2 > C where C is a constant in the inequality above. This
choice of j ensures that the right-hand side of the inequality above is bounded
above by C; (é)*‘”g . The lower bound of Es(k, [) can be proved similarly. So we
complete the proof. [J

The next lemma gives a bound on the ratio of Es(k) and Es(/). This is an analog
of Lemma 3.13 of [3] for d = 3. We will use the next lemma many times in the
next section.

LEMMA 7.6. Letd = 3. Recall that « is the constant as in Theorem 7.4. Then
for all € > 0, there exists C; < oo such that
(7.16) k*Te Es(k) < Col*T Es(l),
forall 1l <k <I.

PrOOF. We will give a sketch here. Take ¢ > 0. By Theorem 7.4 and

Lemma 7.5, we see that there exist constants ¢ > 0 and n such that for all
n <k <1, Es(k, 1) is bounded below by c(é)_"‘_s and Es(k) is bounded below by



GROWTH EXPONENT FOR 3D LERW 751

ck—®~ 3. Therefore, using this along with Proposition 6.10, we see that [**¢ Es(l)
is bounded below by

l ——E&
cl* ¢ Es(k) Es(k, ) > cl*T¢ Es(k)(;) = ck® "¢ Es(k)

forn <k <lI.

For the case that k <[ < n, it is easy to check that the claim holds. For the
case that k < n <[, we point out that k**¢ Es(k) < C, for all k <n where C,, is
a constant depending on n. However, for every [ > n, we know that [*T¢ Es(]) is
bounded below by cl**¢ x [ ~@=3 — ¢]3 > ¢. Thus, the claim also holds for this
case. So we complete the proof. [

8. Tail estimates of the length of LERW. Recall that in order to prove (5.2)
of Theorem 5.1, we used exponential tail bounds on the length of LERW in 2
dimensions derived in [3] (see Proposition 5.2 and Proposition 5.3). Unfortunately,
such tail bounds in 3 dimensions have not been established up to now. The main
goal of this section to derive both upper and lower tail bounds on the length of
LERW in 3 dimensions.

In the next subsection, we will give an upper tail estimate in Theorem 8.6. Then
in Section 8.2, we will give a lower tail estimate in Theorem 8.12.

8.1. Upper tail estimates. Recall that M,, = lenLE(S[O0, t,]) stands for the
length of LERW assuming that S(0) = 0. The goal of this subsection is to derive
the following upper exponential tail bounds on M, in 3 dimensions: there exist
0 <c¢,C <oosuchthatforalln > 1 and « > 0,

(8.1) P(M, > kE(M,)) < Ce™~.

This is an analog of Theorem 5.8 of [3] in 3 dimensions. To establish (8.1), we
will follow the same strategy as in the proof of Theorem 5.8 of [3]. Before going
to its proof, we recall the strategy of [3] here. The first key step is to give an upper
bound on the kth moment of M,, in terms of the escape probability, that is, we will
show that for all k£ > 1:

(8.2) E(MY) < C*k\(n* Es(n)),

where C is some universal constant (see Theorem 8.4). The term n? Es(n) comes
from the following reason. We first point out that the expectation of M, is equal
to the sum of the probability that LE(S[O0, t,]) hits z, where the sum is over all
z € B(n). It turns out that the sum is comparable to

> P(z € LE(S[0, 7)),
f<lzl<%

namely, the sum of the same probabilities for z which is not too close to the origin
and the boundary of the ball. Suppose that 5 < |z] < %” In order for z to lie in
LE(SI[O, 7,]), it is required that:
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(i) S hits zupto 7,.
(i) The loop-erasure of the random walk from the origin to z and the random
walk from z up to 7, do not intersect.

Reversing a path and using the time reversibility of LERW (see Lemma 7.2.1 of
[16]), we see that the probability of (i) N (ii) is same as the probability that a
random walk starting from z up to the first exit of B(n) and the loop-erasure of an
independent random walk from z to the origin do not intersect. We will show that
this probability is comparable to ,ll Es(n), that is, the product of the probability that
the random walk from z hits the origin and the escape probability. Taking the sum
for z, it follows that E(M,,) is comparable to n2Es(n), and thus we have

(8.3) E(MY) < CHRI(EMy),

which is sufficient to get (8.1) (see Theorem 8.6).

We begin with the next proposition (Proposition 8.1) which gives an exact ex-
pression of the probability that LERW hits given k points z1, ..., zx in this order
in terms of Green’s functions and nonintersecting probabilities of random walks
and loop-erased random walks. In order to state it, we need some definitions.

Let zo, z1, ..., 2k be any distinct £ 4 1 points in a given set D C 73. We write
X for a Markov chain on Z> with X (0) = z¢ and P (rg < 00) =1 (recall that
Tz))( stands for the first time that X exits from D). We should write P)Z(0 for the
probability of X instead of P*°. However, to avoid complication of notation, we
will omit the superscript X throughout this section. We let y = LE(X[0, rg ]) be
the loop-erasure of X up to its first exit of D. We are interested in the following
event;

FX = {there exist 0 <#; <--- <fx <leny s.t.
(8.4) Ok
y(tl) :Zl’Vl = 152s ~~~7k}7
which is the event that y passes through points zg, 21, ..., Zx in this order. We
write zx4+1 =0dD.
We consider several independent versions of X as follows. Fori =0,1,...,k,

we let X! be independent versions of X with X* (0) =z;. We set Z' for X' condi-

tioned on the event {o*z)fjrl < rgi} (recall that ale =inf{r > 1| X'(t) =z}). So Z!

is a process from z; to z;+1. We write u(i) = max{/ < rgl : Zf = z;+1} for the last
time that Z* visits to z;41 up to its first exit of D. Finally, define a nonintersecting
event by

k
(8.5) FF = LE(Z7'[0,ut — D]))nJ Z/[Lu(j)] =2}.
j=i
The next proposition writes the probability of F’ Z)é -, in terms of Green’s func-

.....

tions of X and the probability of the nonintersecting event F’ ik.
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PROPOSITION 8.1. Letd = 3. Recall that z;, D, X, Fz’g X4, 7 u@i) and

Fik were defined as above. Then we have

k k
(8.6) P(FYX )= [1‘[ G*(zi-1. 2 D)}P(ﬂ Fi">.
i=1

i=1

yees 2k

Here, GX(-, -, D) is Green’s function in D for a Markov chain X .

PROOF. Proposition 5.2 of [3] claims the same statement as above in 2 di-
mensions. However, clearly the proof of Proposition 5.2 of [3] also works in 3
dimensions. So we omit the proof. [

In the next proposition, we will give an upper bound on the probability that
the loop-erasure of a Markov chain X hits k points zp, ..., zx in terms of es-
cape probabilities. To state it, we introduce some notation here. Take a set D and
suppose that zo, ..., zx are points (not necessarily distinct) lying in D. We write
Z = (20, ..., zx). For this pair of k + 1 points, we are interested in the distance
between z; and {z;_1, zi+1} U d D. Namely, we set

df =lzi — zi—1| A |zi — zig1] Adist(z;, D)

for i = 1,...,k (recall that zz4+1 = 0D). We need to consider permutations
of z1,...,2zx in the next proposition. So we let [1; be the symmetric group
on {1,2,...,k} and for each element 7w € Iy we write 7(0) =0 and 7 (2) =
(205 Z7(1)s - - - » T (k)) Tor the corresponding permutation of zZ.

Now we are ready to state the next proposition which estimates the probability
that points z1, ..., zx lie in LE(X[O, rg 1). This proposition is an analog of Propo-
sition 5.5 of [3] for d = 3.

PROPOSITION 8.2. Letd = 3. We consider either:

I D=B(n),z0=0,z1,...,z2; are points in B(n), and X is a simple random
walk S started at the origin; or

(II) Recall thatm,n, N, A,,, x and A, (x) were defined as in Definition 6.3. We
consider a subset K C A,,. Suppose that X is a random walk starting from x con-
ditioned that X[1, r,f,(] NK =a. Welet D= B(N) and zo = x. Points 71, ..., 2k
liein A, (x).

Then there exists a universal constant C < oo such that
P(z1, ...,z € LE(X[0, T}]))

(8.7) k -

<ck Z HGX(Zn(i—l),Zn(i)» D)Es(dj’:((f))).

mwellpi=1
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PROOF. We will follow the same strategy as in the proof of Proposition 5.5
of [3]. We will only consider the first case (I). The claim for the second case will
be proved similarly.

Suppose that X is a simple random walk § started at the origin, zo = 0, and
D = B(n). We first consider the case that zy, ..., z lie in D and they are distinct.
Recall that the event F’ )é -, Was defined as in (8.4). This definition immediately
gives that the probability i in the left-hand side of (8.7) is equal to

X
(8.8) > P(F] . — w):

mwelly

Thus, by using Proposition 8.1, in order to prove (8.7), it suffices to show that

k
(8.9) P<ﬂ Fl-k) < C*Es(d?),
i=1
where Fl.k was defined as in (8.5). But the definition of Fl.k immediately gives that
the probability in the left-hand side of (8.9) is bounded above by

k

(8.10) P (ﬂ [LE(Z'0,u(i — D]) N Z'[1,u@)] = @}).
i=1

In order to estimate the probability above, we will consider a time reverse of a path.

For a path A = [A(0), A(1), ..., A(l)], we write AR =[x, x( =1),...,2(0)] for

its time reversal. Then by the time reversibility of LERW (see Lemma 7.2.1 of

[16]), we see that the probability in (8.10) is equal to

k

(8.11) P(ﬁ{LE(Z"—‘ [0, u(i — 1]®) N ZI[1, u()] = @}).
i=1

Namely, we can replace the loop-erasure of Z'~! by the loop-erasure of its time

reversal. We write B = B(zi,diz/4) and write yi for LE(ZI=10,u(i — D]®)

from z; up to its first exit of B! for each i = 1,...,k (so that y! is a subset of

LE(ZI=10, u(i — D1®)).

The domain Markov property (see Proposition 4.1) shows that conditioned on
y!, the conditional distribution of Z =110, u(i — 1)] is same as the distribution of
a random walk starting from z;_; conditioned that it hits '’ (len y’) before hitting
dB(n) and y' \ {y'(leny’)}. Using this fact along with the discrete Harnack prin-
ciple (see Theorem 1.7.6 of [16]), we see that the probability of (8.11) is bounded
above by

k |
(8.12) CKTTP( nZ[1. <] =2).
i=1

where we recall that T g,»i stands for the first time that Z' exits from B’. But using
the discrete Harnack principle (Theorem 1.7.6 of [16]) again, we see that the law
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of Z up to ‘EBZ; is same as the law of a simple random walk staring from z; up to its
first exit of B’ up to multiplicative constants. In addition to that Proposition 4.2 and
Proposition 4.4 of [27] show that the distribution of y’ is same as the distribution
of an infinite LERW starting from z; up to the first time that the infinite LERW
exits from B’ up to multiplicative constants. Therefore, we see that the quantity of
(8.12) is bounded above by

k
(8.13) CHTTEs™(d;/4).
i=1
Finally, using Proposition 6.7, we see that the quantity of (8.13) is bounded above
by

k
(8.14) C*TTEs(d)),
i=1
which gives (8.9).
For general points z1, ..., zx (not necessarily distinct), the same argument as in
the proof of Proposition 5.5 of [3] works here. So we omit the proof for that case.
O

In order to estimate the kth moment of the length of LERW, we need the fol-
lowing Green’s function estimates. The next lemma shows that for every point
x € B(n) the sum of Green’s functions G(x, y, B;) is bounded above by C r2,
where the sum is over all y € B(n) whose distance from d B(n) is less than r.

LEMMA 8.3. Letd =3 and take n and r > 1 with n > r. We write

G(r)={y € B(n) | dist(y, dB(n)) <r}

for the set of points in B(n) whose distance from 0 B(n) is bounded above by r.
Then there exists a universal constant C < oo such that for all x € B(n),

(8.15) > G(x,y. B(n) < Cr.
VeG(r)

PROOF. We will follow the same idea as in the proof of Lemma 4.1 of [3]. We
define entrance and exit times #; and u; by t{ = min{j | S(j) € G(r)} and
wi =min{j > | [S(j) — S(1)| = 2r},
i1 =minfu; < j <7, | S() € G(r)},

for i > 1, where we take t; | = oo if the set as above is empty. Conditioned on
t; < oo, the conditional expectation ESW (Ju; — ;]) is bounded above by Cr2.
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Therefore, we see that

T, —1 o]
Y. G(x,y,B(m)= EX<Z S e G(r)}) <E" (Zw,- — n))

yeG(r) j=1 i=1

o0
<Cr) " P*(t; < ).
i=1

We write t; 2, = min{j | S(j) ¢ B(z,2r)} for the first exit of B(z, 2r). It is easy
to check that there exists a universal constant p > 0 such that for all z € G(r),
P*(t, < 1;2,) > p. Thus, we have P*(#; < 00) < (1 — p)i_l, which completes
the proof. [

Recall that M,, stands for the length of LE(S[O0, 7,,]). The next theorem gives a
bound on the kth moment of M,, in terms of the escape probability. This theorem
is an analog of Theorem 5.6 of [3] in 3 dimensions.

THEOREM 8.4. Let d = 3. It follows that there exists C < oo such that for all
n>landk>1,

(8.16) E(MY) < C*k!(n®Es(n))~.

PROOF. Recall that Iy is the symmetric group on {1,2,...,k} and that for
each element 7 € IT; we write 7(0) = 0 and 7 (Z) = (20, Zx(1)» - - - » Z(k))- Propo-
sition 8.2 shows that

EM)= > > - > P(z,....2 € LE(S[0, 7))

z1€B(n) z0€B(n) zk€B(n)

k >,
<c* 3 > X - X 166120 B)Es(dyg))

welly z1€B(n) zpe€B(n) zk€B(n)i=1

k
=ct S Y o Y [16(ior, 2 Bm)Es(d).

z1€B(n) z0€B(n) zZk€B(n)i=1

Thus, in order to prove (8.16), it suffices to show that

k
817 > > o Y [[G(zi-1, 2z, Bm)Es(d?) < C¥(n*Esm))".

z1€B(n) zp€B(n) zx€Bm)i=1

To achieve (8.17), as in the proof of Theorem 5.6 of [3], we are interested
in only the terms involving zx in the sum of (8.17). With this in mind, we let

gi = G(zi—1,zi, B(n))Es(d}) and we write G; = ]_[{:1 gi.- We also set d(z) =



GROWTH EXPONENT FOR 3D LERW 757

dist(z, 0 B(n)). Then the definition of dl.Z gives that

k
[[G(zi-1.2i. Bn))Es(df) = Gr—1G (zk—1, zx. B(n)) Es(|zx — zk—1] Ad(2x)).
i=1

Now we expand the sum of (8.17) and collect all terms involving z; as follows:

k >
> Y - Y [16Gi-1.z. Bow)Es(d)

z1€B(n) z0€B(n) zk€B(n)i=1

< Z Z Z Gi-2G(zk-2, Zk—1, B(n))

z1€B(n) 22€B(n)  zk—1€B(n)

x Y G(zk-1,2x B(n))

zxk€B(n)
X (ES(|Zk—l — Zk—2| A\ d(Zk—l)) +ES(|Z]<—1 - Zk|))
x (Es(lzx — zk—11) + Es(d(zx))),

where we used Es(r A R) < Es(r) + Es(R) in the inequality above. Therefore, we
need to estimate the following four terms:

I =Es(lzk—1 — zk—2| Ad(zk=1)) 2, eBn) G k-1, 2k, B(n)) Es(|zk — zk—11),
I =Es(|zk—1 — zk—2| Ad(zk-1)) 2z eBn) G (2k—15 2k, B(n)) Es(d(zx)),

=Y cpw G@k-1. 2k B())Es(lzx — zk—1])?,

o In=3 1 cBmn) G(zk—1, 2k, B(n)) Es(|zk — zk—11) Es(d (z))-

Using 2r R < r? 4 R?, if we define Is by

Is= Y G(z-1, 2 B)Es(d(zp)’,
zZk€B(n)

then 14 is bounded above by Iz + Is. We start by estimating /3. To do it, we
set B! = B(n) N B(zk_1, 5) and B? = B(n) \ B'. Note that Green’s function
G (zk-1, 2k, B(n)) is bounded above by G(zx—1, zk, Z3) which is comparable to
(lzk—1 — zx| + 1)~ (see Theorem 4.3.1 of [23] for it). Thus, we have a bound on
the sum for zx € B! as follows:

> G(zk—1. 2k, B(n)) Es(|zx — z1l)?

zxeB!

<C Y (lzk—1—zl+ D) Es(lzk — zi1])’

zx€B!

<C ZrEs(r)z.

r=1
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To estimate the last sum in the inequality above, we use Lemma 7.6. By (7.12),
we know that % < a < 1 and thus we can take € > 0 so that 1 — 2« — 2 > —1.
Choosing ¢ > 0 with this condition and applying Lemma 7.6 to this ¢, we see that
the last sum in the inequality above is bounded above by

n
C Z rl—za—28n2a+28 Es(n)2 S an Es(n)z'

r=1

On the other hand, by Proposition 6.7, we see that Es(|z; — Zk—1)? < CEs(n)?
for zx € B2. Therefore, the sum for z; € B2 is bounded above by Cn?Es(n)?. So
we see that Iz < Cn?Es(n)?. Similar arguments as above give that /; is bounded
above by

(8.18) I1 < CEs(|zk—1 — zx—2| Ad(zk—1))n* Es(n).

We next consider Is. To estimate it, we recall that G(r) was defined as in
Lemma 8.3. Note that /5 is bounded above by

log, n

Z Z G (zk—1. 2k, B(n)) Es(d(zk))z,

J=0 7;eG@ING@2I)
which is, by Proposition 6.7, less than

logy n

C Y Es(2)’ > Glzk-1, 2z B().
j=0

%€G(2))

Applying Lemma 8.3 to the sum for z; € G (27) above, we see that I5 is bounded
above by

logy n . .
C Y 2YEs(2)).
j=0

Since @ < 1, we can take ¢ > 0 so that 2 — 2o — 2¢ > (. By applying Lemma 7.6
to this ¢, we see that the sum above is bounded above by

log, n
Cn2a+28 Es(n)2 Z (2])2—201—28 < Cn2 Es(n)2
j=0

Thus we get I5 < Cn?Es(n)>. Similarly, we have

(8.19) I < CBs(zx—1 — zx—2| Ad(zk-1))n* Bs(n).
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Consequently, we see that

k
Y Y o Y TGz Bo)Es(@)

z1€B(n) z2€B(n) zk€B(n)i=1
<Cn®Esm) Y. Y - Y Gi-2G(zk—2.2%—1, B(n))
z21€B(n) z2€B(n)  zx—1€B(n)
x [Es(|zk—1 — zk—2| Ad(zxk-1)) + Es(n)]
<Cn’Es(n) Y. Y -+ Y GiaG(u-2 .21, B(n))
z1€B(n) 22€B(n)  zx—1€B(n)
x Bs(|zk—1 — zk—2| Ad(zk—1)).
Iterating this k£ — 1 times, we get (8.16). [J
By Theorem 8.4, in order to prove that E(M,’f) is bounded above by
C*k\(E(M,))*, we need to show that E(M,) is bounded below by cn?Es(n).
This is proved in the next proposition.
PROPOSITION 8.5. Let d = 3. Then there exists ¢ > 0 such that for alln > 1,
(8.20) E(M,) > cn*Es(n).

PROOF. Since the number of points in B(%”) \ B(%) is comparable to n3, it
suffices to prove that for x € B(%”) \ B(3),

(8.21) P(x € LE(S[0, 7,])) = gEs(n).

So suppose that x € B(%”) \ B(3). We write Z for a random walk starting from the
origin conditioned that it hits x before exiting from B(n). We let u be the last time
that Z visits to x up to its first exit of B(n). Suppose that S! is a simple random
walk started at x which is independent of Z. Then Proposition 8.1 gives that

P(x € LE(S[0, 7,1)) = G(0, x, B(n)) P(LE(Z[0, u]) N S'[1,7)] = @).
Proposition 1.5.10 of [16] gives that G (0, x, B(n)) is comparable to % Thus, it

suffices to show that
(8.22) P(LE(Z[0,u]) N S'[1,7)] = @) > cEs(n).

However, by the time reversibility of LERW (see Lemma 7.2.1 of [16]), the prob-
ability in (8.22) is equal to

P(LE(Z[0,ul®)n S'[1, 7}] = @).

Suppose that Y is a random walk starting from x conditioned that it hits the origin
before exiting from B(n), which is independent of S'. We write O'OY for the first
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time that Y hits the origin. Since the law of LE(Z[0, u]®) is same as the law of
LE(Y]O, ag ]), the nonintersecting probability above is equal to

(8.23) P(LE(Y[0,0d]) N S'[1,¢}] = 2).

So we need to show that the probability of (8.23) is bounded below by c Es(n).
Note that by definition, that probability is equal to

P¥X(S'[1, ) INLE(S?[0, 03] = @, 08 < 12)
P (o <12

’

which is, by Proposition 1.5.10 of [16], comparable to
nP**(S11, 7} ] NLE(S?[0, 03]) = @, 0¢ < 72).

To estimate the probability above, we set ¢! = inf{ jlS i( j) ¢ B(x, %)} for the first
time that S* exits from B(x, %) for each i =1, 2. Recall that the separation lemma
(Theorem 6.5) shows that conditioned that S 11,7 and LE(SZ[O, tz]) do not in-
tersect, they are “well-separated” with positive conditional probability. Namely, if
we let

D =dist(S' (¢!), LE(S?[0, £2])) A dist(S?(¢?), S'[1,7']),
then there exists ¢ > 0 such that
P**(S'1, '] NLE(S?[0,£%]) = @, D > cn) > cEs(n),

where we also used Proposition 6.7. Conditioned that S 11,¢'] and LE(S 210, £2])
do not intersect and they are separated, we can attach S el t,}] and S2[72, 002]
so that S'[1, rn'] and LE(S 210, 0&]) do not intersect and O'g < rnz with conditional
probability at least ;. Therefore, we see that

- cEs(n)

juiy ’

P (S'[1, T ] NLE(S%[0,0]) = @, 0¢ < )
n

which completes the proof. [J

Now we are ready to give upper exponential tail bounds on M, in the next
theorem.

THEOREM 8.6. Let d = 3. There exist 0 < ¢, C < 0o such that for all k > 1,
n > 1 and k > 0 the following holds:

(8.24) E(MY) < C*I(E(M,))F,
(8.25) P(M, > kE(M,)) <2~
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PROOF. Theorem 8.4 and Proposition 8.5 immediately give (8.24).
We let c; = % where C is a constant as in (8.24). Then we see that

aMy |\ X EFEMY S
E(en] 5 ) AT S

Therefore, (8.25) follows from Markov’s inequality. [

8.2. Lower tail estimates. In this subsection, we will give a lower tail estimate
on M, the length of LERW in three dimensions. Namely, the goal of this section
is to show that for any ¢ > 0 there exist 0 < ¢ = ¢,, C = C; < 00 such that for all
k>0andn>1

(8.26) P<M,, < E(iw")

) < Cexp{—c;cﬁ_e},

where « is the exponent as in Corollary 7.3. This is an analog of Theorem 1.2 of
[3] in 3 dimensions. To prove (8.26), we will follow the same strategy as in the
proof of Theorem 1.2 of [3]. We will recall the idea of proof here briefly before
going to the proof.

Let k € N and we write y = LE(S|[O0, tx,]) for the loop-erasure of a simple
random walk up to the first exit of B(kn). Foreachi =1,...,k, we set u; for the
first time that y exits from B(in). We will show that there exist universal constants
¢ > 0and p € (0, 1) such that conditioned on y [0, ;], the conditional probability
that the length of y[u;, u;+1] is bounded below by cE(M,,) is bigger than p for
each 7, that is,

(8.27) P(leny[u;,uir1]1 < cE(M,) | y[0,u;]) < p.
This gives that
(8.28) P(My, < cE(My)) < p*.

Once we have proved (8.28), by choosing suitable k and relating E(My,) to
E(M,), we get (8.26).

In order to (8.27), by the domain Markov property (see Proposition 4.1), we
need to estimate the length of the loop-erasure of a random walk conditioned that
it does not hit y [0, u;] before exiting B(kn). We will estimate the first and second
moments of its length. Then by using the second moment method, we will prove
(8.27).

We will start by introducing a random walk conditioned not to hit a given set as
follows.

DEFINITION 8.7. Suppose that m,n, N, A,;, x, and A, (x) are as in Defini-
tion 6.3. We take a subset K C A,,. Let X be a random walk conditioned that
X1, II{,(] N K = &, where IJ{,( is the first time that X exits from B(N). We set n for
LE(X]O, rg,( ]) up to the first time that LE(X[O, t]f,‘ ]) exits from B(x,n). Finally,
we let JX = f(nN A, (x)) be the number of points lying in both  and A, (x).

m,n,N,x
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We are interested in the first and second moments of Jnlf 2. N defined as above.
The next lemma gives a lower bound on the probability that n hits a given point

lying in A, (x).

LEMMA 8.8. Let d = 3. Suppose that m,n, N, and x are as in Definition 6.3
and that K, X, n, and Jnlf,n,N,x are as in Definition 8.7. Then there exists ¢ > 0

such that for all 7 € A, (x),
(8.29) Pzen > SEsn).
n

In particular, we have

(8.30) E(JK, nx) = cn*Es(n).

PROOF. The second inequality immediately follows from the first inequality.
We will show (8.29).

Suppose that z € A, (x). We write Y for a random walk starting from x condi-
tioned that it hits z without hitting both K and d B(N) which is independent of X.
Let u be the last time that Y hits z before hitting d B(N). Then Proposition 8.1
gives that

83 P(zen)=G*(x,z, B(N))
' x PZy (LE(Y[0,u]) N X[1, 7§ ] = @, LE(Y[0, u]) C B(x,n)),

where P)Z();, stands for the probability of X and Y assuming that X (0) =z, Y (0) =
x and that X and Y are independent.

We recall that £ is the half infinite line defined as in Definition 6.3. We first
estimate Green’s function in (8.31). Note that GX (x, z, B(N)) is bounded below
by the probability that X hits z before t,{,( . The definition of X gives that it is
bounded below by

PX(O'Z <Og ANTN)

P (oK < Tpe) |

(8.32)

where TB(x, ) is the first exit of B(x, g). However, Proposition 6.1 shows that
conditioned on o < TB(x, 1) with positive conditional positive probability, the
first exit point from B(x, g) lies in A = {w € 9B(x, g) | dist(w, £) < 55}. Then
with probability at least ¢, it hits z before hitting K and d B(N). Thus, we have

C
P*(o, <og ATy) = —P¥(og < rB(x’%)),
n
which gives that G* (x, z, B(N)) > <.

Next, we deal with the probability in the right-hand side of (8.31). To estimate
the probability, we will use Theorem 6.5. The definitions of X, Y and the time
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reversibility of LERW (see Lemma 7.2.1 of [16]) give that the probability in the
right-hand side of (8.31) is equal to
PH3(S'[1, N INLE(S?[0, 02) = @, 7y <o}, 0 <o} ATR)

1 .

8.33
(8:33) Pai(t) <o}k, 02 <o% ATE)

We let x! = Si (7!

B %)) be the first exit point from B(z, 2”—0) for each S*. We set

7 et (o] 2 2 (2 gl 1
d = dist(x", LE(S7[0, TB(szn_o)])) Adist(x?, S7[0, ‘L'B(Z’%)]).
Then Theorem 6.5 shows that conditioned on S'[1, f)@(z L)] N LE(S?[0,
*20
ré(z L)]) = o, with positive conditional probability, d > cn for some ¢ > 0.
220

Once they are separated, we can find a path A such that A(0) = x2, A(len)) = x,

A C B(x,n) and that a ﬁ—neighborhood of A and S'[0, rllg @ i)] do not intersect.
220

We write F? for the 100 -neighborhood of A.

s 1 1 2 2 _ 3
Conditioned on S [I,TB(Z’%)] N LE(S~[O0, tB(Z%)]) =@ and d > cn, we

first want to compare the probability that S' started at x! does not hit K U
LE(S?[0, rg(z 1)]) U F2 until its first exit of B(N) with the probability that st
2 20

started at z does not hit K until its first exit of B(N). Since d > cn, we see that

1
p* (Sl[o, Th(x.Lm] N (K ULE(S?[0, fg(z%)]) UF?) =g,

. Ln
dlst(Sl(rllg(x’Ln)), 0) < 2—0> >cr,

where L is a large constant which will be defined later and ¢ is an half infinite
line as in Definition 6.3. We set G for the set of points in d B(x, Ln) lying in a
g—g—neighborhood of £. Then by Proposition 1.5.10 of [16] and Lemma 6.4, we see
that for all v € G,

C
P(eh < koo <h) = S PU(ch <ok,

1

for some universal constant C. Choosing L large so that % < 5, We see that the

probability
P (5[0, 74 ] N (K ULE(S?[0, 75, 4 ]) U F?) = 2)
is bounded below by
Cgéi(l;l PU(S'[0, 7y ] N K = 2).

Using Lemma 6.4 again, this is bounded below by

cP(Th < o).
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Conditioned on S'[1, ‘L’ n )] N LE(S?[0, TB( n )]) =@ and d > cn, we next

estimate the probability that S2 started at x? satlsﬁes that S2[0, a —-1INK=9
and that $2[0, 02] is contained in 2. Namely, we want to show that the probability

P¥($2[0,02]N K =2, $2[0,02] C F?)

is comparable to the probability Pz(ax < 012< A 1:N). Reversing a path and using

Lemma 3.1 of [27], in order to prove that those two probabilities are comparable,
it suffices to show that the probability

2 2 2 2
P05 <0k Aoy ATh)

is comparable to the probability P* (022 < 01% A oxz A rl%). But using Proposi-

tion 6.1, we see that those probabilities are comparable.

Consequently, we see that the ratio in (8.33) is bounded below by cEs(z%).
Proposition 6.7 shows that Es(n) is comparable to Es(55), so we complete the
proof. [

Now we give a second moment estimate of Jn';( n.N.x 10 the next lemma. The

next lemma shows that the second moment of Jn’f n.N.x 18 comparable to the square

of its first moment, which allows us to use the second moment method.

LEMMA 8.9. Let d = 3. Suppose that m,n, N, and x are as in Definition 6.3
and that K and Jnlf n.N.x are as in Definition 8.7. Then there exists an absolute

constant C < oo such that

2 2
(8.34) E((Jxanx)) SCE(JS,nx) -

In particular, there exists ¢ > 0 such that
(8.35) P(JK, v =cn’Es(n) > c.

PROOF. The second inequality follows from Lemma 8.8, (8.34) and the sec-
ond moment method. We will show (8.34).

Forz, w € A, (x), we write d! , =dist(z, 0B(N)) Alz— x| Alz—w|and d? , =
dist(z dB(N)) A |z— w]|. Then by Proposition 8.2, we see that the second moment
of JK is bounded above by

m,n,N,x

Y. PEwen

Z,WEA, (x)
<C Y G*(x,z.B(N))G*(z,w, B(N))Es(d} ) Es(d>,).
Z,weA, (x)

The definition of A, (x) gives that both a’iw and a’i » are comparable to |z — w].
Therefore, by using Proposition 6.7, we see that

E(JK, nv))<C Y GX(x,z, BIN)GX(z, w, B(N))Es(jz — wl)”.

Z,WEA, (x)
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We will first estimate GX (x, z, B(N)). Lemma 2.1 of [3] gives that GX(x,z,
B(N)) is equal to

G(z,z, B(N) \ K) P¥(0; <og ANTN)Pi (TN < aK).

P¥(ty <og)

Note that G(z, z, B(N) \ K) < C. We write A = {w € dB(x, g) | dist(w, £) < 55}
as in the proof of Lemma 8.8. Then the probability P*(ty < ok ) is bounded below
by

P*(ty < ok, S(tp.my) € A),
which is, by Proposition 6.1 and the strong Markov property, bounded below by

CPX(‘L’B(x’%) < GK)mi/Ig P'(ty < 0k).
ve

However, the discrete Harnack principle (see Theorem 1.7.6 of [16]) gives that
minyc4 PY(Ty < ok) is comparable to P?(ty < ok ). On the other hand, using
Proposition 1.5.10 of [16], we see that P* (0, < og A ty) is bounded above by

C X
—P (tB(x%) < 0k).
n

Thus, it follows that GX(x,z, B(N)) < % Similarly, we see that GX(z,w,
B(N)) < Consequently, we have

E((Jn[f,n,N,x)z) =C Z

Z,WeA,(x)

Es(|z — wl)®.

n|z — w]

Since a < 1 (see (7.12) for this), we can choose € > 0 such that 1 — 2o — 2¢ >
—1. Now we apply Lemma 7.6 to this ¢ to show that

Z ] (IZ—wI <— Z X:rEs(r)2

ZweA,(x) "'Z N oA, x)r=1

n
<Cn? Z r(n®te Es(n)r_"‘_s)2

n
<Cn*Y n* ¥ Es(n)’r' 7272 < Cn*Es(n)”.
r=1

But by Lemma 8.8, we have E (J,,’i AN, = cn?Es(n) and complete the proof. [
Recall that y*° = LE(S[0, 00)) stands for the infinite LERW and that t,° is the

first time that  *° exits from B(n). The next lemma relates E(My,) and E(t;);)) to
EM,).
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LEMMA 8.10. Let d = 3. Then for all ¢ > O there exists c. such that for all
k>1andn > 1, we have

(8.36) E(Myn) < cck> @ TEE(M,),
(8.37) E(f°) < cck*“ T E(M,),

where « is the exponent as in Corollary 7.3.

PROOF. Since the proof of (8.37) is similar to the proof of (8.36), we will
only prove (8.36). Using Theorem 8.4 and Proposition 6.8, we see that E(My,) is
bounded above by Ck*n2Es(n) Es(n, kn). On the other hand, Lemma 7.5 shows
that there exists ¢, such that for all n > 1, Es(n, kn) is bounded above by c k=%,
Since E(M,) > cn?Es(n) by Proposition 8.5, we complete the proof. [

Using the domain Markov property (see Proposition 4.1) along with (8.35), we
get the following proposition which gives lower tail bounds on My, and ;.

PROPOSITION 8.11. Let d = 3. There exist 0 < c1, co < 00 such that for all
k>2andn > 1, we have

(8.38) P(Min < c E(My)) < e,
(8.39) P(t%° < c1 E(My)) < e,

PROOF. We will only prove (8.38). The second inequality (8.39) can be shown
similarly.

Let y = LE(S[O, tx,]). We set k' = L%J. Recall that A, = [—m, m]’ stands
for a cube of length 2m centered at the origin. We consider k" cubes A, (j =
1,2,...,k"). For each j, we let t; be the first time that y exits from Aj,. We
are interested in #j 1 — t; which is the length of y[t;,7;41] (see Figure 11 for
vl[tj,tj+11). Suppose that My, < c1E(M,) (we will define c; later). This implies
forall j =1,...,k’,tj4+1 —t; is bounded above by ¢{ E(M,,). The domain Markov
property (see Proposition 4.1) gives that conditioned on y [0, ], the law of y after
time 7; is same as the law of the loop-erasure of a random walk X starting from
xj := y(t;) conditioned that X[1, Tk};] Nyl[0,t;] = @. Therefore, conditioned on
v10,1;], the law of ¢ 1 — ¢; is same as the law of the first time that LE(X[O, rk)fl])

J r10.1/] ; (see Definition 8.7 for

exits from A1), which is bounded below by inonknox



GROWTH EXPONENT FOR 3D LERW 767

FIG. 11.  yltj,tj 1] in Proposition 8.11.

JK

m,n,N,x

P (M < c1 E(My))

). Thus, we have

y
< P(ﬂ {tjiv1 —1; < CIE(Mn)}>

j=1

K—1
0,1y
=< E[ (i1 —1; < ClE(Mn)}P(Jk}jr[l’nt’kki’xk/ < clE(Mn))]
j=1

However, Lemma 8.9 shows that there exists an absolute constant ¢; > 0 such that

p(s70y)

jn.n.kn,x;

<cE(My)) <1—cy,

for all j. Thus, for this c1, we have

-1
(8.40) P(My, <c1E(My)) <(1— Cl)P< N {tj+1—1; < ClE(Mn)})-
j=1

Iterating this, we see that the left-hand side of (8.40) is bounded above by (1 —
c1)¥, which completes the proof. [
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Now we are ready to establish exponential tail bounds on M,, and 7,>°. The next
theorem is an analog of Theorem 6.7 of [3] in 3 dimensions.

THEOREM 8.12. Let d = 3. Recall that « is the exponent as in Corollary 7.3.
For any ¢ € (0, 1), there exist c = c(¢) > 0 and C = C(g) < oo such that for all
k>1landn=>1,

(8.41) P(Mn < E(iw”)) < Cexp(—ckTa~°),
(8.42) P(r;fo < M) < Cexp(—ck7a7).
K

PROOF. We will only show (8.41). The second inequality can be proved simi-
larly.
We let k = 73 ¢ 50 that

k2705+8 — 1455 —Q2—a+e)e

On the other hand, by Lemma 8.10, we see that there exists ¢, such that E(Myy,)
is bounded above by

(8.43) Ck> T EE(M,) = corc T e Gt ppp

for all n > 1. Since o < 1 [see (7.12)], we have 1 + ﬁ —2—-—a+e)e <.
Therefore, we can find a large constant x, < co depending on ¢ such that the right
hand side of (8.43) is bounded above by c 1« E(M},) for all k > k., where c; is the
constant as in Proposition 8.11. Consequently, by Proposition 8.11, if ¥ > k. we
have

E(M
E(Mn)>:P(Mk(Z)SM

(-
K

S < Py < ciEy)

1
———E
< e—c2k — e—C2K2*°‘ )

So we get the inequality (8.41) for n > 1 and k > k. For the case that 1 <« < «q,

it is easy to check that the inequality (8.41) holds if we choose C,; with C; >
1

€

2—«a
ec2ke . So we complete the proof. [J

REMARK 8.13. Itis conjectured ([37]) that
E(M,)

(8.44) P(Mn < ) = Cexp(—ck 7w oW),

We have proved in Theorem 8.12 that the left-hand side is bounded above by the
right-hand side in (8.44), but the other direction of the inequality remains open.
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9. Improvement of estimates on len LE(S[0, T,]) for d = 3. Recall that
Theorem 4.2 shows that len(LE(S[0, 7,,1)) divided by n®3*¢ converges to zero
almost surely for all ¢ > 0, and len(LE(S[O, T,])) divided by n®t G)—e diverges in
the sense that the lim sup of the ratio goes to infinity. The goal of this section is to
improve the lower estimates to show that for all ¢ > 0,

len(LE(S[0, T»1)) —

9.1) Jim () a.s.
Combining this with Theorem 4.2, we have as n — oo
9.2) len(LE(S[0, T,1)) # n*®  as.

We will also show that «¢(3) = 22:?3 [see Corollary 7.3 for the exponent « and
(1.12) for &;]. These results will be obtained by by establishing Proposition 9.1

and Proposition 9.2 in Section 9.1 and Section 9.2, respectively.

9.1. Upper bound for ay¢(3). In this subsection, we will show that «;(3) <

22:—;, by proving that len(LE(S[0, T,,]) divided by nzz‘_gﬂ converges to zero for
all ¢ > 0 in Proposition 9.1. The proof is completely same as Proposition 5.2. As
in the proof of Proposition 5.2, we will use upper tail bounds on M,, derived in
Theorem 8.6.

2

(9.3) F( fim (SMEEGOTuD) o) —1.

n—oo nb

PROPOSITION 9.1. Letd =3. Forall b > 2_;5;

In particular, ay(3) < 22__—"3

PROOF. Fix ¢ > 0. We write f; for the number of global cut times of S in
[0, ?,J{]. In the proof of Theorem 1.1 of [32], it was shown that

n> 576 <K' <n> 5 forlarge n, P-as.
This gives that
(9.4) Th <T,<7", for large n, P-a.s.
E_% m+2£
n n

By Theorem 8.4 and Proposition 8.5, we have E(M,)) =< n?Es(n). Furthermore,
Theorem 7.4 shows that Es(n) ~ n~%. Therefore, we see that E(M,) ~ n?~“.
Combining this with Theorem 8.6, we have

2—a £

9.5) P(M 1 =057 e,
—s3

for some 0 < ¢g, ] < 00.
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1
Recall that Corollary 4.6 of [18] gives that for N > n 243 2

N =&
max  PYY(S'[0,7h] N S2[0,73] = o) < c(—)

S =g T2
x,yeBn?5 ) -

Using this along with (9.5) and the strong Markov property, we see that

2—a 1
> nFH 1) < N B

ool

9.6)  P(S'[0.ty]NS*[Ley]=2.M 1

+2e

Theorem 1.3 of [18] gives that P(S'[0, 71N S?[1, 73] = @) < N~%. By dividing
both sides of (9.6) by P(S'[0, r,{,] N S2[1, r,%,] = @) first and then by letting N go
to infinity, we have

2 —a

Plen(LE(S[0.TF , _])=n’5

+2e
n2 S

oo™

]
+68) < ce— N

By the Borel-Cantelli lemma, we have

2—a

9.7) len(LE(S[0, 7+, _]) < n> 5% forlarge n, P-a.s.

+2e -
n2=5

Using this and (9.4), with probability one, 7, < T , and len(LE(S[O,

—+28
n2=5

TH, < n2 5+ 101d for large n. This implies that len(LE(S[0, T,])) is

7+28
n5

bounded above by gt

plete the proof. [J

. Since ¢ > 0 is an arbitrary positive number, we com-

9 2. Lower bound for a¢(3). In this subsection, we Will show that «,(3) >

by proving that len(LE(S[0, T,]) divided by n2 = goes to infinity for all
e > O in Proposition 9.2. The proof is completely the same as Proposition 5.3.

PROPOSITION 9.2 Letd =2. Forall b < 3=¢,

9.8) P (nlggo len(LE(j,Eo’ L) _ oo> =1.

In particular, we have with probability one,

2—a

9.9) len(LE(S[0, T])) ~n>5,

asn— oo and oy (3) = 22__—;

PROOF. Since we have proved Proposition 9.1, it suffices to show (9.8).
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Fix ¢ > 0. By (9.4), we see that 71 | <T,<7",
E_ZS E—}—Z
n n

probability one. Furthermore, as in (5.9), we have

. for large n with

— 1 — 1 e
(9.10) P(n™5 > <[STy|<n™8 ) >1—cn 2.
We set
_ 1
9.11) 7:= inf{k | LE(S[0,T5]) (k) € B(n™5 )},

which is an analog of (5.10). Then same argument as in (5.11) gives that with
probability at least 1 — cn™2,

9.12) len(LE(S[0, T,])) > 7.

We next estimate 7 by using Theorem 8.12. Let
. 2 2 ﬁ—% ¢
9.13) ¢ := inf{k | LE(S[0, rnz])(k) eB(n¥5 7).

Note that Corollary 4.5 of [27] shows that the distribution of LE(Sz[O, 132]) up to
time ¢ is same as the distribution of the infinite LERW 3 *° up to the first time that

1
y > exits from B(n>~%3 38) up to multiplicative constants. With this in mind, we
apply Theorem 8.12 to show that

2—a
—10. g
P(t<n¥5 8)§Ce o

which gives that

2-a _
P(t<n™5 108) <Ce 2",

Thus we can conclude that with probability at least 1 —cn ™2, len(LE(S[0, T,,]))

2-a _
is bounded below by n2-%3 10, Applying the Borel-Cantelli lemma to the case
that n = 2% first, and then by choosing k with 2 < n < 25*! for a general index n,
we get the claim. [

REMARK 9.3. Similar arguments as in the proof of Proposition 9.1 and Propo-
sition 9.2 show that with probability one,
(9.14) lenLE(S[0, T ]) #n®™  asn — oo,
where « is the exponent as in Corollary 7.3.

10. Discussion. In this final section, we will summarize our results and dis-
cuss further direction. What we have proved are:

e The law of S is invariant under the shift # and 6 is mixing for d = 2, 3 (Theo-
rem 2.1 and Theorem 3.8).
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e Using Aaronson’s results in [1], several exponents are defined in Theorem 4.2.
These exponents describe asymptotic behaviors of the length of the loop-
erasure, graph distance and effective resistance of S[0, T,,].

e There exists a € [%, 1) such that E(M,) ~ n*~® for d = 3, where M,, stands
for the length of the loop-erasure of S[0, t,] (Theorem 7.4, Theorem 8.4 and
Proposition 8.5).

e Exponential tail bounds on M,, are established for d = 3 (Theorem 8.6 and The-
orem 8.12).

e For d = 2,3, we have len LE(S[0, T,]) ~ n*@ with probability one (Theo-
rem 5.1 and Proposition 9.2).

e Both M, and lenLLE(S[O, ?,T]) are of order n?’t in 2 dimensions. Both of them
are of order n2~® in 3 dimensions.

Theorem 4.2 is the only place where we used results of ergodic theory. In an
early stage of this project, we tried to prove that three quantities as in Theorem 4.2,
the length of the loop-erasure, graph distance and effective resistance of S[0, 7',,]
are in fact logarithmically asymptotic to n% @ n% @ and n% (@ respectively, just
by using some general results of ergodic theory. However, since we could not find
such a way to achieve it, we decided to deal with the length of its loop-erasure by
establishing necessary results for the loop-erasure of usual simple random walks.
It seems difficult to derive similar results (e.g., moments estimates, existence of the
exponent for the first moment, efc.) for the graph distance and effective resistance.
But still we conjecture the following.

CONJECTURE 10.1. For d =2, 3, with probability one, we have

(10.1) dsio 7,1(0. S(Tw)) ~ nD,
(10.2) Ryio.7,1(0. S(T)) ~ nr@,
as n — oQ.

Since we have proved that len LE(S[0, 7,]) & n®@ it is natural to ask how
the distribution of the ratio:

len LE(S[0, T,,])
nee d)

behaves as n — oco. Recently, some distributional limit theorems for a class of
positive, stationary and mixing processes are established in [2]. Unfortunately, it
has not been proved or disproved that our quantity len LE(S[0, 7,]) belongs to
the class considered in [2]. However, we believe that our results derived in the
present article are useful to understand the behavior of the ratio and the structure
of random walk paths.
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