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#### Abstract

An important property of Kingman's coalescent is that, starting from a state with an infinite number of blocks, over any positive time horizon, it transitions into an almost surely finite number of blocks. This is known as "coming down from infinity". Moreover, of the many different (exchangeable) stochastic coalescent models, Kingman's coalescent is the "fastest" to come down from infinity. In this article, we study what happens when we counteract this "fastest" coalescent with the action of an extreme form of fragmentation. We augment Kingman's coalescent, where any two blocks merge at rate $c>0$, with a fragmentation mechanism where each block fragments at constant rate, $\lambda>0$, into its constituent elements. We prove that there exists a phase transition at $\lambda=c / 2$, between regimes where the resulting "fast" fragmentation-coalescence process is able to come down from infinity or not. In the case that $\lambda<c / 2$, we develop an excursion theory for the fast fragmentation-coalescence process out of which a number of interesting quantities can be computed explicitly.


1. Introduction. This paper considers the occurrence of a phenomenon which appears when we interplay the opposing effects of fragmentation and coalescence. Our setting is that of an adaptation of Kingman's coalescent, in which an aggressive form of fragmentation (splitting blocks up into their constituent elements) is introduced.

Recall that Kingman's coalescent describes a system of disjoint subsets covering $\mathbb{N}$, later referred to as blocks, such that any individual pair of blocks merge at a constant rate, say $c>0$, until the system has been reduced to a single block. Suppose we write $\mathbf{P}_{n}$ for the associated law of $K:=(K(t): t \geq 0)$, the number of blocks in the process, when issued from $n \in \mathbb{N}$. Kingman [12] addresses the question as to whether an entrance law of the chain $K$ exists at $\{+\infty\}$. Roughly speaking, he proved that, independently of the value of $c, \mathbf{P}_{\infty}:=\lim _{n \uparrow \infty} \mathbf{P}_{n}$ is well

[^0]defined in the appropriate sense. In particular, Kingman showed that when the coalescent is issued with an infinite number of blocks, it "comes down from infinity" meaning that $\mathbf{P}_{\infty}(K(t)<\infty)=1$ for all $t>0$. Moreover, it has been shown [2] that, $\mathbf{P}_{\infty}$-almost surely
$$
\lim _{t \downarrow 0} t K(t)=\frac{2}{c}
$$

This is what we refer to by the "speed" of coming down from infinity. Kingman's coalescent can be considered as the most basic model within a certain class of so-called exchangeable coalescent processes [18] in which multiple mergers of blocks are permitted (irrespective of any notion of their size). Berestycki et al. [4] show that Kingman's coalescent is the "fastest" coalescent to come down from infinity, in that $2 / c t$, for suitably small $t$, is a lower bound for the number of blocks at time $t$ for all such processes.

Berestycki [3] has also studied a very general class of (exchangeable) fragmen-tation-coalescent models, showing, amongst other things, that a stationary distribution always exists. In addition, he found a subclass of such processes combining Kingman's coalescent with certain forms of fragmentation that still come down from infinity. In light of this, we hypothesise that, in order for additionally interesting phenomena to emerge, we must choose a more extreme form of fragmentation to "compete" against Kingman's coalescent.

The "fast" fragmentation-coalescence process that we will work with follows the dynamics of Kingman's coalescent, but with the modification that each block in the system, at constant rate $\lambda>0$, is shattered into its constituent elements. A more precise definition and construction of the process as an exchangeable fragmentation-coalescent process will be given in Section 2, but for now, we are interested in a Markov chain $N:=(N(t): t \geq 0)$ on $\mathbb{N} \cup\{\infty\}$, which represents the number of blocks in the fast fragmentation-coalescence process. Its transitions are specified by the $Q$-matrix having entries given by the aforesaid Kingman and fragmentation dynamic, so that

$$
Q_{i, j}= \begin{cases}c\binom{i}{2}, & \text { if } j=i-1, \\ \lambda i, & \text { if } j=\infty\end{cases}
$$

We are interested in understanding whether the state $\{\infty\}$ is absorbing or recurrent for $N$. That is to say, we want to know whether it is possible to construct a recurrent extension of the process $N$ beyond its first hitting time of $\{\infty\}$, when issued from a point in $\mathbb{N}$. The idea that $N$ "comes down from infinity" is then clearly captured in the notion that the process instantaneously visits $\mathbb{N}$ after entering the state $\{\infty\}$. In Proposition 15 of [3], Berestycki gives sufficient conditions for an EFC process to come down from infinity. In doing so, he makes assumptions which specifically exclude our setting. Specifically, his assumptions (L) and (H) are violated by our
model as they require that blocks split into a finite number of of sub-blocks at a fragmentation event.

It turns out to be more convenient, however, to study the reciprocal process $M:=1 / N$. The case that there is a recurrent extension of $M$ from 0 corresponds to the ability of the fast fragmentation-coalescence process to come down from infinity. Moreover, if $M=0$ is an absorbing state then the fast fragmentationcoalescence process stays infinite. It transpires that $\theta:=2 \lambda / c$ is the quantity that governs this behaviour. Our main result in this respect is as follows.

THEOREM 1.1 (Phase transition). (i) If $0<\theta<1$, then $M:=(M(t): t \geq 0)$ is a recurrent Feller process on $\{1 / n: n \in \mathbb{N}\} \cup\{0\}$ such that 0 is instantaneously regular (that is to say 0 is a not a holding point) and not sticky (that is to say $\int_{0}^{\infty} \mathbf{1}_{\{M(s)=0\}} \mathrm{d} s=0$ almost surely).
(ii) If $\theta \geq 1$, then 0 is an absorbing state for $M$.

Theorem 1.1(i) also alludes to the existence of an excursion theory for the process $M$ away from 0 (equivalently $N$ from $\{+\infty\}$ ). Indeed combined with the recurrence properties of the point 0 given in Theorem 1.1(i) standard theory dictates that a local time exists for $M$ at 0 such that its inverse is a pure jump subordinator with infinite activity. Moreover, accompanying this local time is an excursion measure, $\mathbb{Q}$. Following classical excursion theory in Chapter XIX. 46 of Dellacherie and Meyer [8], we can write down an invariant measure for the transition semigroup of $M$ in terms of this excursion measure. On account of the fact that $M$ is a bounded recurrent process in $[0,1]$, we would expect this invariant measure to be a stationary distribution, that is to say, we would expect $M$ to possess an ergodic limit. With some additional work, the next theorem shows that the computations can be pushed even further to obtain an explicit stationary distribution.

THEOREM 1.2 (Stationary distribution). If $0<\theta<1$, then $M$ has stationary distribution given by

$$
\rho_{M}(1 / k)=\frac{(1-\theta)}{\Gamma(\theta)} \frac{\Gamma(k-1+\theta)}{\Gamma(k+1)}, \quad k \in \mathbb{N}
$$

which is a Beta-Geometric $(1-\theta, \theta)$ distribution and accordingly its probability generating function can be written in the form

$$
G(s)=1-(1-s)^{1-\theta} \quad s \in(0,1)
$$

Another property that can be captured in the recurrent case is that, in the appropriate sense, the rate of coming down from infinity matches that of Kingman's coalescent. To this end, let us denote by $\mathbb{P}_{1 / n}$, for $n \in \mathbb{N} \cup\{+\infty\}$, the probabilities of $M$.


Fig. 1. A computer simulation of the trajectories of $N\left(\right.$ blue ) and $M$ (black) restricted to $n=10^{6}$ integers, with $c=1$ and $\lambda=0.2$. The inset shows detail of typical behaviour near $M=0$; the red line here illustrates the "speed" predicted by Theorem 1.3.

THEOREM 1.3 (Speed of coming down from infinity). Suppose that $0<$ $\theta<1$ :
(i) Let $e_{1 / k}^{(\infty)}$ be the expected first hitting time of $1 / k$ by $M$ under $\mathbb{P}_{0}$. Then

$$
e_{1 / k}^{(\infty)}=\frac{2}{c(1-\theta) k} .
$$

(ii) Let $\epsilon$ denote an excursion of $M$, then

$$
\lim _{t \downarrow 0} \frac{t}{\epsilon(t)}=\frac{2}{c}, \quad \mathbb{Q} \text {-a.e. }
$$

We can see the phenomenon in Theorem 1.3(ii) in Figure 1 by zooming on the entrance of an excursion of $M$ from 0 . Since the local behaviour of an excursion only has coalescing events as in Kingman's coalescent, albeit that the coalescence rates are slightly adjusted to accommodate for suppressing fragmentation, and since $M=1 / N$ one might expect (ii) in view of (1). In fact, the proof of this result will actually use part of the proof in [2]. Finally, a natural question in excursion theory is to ask for the Hausdorff dimension of the zero set of $M$.

Theorem 1.4 (Hausdorff dimension). Suppose $0<\theta<1$. Let $Z=\{t$ : $M(t)=0\}$. Then the Hausdorff dimension of $Z$ equals $\theta$ almost surely.

The rest of the paper is organised as follows. The basis of the analysis as to whether $\{0\}$ is an absorbing or recurrent state for $M$ centres around the representation of our fast fragmentation-coalescent process as a path functional of a richer Markov process on the space of exchangeable partitions of the natural numbers. We therefore commit the next section to addressing this representation. We then prove the four main results in Sections 3, 4, 5 and 6.
2. Background. We start by reviewing the notion of an exchangeable random partition of the natural numbers. A partition of $\mathbb{N}$ is a set of subsets $\pi=$ $\left\{\pi_{1}, \pi_{2}, \ldots\right\}$, such that $\bigcup_{i=1}^{\infty} \pi_{i}=\mathbb{N}$ and $\pi_{i} \cap \pi_{j}=\varnothing, \forall i \neq j$, where for convenience, the blocks are ordered by least element. We denote the set of partitions of $\mathbb{N}$ by $\mathcal{P}$. We are also interested in such partitions restricted to $\{1, \ldots, n\}$, which we denote by $\mathcal{P}_{n}$.

It is straightforward to see that a partition $\pi \in \mathcal{P}$ admits an equivalence relation $j \stackrel{\pi}{\sim} k \Longleftrightarrow j, k \in \pi_{i}$ for some $i \in \mathbb{N}$. Suppose $\sigma$ is a permutation of $\mathbb{N}$ with finite support, then it can be applied to $\pi$ to define a new partition $\sigma(\pi)$ using this equivalence relation by letting $j \stackrel{\sigma(\pi)}{\sim} k \Longleftrightarrow \sigma(j) \stackrel{\pi}{\sim} \sigma(k)$. In other words, apply $\sigma^{-1}$ to the blocks of $\pi$ to make the blocks of $\sigma(\pi)$, then reorder these blocks by least element. This can be used to define an exchangeable measure.

DEFINITION 2.1. A sigma-finite measure, say $\mu$, on $\mathcal{P}$ is said to be exchangeable if for all permutations $\sigma$ with finite support, $\sigma(\pi)$ has the same law under $\mu$ as $\pi$.

We will now state several previous important results to do with exchangeable probability measures. First, we can link measures on the partition space to mass partition measures. A mass partition is a sequence, in decreasing order, $\mathbf{s}=\left(s_{1}, s_{2}, \ldots,\right)$, with positive elements that sum to at most 1 , and the space of all mass partitions is denoted $\mathcal{S}^{\downarrow}$. If we have a mass partition $\mathbf{s}$, we can use this to partition the unit interval $[0,1]$ into subintervals of length $s_{1}, s_{2}, \ldots$ We then sample from the uniform distribution on $[0,1]$ recursively $U_{1}, U_{2}, \ldots$ to see where they are positioned in this partition of the unit interval. We can define a partition $\pi \in \mathcal{P}$ (known as a paintbox) as follows:

$$
\begin{gathered}
j \stackrel{\pi}{\sim} k \Longleftrightarrow j=k \text { or } U_{j} \text { and } U_{k} \text { are in the same block } \\
\\
\text { in the unit interval partition. }
\end{gathered}
$$

Note, it may be the case that $\sum_{i=1}^{\infty} s_{i}<1$ and so part of the unit interval is not covered by the partition. In this case, if $U_{j}$ does not land in any of the $\left\{s_{i}: i \geq 1\right\}$, then $\{j\}$ is taken to be a singleton block of $\pi$. Suppose that for a given $\mathbf{s} \in \mathcal{S}^{\downarrow}$ we write $\rho_{\mathbf{s}}$ for the law of the associated paintbox. Kingman [11] shows that $\mu$ is an exchangeable probability measure if and only if, for $\pi \in \mathcal{P}$, there exists a probability measure, $v$, on $\mathcal{S}^{\downarrow}$ such that

$$
\begin{equation*}
\mu(d \pi)=\int_{\mathcal{S} \downarrow} \rho_{\mathbf{s}}(d \pi) \nu(\mathrm{d} \mathbf{s}) . \tag{2.1}
\end{equation*}
$$

It is also worthy of note that if $v$ is not a probability measure, but instead a sigmafinite measure, then $\mu$ is also an exchangeable sigma-finite measure.

As is suggested by (2.1), the asymptotic frequencies of block partitions, defined as

$$
\left|\pi_{i}\right|=\lim _{n \rightarrow \infty} \frac{1}{n} \#\left\{\pi_{i} \cap\{1, \ldots, n\}\right\},
$$

exist $\mu$-almost everywhere and, when ranked in decreasing order, correspond in law to $\left\{s_{i}: i \geq 1\right\}$ under $\nu$. A more subtle version of this statement is that all partition blocks contain a either positive fraction of the integers or just a singleton. Moreover if there are singletons, there are infinitely many of them and the union of all of them has positive asymptotic frequency almost surely.

Exchangeable fragmentation-coalescence processes (EFC processes) were introduced by Berestycki [3] with applications in physical chemistry and mathematical genetics (amongst others). In short, they superimpose the stochastic mechanisms that drive homogeneous fragmentation processes (introduced by Bertoin [6], with other examples from Aldous and Pitman [1], Bertoin [5] and Pitman [15]) and exchangeable coalescence processes (first studied by Kingman [12] and later generalised by Pitman [15], Sagitov [17], Schweinsberg [18] and Möhle and Sagitov [13]).

Little has been done on EFCs in the probabilistic literature beyond the seminal work of Berestycki [3] and we know only of the works [7] and [9]. The former computes the stationary distribution for a specific class of EFCs (different from ours) and the latter considers how other some EFCs, which may be regarded as logistic branching processes, can be analysed in the light of a duality relation with certain SDEs. The work we present here adds a third contribution in this respect.

The following definitions are mostly taken from Berestycki [3]. First, we say that a family of $\mathcal{P}_{n}$-valued processes, $\left(\Pi^{(n)}\right)_{n \in \mathbb{N}}$, is compatible if the restriction of $\Pi^{(n+1)}$ to $\{1, \ldots, n\}$ is almost surely equal to $\Pi^{(n)}$. If we have such a family then almost surely this determines a unique $\mathcal{P}$-valued process $\Pi$ such that the restriction of $\Pi$ to $\{1, \ldots, n\}$ is $\Pi^{(n)}$.

DEFINITION 2.2. A $\mathcal{P}$-valued process $\Pi:=(\Pi(t), t \geq 0)$, is an EFC process if:

1. for each $t \geq 0, \Pi(t)=\left(\Pi_{1}(t), \Pi_{2}(t), \ldots\right)$ is an exchangeable partition,
2. its restrictions, $\Pi^{(n)}$, are càdlàg Markov chains which can only evolve by fragmentation of one block or by coagulation.

Note, in the above definition, by càdlàg, we mean with respect to the metric $d\left(\pi^{\prime}, \pi^{\prime \prime}\right)=1 / \max \left\{n \in \mathbb{N}: \pi^{\prime} \cap[n]=\pi^{\prime \prime} \cap[n]\right\}$ for $\pi^{\prime}, \pi^{\prime \prime} \in \mathcal{P}$.

Berestycki [3] shows that all EFC processes can be decomposed in terms of two independent Poisson point processes, one for coalescence and one for fragmentation. Rather than give a full exposition here, we focus on the specific EFC that will lead to the fast fragmentation-coalescent process that we are interested in.

In order to do so, we need to define the fragmentation and coalescence operators which will form the dynamics of EFC processes. If we have $\pi, \pi^{\prime} \in \mathcal{P}$, we define the coagulation of $\pi$ by $\pi^{\prime}$, written $\operatorname{Coag}\left(\pi, \pi^{\prime}\right)$ as a third partition $\pi^{\prime \prime}$ where

$$
\pi_{i}^{\prime \prime}=\bigcup_{j \in \pi_{i}^{\prime}} \pi_{j}
$$

In addition, the fragmentation of the $k$ th block of $\pi$ by $\pi^{\prime}$, written $\operatorname{Frag}\left(\pi, \pi^{\prime}, k\right)$ is a third partition $\tilde{\pi}$ whose blocks are $\pi_{i}$ for $i \neq k$ and $\pi_{k} \cap \pi_{j}^{\prime}$ for $j \in \mathbb{N}$. These blocks may need to be reordered to ensure that they are still ordered by least element. With these dynamics in place we can define an EFC process.

Next, we need to introduce two measures, $C$ and $F$, which give the rates at which fragmentation and coalescence will occur in the aforesaid Poisson point processes. For all $i, j \in \mathbb{N}$ such that $i \neq j$, let $\epsilon_{i, j}$ be the partition which has only one block that is not a singleton, namely the block $\{i, j\}$. We take $\kappa=\sum_{i<j} \delta_{\epsilon_{i, j}}$ and $C=с \kappa$. This is the exchangeable measure which corresponds to all pairs of blocks coalescing at constant rate $c$.

For the fragmentation measure, $F$, as alluded to in the Introduction, we will work with an extreme case. Specifically, if we define $\mathbf{0}=(\{1\},\{2\}, \ldots)$, then we take $F=\lambda \delta_{\mathbf{0}}$, for $\lambda>0$. That is to say, each block is fragmented entirely into its constituent singletons. This is a valid exchangeable measure as we can take $v_{\text {Disl }}=\lambda \delta_{\underline{0}}$, where $\underline{0}$ is the mass partition made of an infinite sequence of zeros. Then, with no erosion present, the paintbox of $v_{\text {Disl }}$ gives $F$ as required.

Finally, we introduce the two independent Poisson point processes and show how they are composed to generate the paths of the exchangeable fast fragmenta-tion-coalescence process (EFFC processes). Let $P P P_{C}$ be a Poisson point process on $[0, \infty) \times \mathcal{P}$ with intensity $\mathrm{d} t \times C(d \pi)$ and let $P P P_{F}$ be a Poisson point process on $[0, \infty) \times \mathcal{P} \times \mathbb{N}$ with intensity $\mathrm{d} t \times F(d \pi) \times \#(d k)$ (here $\#$ is the counting measure on $\mathbb{N}$ and we understand the set $[0, \infty)$ to take the role of time). Pick $\Pi(0)=\pi \in \mathcal{P}$ for the starting value of $\Pi$ and we evolve the process $\Pi$ according to arrivals as points in $P P P_{C}$ and $P P P_{F}$ as follows. If $t$ is not an atom time of $P P P_{C}$ or $P P P_{F}$, then $\Pi(t)=\Pi(t-)$. If $t$ is an atom time of $P P P_{C}$, then $\Pi_{i}(t)=\operatorname{Coag}\left(\Pi_{i}(t-), \pi(t)\right)$, where $\pi(t)$ is the accompanying mark in $\mathcal{P}$ at the atom time $t$. Finally, if $t$ is a an atom time of $P P P_{F}$ then $\Pi(t)=\operatorname{Frag}(\Pi(t-), \pi(t), k(t))$, where $(\pi(t), k(t))$ is the accompanying mark in $\mathcal{P} \times \mathbb{N}$ at the atom time $t$. A direct consequence of this construction is that $\Pi$ is a strong Markov process. We shall denote its probabilities by $\mathrm{P}_{\pi}, \pi \in \mathcal{P}$. Let $[n]=\{1, \ldots, n\}$, for each $n \in \mathbb{N}$.

One of the main results in Berestycki [3] concerns the existence of a stationary distribution of all EFC processes. In particular, for the EFFC process, we have the following result.

THEOREM 2.3 (Berestycki [3]). For all $\pi \in \mathcal{P}$ such that $\Pi(0)=\pi$, there exists an exchangeable probability measure $\rho$ on $\mathcal{P}$ such that $\Pi(t) \Rightarrow \rho$ as $t \rightarrow \infty$.

Recall that we write $N(t)$ for the number of blocks in the system $\Pi(t)$ at time $t \geq 0$ (with the understanding that its value may be $+\infty$ ). In completing this section, let us remark on how the property of right-continuity of $\Pi$ transfers to the setting of the number of blocks.

Proposition 2.4. The process $(N(t), t \geq 0)$ has a right-continuous version.
Proof. Berestycki [3] showed that $\Pi$ is a Feller process and, therefore, has a right-continuous version. Proposition 2.4 does not follow immediately from Berestycki's result because the function which maps a partition in $\mathcal{P}$ to its number of blocks is not a continuous function with respect to the metric $d(\cdot, \cdot)$ defined above. However, note that, for all $k \in \mathbb{N}$, the set of times during which the process has $k$ blocks is a union of intervals of the form [ $s, t)$. Therefore, if $N(t)<\infty$, then $N$ is right-continuous at $t$. That $N$ is right-continuous at $t$ when $N(t)=\infty$ follows from the fact that $\Pi$ has a right-continuous version, and if $\left(\pi_{n}\right)_{n=1}^{\infty}$ is a sequence in $\mathcal{P}$ that converges to a partition $\pi$ with infinitely many blocks, then the number of blocks of $\pi_{n}$ tends to infinity as $n \rightarrow \infty$.
3. Proof of Theorem 1.1. Let $T=\inf \{t>0: N(t)<\infty\}$. The next lemma shows that when $\theta \in(0,1)$, we have $T=0$ a.s., which establishes that the process instantaneously comes down from infinity.

Lemma 3.1. If $\theta \in(0,1)$ and $\pi \in \mathcal{P}$, then $\mathrm{P}_{\pi}(T=0)=1$.
Proof. We first look at the probability of hitting the state with 1 block without any fragmentation event occurring when the process starts with $n$ blocks. Suppose we label this probability $p_{n, 1}$. Recall that $\theta:=2 \lambda / c$. From the definition of the model, it is straightforward to see that

$$
\begin{equation*}
p_{n, 1}=\prod_{k=2}^{n} \frac{c\binom{k}{2}}{\lambda k+c\binom{k}{2}}=\prod_{k=2}^{n} \frac{k-1}{k-1+\theta}=\frac{\Gamma(n) \Gamma(1+\theta)}{\Gamma(n+\theta)} \sim \Gamma(1+\theta) n^{-\theta}, \tag{3.1}
\end{equation*}
$$

as $n$ tends to infinity. We now find an expression for the expected time until the first fragmentation event. Write $\mathbb{P}_{n}$ to denote probabilities when the process starts with $n$ blocks. First, we find the probability that the first fragmentation event occurs when the process is in a state with $k$ blocks, which we denote $r_{k}^{(n)}$. To this end, define $\tau_{k}=\inf \{t>0: N(t)=k\}$ for $k \in \mathbb{N} \cup\{+\infty\}$, and see that

$$
\begin{align*}
r_{k}^{(n)} & =\mathbb{P}_{n}\left(N\left(\tau_{\infty}-\right)=k\right)=\frac{\lambda k}{\lambda k+c\binom{k}{2}} \prod_{j=k+1}^{n} \frac{c\binom{j}{2}}{\lambda j+c\binom{j}{2}} \\
& =\frac{\theta}{k-1+\theta} \prod_{j=k+1}^{n} \frac{j-1}{j-1+\theta}=\frac{\theta}{k-1+\theta} \frac{\Gamma(k+\theta) \Gamma(n)}{\Gamma(n+\theta) \Gamma(k)}  \tag{3.2}\\
& =\frac{\theta \Gamma(n) \Gamma(k-1+\theta)}{\Gamma(n+\theta) \Gamma(k)} .
\end{align*}
$$

Next, we aim to bound the expected time for the process to reach a state with $k$ blocks if there is no fragmentation event. Note that $N$ has skip-free downward paths so that

$$
\begin{align*}
t_{k}^{(n)} & =\mathbb{E}_{n}\left[\tau_{k} \mid \tau_{k}<\tau_{\infty}\right]=\sum_{j=k+1}^{n} \mathbb{E}_{j}\left[\tau_{j-1} \mid \tau_{j-1}<\tau_{\infty}\right] \\
& =\sum_{j=k+1}^{n} \frac{2}{2 \lambda j+c j(j-1)} \leq \sum_{j=k+1}^{n} \frac{2}{c j(j-1)}  \tag{3.3}\\
& \leq \frac{2}{c k}
\end{align*}
$$

We can combine these last two quantities to bound the expected time until the first fragmentation event. We split over the number of blocks when the first fragmentation event can occur to see that, with the help of (3.2) and (3.3),

$$
\begin{aligned}
\mathbb{E}_{n}\left[\tau_{\infty}\right] & =\sum_{k=1}^{n}\left(t_{k}^{(n)}+\frac{1}{\lambda k+c\binom{k}{2}}\right) r_{k}^{(n)} \\
& \leq \sum_{k=1}^{n}\left(\frac{2}{c k}+\frac{1}{\lambda k+c\binom{k}{2}}\right) \frac{\theta \Gamma(n) \Gamma(k-1+\theta)}{\Gamma(n+\theta) \Gamma(k)} \\
& \leq \frac{\Gamma(n)}{\lambda c \Gamma(n+\theta)} \sum_{k=1}^{n} \frac{(2 \lambda+c) \theta \Gamma(k-1+\theta)}{\Gamma(k+1)}
\end{aligned}
$$

For the next part of the proof, consider a slightly different Markov process on $\mathcal{P}_{n}$, say $\widehat{\Pi}^{(n)}$, where the rates of coalescence and fragmentation are the same as $\Pi^{(n)}$ (the process $\Pi$ restricted to $\{1, \ldots, n\}$ ), but when fragmentation occurs, we return to the state $(\{1\},\{2\}, \ldots,\{n\})$. We can consider, for $\widehat{\Pi}^{(n)}$, the number of times the system attempts to descend to the state $[n]$ in which all integers are in a single block from the initial state $(\{1\},\{2\}, \ldots,\{n\})$. (The "failure" event corresponds to the event that a fragmentation occurs during a sojourn from singletons to $[n]$.) It is a geometric random variable with success rate $p_{n, 1}$ and the expected value of this random variable (expected number of attempts until success) will be $p_{n, 1}^{-1}$. The above tells us the expected amount of time each failure will take, so recalling that $\mathbf{0}$ denotes the partition of $\mathbb{N}$ into singletons, we have

$$
\mathrm{E}_{0}\left[\text { Time for } \widehat{\Pi}^{(n)} \text { to hit }[n]\right] \leq p_{n, 1}^{-1} \mathbb{E}_{n}\left[\tau_{\infty}\right]
$$

The expected time for $\widehat{\Pi}^{(n)}$ to hit [ $n$ ] could only decrease if the process started from a different initial state. Furthermore, it is easy to see that the expected time to hit [ $n$ ] from any given initial state is larger for $\widehat{\Pi}^{(n)}$ than for $\Pi^{(n)}$. Therefore, letting $\pi \in \mathcal{P}$ be a partition with infinitely many blocks, we have

$$
e_{1}^{(n)}:=\mathrm{E}_{\pi}\left[\text { Time for } \Pi^{(n)} \text { to hit }[n]\right] \leq p_{n, 1}^{-1} \mathbb{E}_{n}\left[\tau_{\infty}\right]
$$

Hence, by (3.1), we have

$$
\begin{aligned}
e_{1}^{(n)} & \leq \frac{1}{\lambda c}\left(\frac{\Gamma(n+\theta)}{\Gamma(n) \Gamma(1+\theta)}\right) \frac{\Gamma(n)}{\Gamma(n+\theta)} \sum_{k=1}^{n} \frac{(2 \lambda+c) \theta \Gamma(k-1+\theta)}{\Gamma(k+1)} \\
& \leq \frac{1}{\lambda c \Gamma(\theta)} \sum_{k=1}^{n} \frac{(2 \lambda+c) \Gamma(k-1+\theta)}{\Gamma(k+1)} \\
& \leq D \sum_{k=1}^{n} k^{\theta-2} \\
& \leq D \sum_{k=1}^{\infty} k^{\theta-2}
\end{aligned}
$$

where $D$ is a constant that does not depend on $n$ or on the initial state $\pi$. The above is finite if and only if $0<\theta<1$, uniformly for all $n$. It follows that if $\theta \in(0,1)$, then $\sup _{n} e_{1}^{(n)}<\infty$.

Now let $\tau_{1}^{(n)}=\inf \left\{t: \Pi^{(n)}(t)=[n]\right\}$ be the first time that the integers $1, \ldots, n$ are all in the same block. Then $\tau_{1}^{(1)} \leq \tau_{1}^{(2)} \leq \cdots$, and so $\tau_{1}^{(n)}$ increases to some limit $\tau_{1}^{(\infty)}$. As $\sup _{n} e_{1}^{(n)}<\infty$, it follows from the monotone convergence theorem that $\mathrm{E}_{\pi}\left[\tau_{1}^{(\infty)}\right]<\infty$ and so $\tau_{1}^{(\infty)}<\infty$ a.s. Hence, $N\left(\tau_{1}^{(\infty)}\right)=1$, and so $\tau_{1}^{(\infty)}=\tau_{1}$. It follows that $\tau_{1}$ and thus $T$ are almost surely finite.

To prove that $T=0$ almost surely, we bound the expected time for $N$ to hit $k$ from initial state $n$ uniformly in $n$ and prove that this converges to 0 as $k \rightarrow \infty$. The proof is very similar to the argument above. To this end, let $p_{n, k}$ be the probability of $N$ hitting the state with $k$ blocks before a fragmentation event occurs. A similar calculation to (3.1) gives

$$
\begin{equation*}
p_{n, k}=\frac{\Gamma(k+\theta) \Gamma(n)}{\Gamma(n+\theta) \Gamma(k)} . \tag{3.4}
\end{equation*}
$$

Then using the same argument as for $e_{1}^{(n)}$, the expected time to hit a state with $k$ blocks, written $e_{k}^{(n)}$, satisfies

$$
\begin{aligned}
e_{k}^{(n)} & \leq p_{n, k}^{-1} \mathbb{E}_{n}\left[\tau_{\infty}\right] \\
& \leq\left(\frac{\Gamma(n+\theta) \Gamma(k)}{\Gamma(k+\theta) \Gamma(n)}\right) \frac{\Gamma(n)}{\lambda c \Gamma(n+\theta)} \sum_{j=1}^{n} \frac{(2 \lambda+c) \theta \Gamma(j-1+\theta)}{\Gamma(j+1)} \\
& \leq \frac{\Gamma(k)}{\lambda c \Gamma(k+\theta)} \sum_{j=1}^{\infty} \frac{(2 \lambda+c) \theta \Gamma(j-1+\theta)}{\Gamma(j+1)},
\end{aligned}
$$

and so

$$
\sup _{n} e_{k}^{(n)} \leq \frac{\Gamma(k)}{\lambda c \Gamma(k+\theta)} \sum_{j=1}^{\infty} \frac{(2 \lambda+c) \theta \Gamma(j-1+\theta)}{\Gamma(j+1)} \rightarrow 0,
$$

as $k \rightarrow \infty$, because the series is finite for $0<\theta<1$. Let $\tau_{k}^{(n)}$ denote the first time the process $\Pi_{n}$ has $k$ blocks. Then $\tau_{k}^{(k)} \leq \tau_{k}^{(k+1)} \leq \cdots$, so $\tau_{k}^{(n)}$ increases to some limit $\tau_{k}^{(\infty)}$. Also, by a similar argument to one given earlier, $N\left(\tau_{k}^{(\infty)}\right)=k$ and so $\tau_{k}^{(\infty)}=\tau_{k}$. Thus,

$$
0 \leq \mathrm{E}_{\pi}[T] \leq e_{k}^{(\infty)} \rightarrow 0
$$

as $k \rightarrow \infty$. It follows that $T=0$ almost surely, as required.
The next result shows that, when the process starts from the partition of the positive integers into singletons, although the process immediately comes down from infinity, there are also fragmentation events at arbitrarily small times which cause the number of blocks to become infinite.

Lemma 3.2. Let $S=\inf \{t>0: N(t)=\infty\}$. If $\theta \in(0,1)$ and $\pi$ is a partition with infinitely many blocks, then $\mathrm{P}_{\pi}(S=0)=1$.

Proof. Let $F_{k}$ be the number of fragmentations that occur before the first time the number of blocks reaches $k$, so that $p_{n, k}=\mathbb{P}_{n}\left(F_{k}=0\right)$ is the probability that $N$ drops from $n$ to $k$ without a fragmentation occurring. When a fragmentation occurs, the process $N$ must first return to a state with $n$ blocks before it can reach a state with $k$ blocks. Hence, we can conclude that, for all $n \geq k$, the random variable $F_{k}$ stochastically dominates a geometric random variable with success probability $p_{n, k}$. Therefore, appealing to (3.4), for all $j, k \in \mathbb{N}$, and $n \geq k$ we have

$$
\mathrm{P}_{\pi}\left(F_{k}>j\right) \geq\left(1-\frac{\Gamma(k+\theta) \Gamma(n)}{\Gamma(n+\theta) \Gamma(k)}\right)^{j}
$$

Hence, as the right-hand side converges to 1 as $n \rightarrow \infty$, we can therefore conclude that for all $k \in \mathbb{N}$, the number of fragmentation events that occur before the process reaches any state with $k$ blocks is infinite almost surely. The result follows.

Lemma 3.3. If $\theta \in(0,1)$ and $\pi \in \mathcal{P}$, then $\int_{0}^{\infty} \mathbf{1}_{\{N(t)=\infty\}} \mathrm{d} t=0, \mathrm{P}_{\pi}$-almost surely.

Proof. Let $N_{n}(t)$ be the number of blocks in the partition $\Pi^{(n)}(t)$. For $k, n \in$ $\mathbb{N} \cup\{+\infty\}$ with $2 \leq k \leq n$, let

$$
g_{k}^{(n)}=\mathrm{E}_{\pi}\left[\int_{0}^{\tau_{1}^{(n)}} \mathbf{1}_{\left\{N_{n}(t)=k\right\}} \mathrm{d} t\right]
$$

be the expected amount of time for which the process $\Pi^{(n)}$ has $k$ blocks, before the time $\tau_{1}^{(n)}$. To calculate $g_{k}^{(\infty)}$, note that each time the process $N$ visits the state $k$, it has probability $p_{k, 1}$ of reaching the state 1 before fragmentation, and if there is a fragmentation the process must return to $k$ before reaching the state 1 . Therefore, assuming there are initially at least $k$ blocks, the process makes $p_{k, 1}^{-1}$ visits to $k$ on average before time $\tau_{1}^{(\infty)}$, and thus

$$
g_{k}^{(\infty)}=\frac{1}{p_{k, 1}} \cdot \frac{1}{\lambda k+c\binom{k}{2}}
$$

When the process $N_{n}$ visits $k$, there is still probability $p_{k, 1}$ that the process reaches the state with one block before fragmentation, but the process could have fewer than $k$ blocks after fragmentation in which case it could still have another chance to reach the state 1 before returning to $k$. It follows that

$$
g_{k}^{(n)} \leq g_{k}^{(\infty)}
$$

for $2 \leq k \leq n$. Thus,

$$
\mathrm{E}_{\pi}\left[\tau_{1}^{(\infty)}\right]=\sum_{k=2}^{\infty} g_{k}^{(\infty)}+g_{\infty}^{(\infty)} \geq \sum_{k=2}^{n} g_{k}^{(n)}+g_{\infty}^{(\infty)}=\mathrm{E}_{\pi}\left[\tau_{1}^{(n)}\right]+g_{\infty}^{(\infty)}
$$

Because the times $\tau_{1}^{(n)}$ increase to $\tau_{1}^{(\infty)}$, which has finite mean as shown in the proof of Lemma 3.1, it follows by letting $n \rightarrow \infty$ and using the monotone convergence theorem that $g_{\infty}^{(\infty)}=0$. That is, with probability one, the set of times that $N$ spends in the state $\infty$ before time $\tau_{1}^{(\infty)}$ has Lebesgue measure zero. This is sufficient to establish the result.

To prove part (i) of Theorem 1.1, it remains to show that $M$ and $N$ are strong Markov processes. It is known from results of Berestycki [3] that the partitionvalued EFFC process $\Pi$ is a Feller process. However, while the processes $M$ and $N$ clearly evolve in a Markovian way when there are only finitely many blocks, one could be concerned about whether the Markov property holds when there are infinitely many blocks, especially in view of the unusual behavior described in Lemmas 3.1 and 3.2. In particular, there is the question of whether knowing that the partition has infinitely many blocks provides sufficient information about the partition to determine how the number of blocks evolves in the future. The lemma below settles this question.

Lemma 3.4. If $\theta(0,1)$, then $(M(t), t \geq 0)$ and $(N(t), t \geq 0)$ are Feller processes.

Proof. For $k \in \mathbb{N}$ and $t \geq 0$, let $S_{k}(t)=\inf \left\{u: \int_{0}^{u} \mathbf{1}_{\{N(s) \leq k\}} d s>t\right\}$. Then let

$$
\hat{N}_{k}(t)=N\left(S_{k}(t)\right), \quad t \geq 0
$$

Note that the process $\hat{N}_{k}$ is the same as the original process $N$, except that the periods during which the partition has more than $k$ blocks are cut out. After every fragmentation event, the process $\hat{N}_{k}$ jumps to $k$. Therefore, $\left(\hat{N}_{k}(t), t \geq 0\right)$ is a continuous-time Markov chain with state space $\{1, \ldots, k\}$ and transition rates $\hat{Q}_{j, j-1}=c\binom{j}{2}$ for $2 \leq j \leq k$ and $\hat{Q}_{j, k}=\lambda j$ for $1 \leq j \leq k-1$. Let $p_{t}^{k}(i, j)=$ $P\left(\hat{N}_{k}(s+t)=j \mid \hat{N}_{k}(s)=i\right), t \geq 0, i, j \in\{1, \ldots, k\}$, denote the transition probabilities associated with this chain.

Because $\int_{0}^{\infty} \mathbf{1}_{\{N(t)=\infty\}} \mathrm{d} t=0$ a.s. by Lemma 3.3, it follows that for all $t \geq$ 0 , we have $S_{k}(t) \downarrow t$ a.s. as $k \rightarrow \infty$. Since $(N(t), t \geq 0)$ is right-continuous by Proposition 2.4, it follows that $\hat{N}_{k}(t) \rightarrow N(t)$ a.s. as $k \rightarrow \infty$. Therefore, for all times $t_{1}<\cdots<t_{m}$ and positive integers $j_{1}, \ldots, j_{m}$, we have

$$
\lim _{k \rightarrow \infty} P\left(\hat{N}_{k}\left(t_{1}\right)=j_{1}, \ldots, \hat{N}_{k}\left(t_{m}\right)=j_{m}\right)=P\left(N\left(t_{1}\right)=j_{1}, \ldots, N\left(t_{m}\right)=j_{m}\right)
$$

by the dominated convergence theorem. By applying this result when $m=1$ and the initial partition has $i$ blocks, we obtain for all $i \in \mathbb{N}, j \in \mathbb{N}$, and $t>0$, the existence of the limit

$$
p_{t}(i, j):=\lim _{k \rightarrow \infty} p_{t}^{k}(i, j)
$$

Likewise, by considering an initial condition in which the partition has infinitely many blocks, we obtain for all $j \in \mathbb{N}$ and $t>0$ the existence of the limit:

$$
p_{t}(\infty, j):=\lim _{k \rightarrow \infty} p_{t}^{k}(k, j)
$$

Also, because $\int_{0}^{\infty} \mathbf{1}_{\{N(t)=\infty\}} \mathrm{d} t=0$ a.s., it is not hard to see that $\mathrm{P}_{\pi}(N(t)=\infty)=$ 0 for all $t>0$ and $\pi \in \mathcal{P}$. Therefore, for all $t>0$, we let $p_{t}(i, \infty):=0$ for all $i \in$ $\mathbb{N} \cup\{+\infty\}$. It then follows that, if $\pi$ has $i$ blocks, then for $j_{1}, \ldots, j_{m} \in \mathbb{N} \cup\{+\infty\}$,

$$
\begin{aligned}
& \mathrm{P}_{\pi}\left(N\left(t_{1}\right)=j_{1}, \ldots, N\left(t_{m}\right)=j_{m}\right) \\
& \quad=p_{t_{1}}\left(i, j_{i}\right) p_{t_{2}-t_{1}}\left(j_{1}, j_{2}\right) \cdots p_{t_{m}-t_{m-1}}\left(j_{m-1}, j_{m}\right)
\end{aligned}
$$

Thus, $(N(t), t \geq 0)$ is a continuous-time Markov process with transition probabilities $p_{t}$.

It remains to check that $N$ and, therefore, $M$, is Feller. Let $f: \mathbb{N} \cup\{+\infty\} \rightarrow$ $(0, \infty)$ be a continuous function, which in this setting means that $\lim _{n \rightarrow \infty} f(n)=$ $f(\infty)$. Note that the function $f$ must be bounded. Using $\mathbb{P}_{n}$ to denote the law of $N$ started from $n$, we need to show that:

1. For all $n \in \mathbb{N} \cup\{+\infty\}$, we have $\lim _{t \rightarrow 0} \mathbb{E}_{n}[f(N(t))]=f(n)$.
2. For all $t>0$, the function $n \mapsto \mathbb{E}_{n}[f(N(t))]$ is continuous.

The first of these claims follows immediately from the right continuity of $(N(t), t \geq 0)$; see Proposition 2.4, the boundedness of $f$ and the dominated convergence theorem. To prove the second claim, we need to show that

$$
\lim _{n \rightarrow \infty} \mathbb{E}_{n}[f(N(t))]=\mathbb{E}_{\infty}[f(N(t))]
$$

It suffices to show that for all $j \in \mathbb{N}$ and $t>0$, we have

$$
\lim _{n \rightarrow \infty} p_{t}(n, j)=p_{t}(\infty, j)
$$

For $n \leq k<\infty$, let $\zeta_{n, k}=\inf \left\{t: \hat{N}_{k}(t)=n\right\}$. Observe that $S_{k}\left(t+\zeta_{n, k}\right) \downarrow t+\tau_{n}$ as $k \rightarrow \infty$. Also, if the initial partition has infinitely many blocks, then $\tau_{n} \downarrow 0$ as $n \rightarrow \infty$ by Lemma 3.1. Therefore, using the right continuity on ( $N(t), t \geq 0$ ) in the first two lines and the strong Markov property of $\left(\hat{N}_{k}(t), t \geq 0\right)$ in the third line, we get

$$
\begin{aligned}
p_{t}(\infty, j) & =\lim _{n \rightarrow \infty} \mathrm{P}_{\mathbf{0}}\left(N\left(t+\tau_{n}\right)=j\right) \\
& =\lim _{n \rightarrow \infty} \lim _{k \rightarrow \infty} \mathrm{P}_{\mathbf{0}}\left(\hat{N}_{k}\left(t+\zeta_{n, k}\right)=j\right) \\
& =\lim _{n \rightarrow \infty} \lim _{k \rightarrow \infty} p_{t}^{k}(n, j) \\
& =\lim _{n \rightarrow \infty} p_{t}(n, j),
\end{aligned}
$$

which completes the proof.
Proof of Theorem 1.1. The process $M$ is a Feller process, and thus strong Markov, by Lemma 3.4. That 0 is a regular point of $M$ follows from Lemma 3.2, and that 0 is not a holding point follows from Lemma 3.1. That 0 is nonsticky is a consequence of Lemma 3.3. The proof of part (i) of Theorem 1.1 is now complete.

To prove part (ii) of the theorem, we consider the excursions from infinity of the process $N$ and show that no such excursions can exist. Let $u_{k}$ be the expected waiting time in a state with $k$ blocks, specifically

$$
u_{k}=\frac{2}{2 \lambda k+c k(k-1)} .
$$

Fix $t>0$, and let $s_{k}(t)$ be the expected time spent in a state with $k$ blocks during excursions that started before time $t$. Also, let $E_{k}(t)$ be the expected number of excursions started before time $t$ that reach a state with $k$ blocks. Then

$$
s_{k}(t)=E_{k}(t) \cdot u_{k}
$$

and in particular

$$
\begin{aligned}
s_{1}(t) & =E_{1}(t) \cdot u_{1} \\
& =\frac{1}{\lambda} E_{k}(t) \cdot p_{k, 1}
\end{aligned}
$$

because once an excursion has reached a state with $k$ blocks, the probability that it reaches a state with just 1 block is $p_{k, 1}$ from (3.1). Hence, for all $k \in \mathbb{N}$ we have

$$
\frac{s_{k}(t)}{s_{1}(t)}=\frac{\lambda u_{k}}{p_{k, 1}}
$$

as long as $s_{k}(t)>0$ for all $k$. Thus, assuming for a contradiction, that this is the case we have that

$$
\begin{aligned}
\sum_{k=1}^{\infty} \frac{s_{k}(t)}{s_{1}(t)} & =\frac{2 \lambda}{c} \sum_{k=1}^{\infty} \frac{1}{p_{k, 1}} \frac{1}{k(k-1+\theta)} \\
& =\theta \sum_{k=1}^{\infty} \frac{\Gamma(k+\theta)}{\Gamma(k) \Gamma(1+\theta) k(k-1+\theta)}
\end{aligned}
$$

which is $+\infty$ if, and only if, $\lambda / c \geq 1 / 2$, as then $\theta \geq 1$. However, the expected total time spent on excursions that start before time $t$ is finite almost surely, so we must conclude that $s_{k}(t)=0$ for all $k \in \mathbb{N}$, that is, $\Pi$ stays infinite almost surely.
4. Proof of Theorem 1.2. On account of the fact that $M$ is a Feller (and hence strong Markov) process, standard theory now allows us to invoke the existence of a local time at zero for $M$, denoted by $L=\left(L_{t}: t \geq 0\right)$, such that the right inverse of $L$, say $L^{-1}$, is a pure jump subordinator. As 0 is instantaneous regular for $M$, it follows that $L^{-1}$ has infinite activity. The periods of time where the process is in a state with finitely many blocks correspond to the the excursions away from zero for $M$. Moreover, the fact that the state 0 is not sticky for $M$ implies that $L^{-1}$ is pure jump with no drift component. Classical results from excursion theory (cf. Chapter XIX. 46 of Dellacherie and Meyer [8]) give us a way to construct the stationary distribution, $\rho_{M}$, of $M$ using the excursion measure. To this end, let us introduce the canonical space of excursions, that is càdlàg measurable mappings $\epsilon:(0, \zeta] \rightarrow\{1 / n: n \in \mathbb{N}\} \cup\{0\}$, where $\zeta=\inf \{t>0: \epsilon(t)=0\}$ and $\lim _{t \downarrow 0} \epsilon(t)=$ 0 , with associated excursion measure (not a probability measure) $\mathbb{Q}$.

First note, that $\rho_{M}$ has no atom at zero as it is not a sticky point, equivalently, the inverse local time has no linear component. Again, referring to Chapter XIX. 46 of Dellacherie and Meyer [8], we have that, when $\mathbb{Q}(\zeta)<\infty$, for $k \in \mathbb{N}$,

$$
\rho_{M}(1 / k)=\frac{\mathbb{Q}\left(\int_{0}^{\zeta} \mathbf{1}_{\{\epsilon(t)=1 / k\}} \mathrm{d} t\right)}{\mathbb{Q}(\zeta)}
$$

It is difficult to compute this quantity directly starting from zero, however, we can appeal to a technique that uses the strong Markov property for excursions; see Section VI. 48 of [16]. Let $\sigma_{1 / n}=\inf \{t>0: \epsilon(t)=1 / n\}$, then we see that, for $n>k$,

$$
\mathbb{Q}\left(\int_{0}^{\zeta} \mathbf{1}_{\{\epsilon(t)=1 / k\}} \mathrm{d} t\right)=\mathbb{Q}\left(\sigma_{1 / n}<\zeta\right) \mathbb{E}_{n}\left[\int_{0}^{S} \mathbf{1}_{\{N(t)=k\}} \mathrm{d} t\right]
$$

where $\mathbb{E}_{n}$ is expectation of the process given we start in any state with $n$ blocks and $S$ is the time of the first fragmentation event and, therefore, matches $\zeta$. In any excursion, $\epsilon, \Pi$ visits a state with $k$ blocks only once at most. This is because once we are in a state with fewer than $k$ blocks there must be a fragmentation event
before $\Pi$ can be in a state with $k$ blocks again, which means it will be a different excursion. Hence, the above expectation can break down into the probability of reaching a state with $k$ blocks given you start in one with $n$, times the expected amount of time spent in a state $k$ blocks before leaving, thus, appealing to (3.4) we see that

$$
\begin{align*}
\mathbb{Q}\left(\int_{0}^{\zeta} \mathbf{1}_{\{\epsilon(t)=1 / k\}} \mathrm{d} t\right) & =\mathbb{Q}\left(\sigma_{1 / n}<\zeta\right) p_{n, k} \frac{2}{c k(k-1)+2 \lambda k} \\
& =\mathbb{Q}\left(\sigma_{1 / n}<\zeta\right) \frac{\Gamma(n)}{\Gamma(n+\theta)} \frac{2}{c} \frac{\Gamma(k-1+\theta)}{\Gamma(k+1)} . \tag{4.1}
\end{align*}
$$

Therefore, as the left-hand side is positive and finite, we may conclude that there exists a constant $C$ such that

$$
\begin{equation*}
\mathbb{Q}\left(\sigma_{1 / n}<\zeta\right) \frac{\Gamma(n)}{\Gamma(n+\theta)}=C . \tag{4.2}
\end{equation*}
$$

As excursion measures are only defined up to a multiplicative constant we can take $C=1$ without loss of generality. In addition, from (4.1), we have that

$$
\rho_{M}(1 / k) \propto \frac{2}{c} \frac{\Gamma(k-1+\theta)}{\Gamma(k+1)} .
$$

Note that the right-hand side of this equation is $O\left(k^{-(2-\theta)}\right)$ and so, as $\theta \in(0,1)$, we can normalise this into a probability measure using the constant $Z^{-1}$ where

$$
Z^{-1}:=\frac{2}{c} \sum_{k=1}^{\infty} \frac{\Gamma(k-1+\theta)}{\Gamma(k+1)}=\frac{\Gamma(1+\theta)}{\lambda(1-\theta)},
$$

which gives the desired result.
5. Proof of Theorem 1.3. (i) Basic Markov chain theory tells us that the stationary distribution probabilities for each state are the inverse of the mean return time from that state multiplied by the jump rate from that state. Hence,

$$
\begin{aligned}
\frac{1}{\rho_{M}(1 / k)} & =\left(c\binom{k}{2}+\lambda k\right) \mathbb{E}_{1 / k}[\text { Time for } M \text { to return to } 1 / k] \\
& =\left(c\binom{k}{2}+\lambda k\right)\left(\mathbb{E}_{1 / k}[\text { Time to hit } 0]+e_{1 / k}^{(\infty)}\right),
\end{aligned}
$$

as to return to a state with $k$ blocks you must first fragment, then come down from infinity and reach a state with $k$ blocks once more. Rearranging this shows that

$$
e_{1 / k}^{(\infty)}=\frac{1}{\rho_{M}(1 / k)\left(c\binom{k}{2}+\lambda k\right)}-\mathbb{E}_{1 / k}[\text { Time to first fragmentation event }] .
$$

Using Theorem 1.2, we see that

$$
e_{1 / k}^{(\infty)}=\frac{\Gamma(\theta) \Gamma(k+1)}{(1-\theta) \Gamma(k-1+\theta)\left(c\binom{k}{2}+\lambda k\right)}-\sum_{j=1}^{k} p_{k, j} \frac{\lambda j}{c\binom{j}{2}+\lambda j} \sum_{i=j}^{k} \frac{1}{c\binom{i}{2}+\lambda i},
$$

as the expected time to the first fragmentation event can be split over how many blocks you have just before you fragment. Therefore, using (3.4),

$$
\begin{aligned}
e_{1 / k}^{(\infty)}= & \frac{2 \Gamma(\theta) \Gamma(k)}{c(1-\theta) \Gamma(k-1+\theta)(k-1+\theta)} \\
& -\sum_{j=1}^{k} \frac{\Gamma(j+\theta) \Gamma(k)}{\Gamma(k+\theta) \Gamma(j)} \frac{\theta}{j-1+\theta} \sum_{i=j}^{k} \frac{2}{c i(i-1)+2 \lambda i} \\
= & \frac{2 \Gamma(\theta) \Gamma(k)}{c(1-\theta) \Gamma(k+\theta)}-\theta \sum_{j=1}^{k} \frac{\Gamma(j-1+\theta) \Gamma(k)}{\Gamma(k+\theta) \Gamma(j)} \sum_{i=j}^{k} \frac{2}{c i(i-1)+2 \lambda i} \\
= & \frac{2 \Gamma(\theta) \Gamma(k)}{c(1-\theta) \Gamma(k+\theta)}-\frac{2 \theta \Gamma(k)}{c \Gamma(k+\theta)} \sum_{i=1}^{k} \frac{1}{i(i-1+\theta)} \sum_{j=1}^{i} \frac{\Gamma(j-1+\theta)}{\Gamma(j)}
\end{aligned}
$$

which, by standard results for sums of Gamma functions, gives us that

$$
\begin{aligned}
e_{1 / k}^{(\infty)} & =\frac{2 \Gamma(\theta) \Gamma(k)}{c(1-\theta) \Gamma(k+\theta)}-\frac{2 \Gamma(k)}{c \Gamma(k+\theta)} \frac{\Gamma(\theta) \Gamma(k+2)-(k+1) \Gamma(k+\theta)}{(1-\theta) \Gamma(k+2)} \\
& =\frac{2}{c(1-\theta) k}
\end{aligned}
$$

as required.
(ii) Let $k \in \mathbb{N}$. Denote by $\mathbb{Q}_{k}$ the measure $\mathbb{Q}$ conditioned on $\left\{\zeta>\sigma_{1 / k}\right\}$, where $\zeta$ is the excursion length. As the reasoning below shows, under $\mathbb{Q}_{k}$, an excursion from 0 of $M$ looks like a scaled Kingman coalescent, but with slightly accelerated rates, until it reaches a state with $k$ blocks. Hence, we can use Aldous' construction of Kingman's coalescent [2]. Define random variables $\varphi_{j}$, for $j \geq 1$, as

$$
\varphi_{j}=\sum_{i=j+1}^{\infty} \xi_{i}
$$

where $\xi_{i}$ are independent exponential, with rate $c\binom{i}{2}+\lambda i$. Under the aforementioned conditioning, $\varphi_{j}$ is the hitting time of a state with $j$ blocks when $j \geq k$. Let $U_{j}$ be i.i.d. uniform random variables on $(0,1), j \geq 1$. Then for all $j$, draw a vertical line of length $\varphi_{j}$ at point $U_{j}$ on the unit interval. At time $t$, where $\varphi_{j}<t<\varphi_{j-1}, j \geq k$, look at the subintervals of [0,1] with endpoints $\left\{0,1, U_{1}, \ldots, U_{j-1}\right\}$. The lengths of the subintervals have the same distribution as the asymptotic frequencies of the blocks of $\Pi$ conditional on $\zeta>\sigma_{1 / k}$, when $\Pi$ has $j$ blocks.

Then, under the measure $\mathbb{Q}_{k}$, for large $j$ we have

$$
\mathbb{E}\left[\varphi_{j}\right]=\sum_{i=j+1}^{\infty} \frac{1}{c\binom{i}{2}+\lambda i} \sim \frac{2}{c j}, \quad \text { and } \quad \operatorname{Var}\left[\varphi_{j}\right]=\sum_{i=j+1}^{\infty}\left(\frac{1}{c\binom{i}{2}+\lambda i}\right)^{2} \sim \frac{4}{3 c^{2} j^{3}}
$$

which is the exact same asymptotic behaviour as for a Kingman coalescent of rate $c$. Hence, we may conclude, using Aldous' method as used for the Kingman coalescent case, that

$$
\lim _{t \downarrow 0} \frac{t}{\epsilon(t)}=\lim _{t \downarrow 0} t N(t)=\frac{2}{c}
$$

$\mathbb{Q}_{k}$-almost surely. As this is independent of $k$, we may conclude this occurs $\mathbb{Q}$ almost everywhere.
6. Proof of Theorem 4. Horowitz [10] gives a standard result for the Hausdorff dimension of the range of the inverse local time as the polynomial growth of Laplace exponent. Specifically,

$$
\operatorname{dim}(Z)=\liminf _{q \rightarrow \infty} \frac{\log \Phi(q)}{\log q}
$$

where $\Phi$ is the Laplace exponent of the inverse local time. However, for the present case this computation is neither straightforward nor enlightening, so we instead pursue direct upper and lower bounds. Hence, we will need two well-known facts about the Hausdorff dimension. The first is the countable stability property, which is discussed in Section 4.1 of [14]. If $E=\bigcup_{i=1}^{\infty} E_{i}$, then

$$
\operatorname{dim}(E)=\sup _{i \geq 1} \operatorname{dim}\left(E_{i}\right)
$$

The second is the mass distribution principle, which is discussed in Section 4.2 of [14]. If there is a finite nonzero measure $\mu$ on $E$ and positive constants $C>0$ and $\delta>0$ such that $\mu(V) \leq C|V|^{\alpha}$ for all closed subsets $V$ of $E$ with $|V| \leq \delta$, then $\operatorname{dim}(E) \geq \alpha$.

Proof of Theorem 1.4. Recall that $\tau_{1}=\inf \{t: M(t)=1\}$. Let $Z^{\prime}=$ $Z \cap\left[0, \tau_{1}\right]$. By the Markov property of the EFFC process and the countable stability property of Hausdorff dimension, to show that $\operatorname{dim}(Z) \leq \theta$ almost surely, it suffices to show that $\operatorname{dim}\left(Z^{\prime}\right) \leq \theta$ almost surely.

Choose $\alpha \in(\theta, 1)$, and fix a large positive integer $k$. Let $G_{k}$ be the number of excursions of $M$ that reach $1 / k$ before the process $M$ reaches 1 , which has a geometric distribution with parameter $p_{k, 1}$. Therefore, by (3.1), there is a positive constant $C_{1}$ such that $E\left[G_{k}\right] \leq C_{1} k^{\theta}$.

Set $\gamma_{1, k}=0$, and for positive integers $n$, let $\beta_{n, k}=\inf \left\{t>\gamma_{n, k}: M(t)=\right.$ $1 / k\}$ and $\gamma_{n+1, k}=\inf \left\{t>\beta_{n, k}: M(t)=0\right\}$. Then, for $i=1, \ldots, G_{k}$, let $E_{i, k}=$ [ $\gamma_{i, k}, \beta_{i, k}$ ], the interval of time after the $(i-1)$ th excursion to reach state $1 / k$,
needed for an excursion to reach state $1 / k$ again. Then $E_{1, k}, \ldots, E_{G_{k}, k}$ is a covering of $Z^{\prime}$. By part (i) of Theorem 1.3, we have

$$
\mathbb{E}\left[\left|E_{i, k}\right|\right]=\frac{2}{c(1-\theta) k}, \quad \text { for all } i=1, \ldots, G_{k}
$$

By Jensen's inequality, there is a positive constant $C_{2}$ such that

$$
\mathbb{E}\left[\sum_{i=1}^{G_{k}}\left|E_{i, k}\right|^{\alpha}\right]=\mathbb{E}\left[\left|E_{1, k}\right|^{\alpha}\right] \mathbb{E}\left[G_{k}\right] \leq\left(\mathbb{E}\left[\left|E_{1, k}\right|\right]\right)^{\alpha} \mathbb{E}\left[G_{k}\right] \leq C_{2} k^{\theta-\alpha}
$$

which tends to zero as $k \rightarrow \infty$. By Markov's inequality, for all $\varepsilon>0$, we have

$$
\lim _{k \rightarrow \infty} \mathbb{P}\left(\sum_{i=1}^{G_{k}}\left|E_{i, k}\right|^{\alpha}>\varepsilon\right)=0
$$

which is sufficient to establish that $\operatorname{dim}\left(Z^{\prime}\right) \leq \alpha$ for all $\alpha \in(\theta, 1)$. Thus, $\operatorname{dim}\left(Z^{\prime}\right) \leq$ $\theta$, and thus $\operatorname{dim}(Z) \leq \theta$ almost surely.

It remains to establish the lower bound on the Hausdorff dimension. Recall that $L$ denotes the local time at zero of the process $M$, and $L^{-1}$ denotes the inverse local time. Let $Z^{*}=Z \cap\left[0, L_{1}^{-1}\right]$. By monotonicity it suffices to show that $\operatorname{dim}\left(Z^{*}\right) \geq \theta$ almost surely. We will use the mass distribution principle.

Let $\mu$ be the probability measure on $Z^{*}$ whose distribution function is given by the inverse local time, so

$$
\mu((s, t])=L_{t}-L_{s}, \quad \text { for } 0 \leq s<t \leq L_{1}^{-1}
$$

Choose $\alpha \in(0, \theta)$, and let $\eta=(\theta / \alpha)-1>0$. Recall from (4.2) (with $C$ taken to be 1) that $\mathbb{Q}\left(\sigma_{1 / n}<\zeta\right)=\Gamma(n+\theta) / \Gamma(n) \sim n^{\theta}$ as $n \rightarrow \infty$. Therefore, there exists a positive constant $C_{3}$ such that for all $r \geq 1$, excursions of $M$ from 0 which reach $1 / r$ or higher occur at rate at least $C_{3} r^{\theta}$ on the local time scale. In particular, if $k$ is a positive integer and $1 \leq m \leq 2^{k}$, then while the accumulated local time at zero is between $(m-1) 2^{-k}$ and $m 2^{-k}$, the number of excursions which reach height $2^{-k / \alpha}$ or higher has a Poisson distribution with mean at least $2^{-k} \cdot C_{3}\left(2^{k / \alpha}\right)^{\theta}=$ $C_{3} 2^{\eta k}$.

Once the number of blocks gets down to $2^{k / \alpha}$, fragmentations are happening at the rate at most $\lambda 2^{k / \alpha}$, and so the probability that the excursion lasts for a time $2^{-k / \alpha}$ or larger is at least $e^{-\lambda}$. It follows that while the accumulated local time at zero is between $(m-1) 2^{-k}$ and $m 2^{-k}$, the expected number of excursions that last for a time at least $2^{-k / \alpha}$ is at least $C_{4} 2^{\eta k}$, where $C_{4}=C_{3} e^{-\lambda}$. Since we will have $L_{m 2^{-k}}^{-1}-L_{(m-1) 2^{-k}}^{-1}<2^{-k / \alpha}$ only if there are no such excursions, it follows that

$$
\mathbb{P}\left(L_{m 2^{-k}}^{-1}-L_{(m-1) 2^{-k}}^{-1}<2^{-k / \alpha}\right) \leq e^{-C_{4} 2^{\eta k}}
$$

and, therefore,

$$
\mathbb{P}\left(L_{m 2^{-k}}^{-1}-L_{(m-1) 2^{-k}}^{-1}<2^{-k / \alpha} \text { for some } m \in\left\{1, \ldots, 2^{k}\right\}\right) \leq 2^{k} e^{-C_{4} 2^{\eta k}}
$$

Since $\sum_{k=1}^{\infty} 2^{k} e^{-C_{4} 2^{\eta k}}<\infty$, by the Borel-Cantelli lemma, there almost surely exists a random positive integer $K$ such that for $k \geq K$, we have

$$
L_{m 2^{-k}}^{-1}-L_{(m-1) 2^{-k}}^{-1} \geq 2^{-k / \alpha} \quad \text { for all } k \geq K \text { and } m \in\left\{1, \ldots, 2^{k}\right\}
$$

Now let $\delta=2^{-K / \alpha}$. Let $V$ be a closed subset of $Z^{*}$ with $|V| \leq \delta$. Let $t=\inf \{s$ : $s \in V\}$ and $\gamma=|V|$, so $V \subset[t, t+\gamma]$. We have

$$
\mu(V) \leq \mu([t, t+\gamma])=L_{t+\gamma}-L_{t} .
$$

Let $k$ be the positive integer such that $2^{-(k+1) / \alpha}<\gamma \leq 2^{-k / \alpha}$. Note that because $\gamma \leq \delta$, we have $k \geq K$. Choose $m$ such that $(m-1) 2^{-k} \leq L_{t}<m 2^{-k}$. If $m<2^{k}$, then

$$
L_{(m+1) 2^{-k}}^{-1}-L_{m 2^{-k}}^{-1} \geq 2^{-k / \alpha} \geq \gamma,
$$

so $L_{t+\gamma} \leq(m+1) 2^{-k}$. It follows that

$$
\mu(V) \leq L_{t+\gamma}-L_{t} \leq(m+1) 2^{-k}-(m-1) 2^{-k}=4 \cdot 2^{-(k+1)} \leq 4 \gamma^{\alpha}
$$

Likewise, if $m=2^{k}$, then since $t+\gamma \in V \subset Z^{*}$, we have $L_{t+\gamma} \leq 1$ and, therefore,

$$
\mu(V) \leq L_{t+\gamma}-L_{t} \leq 1-(m-1) 2^{-k} \leq 2 \gamma^{\alpha} .
$$

It now follows from the mass distribution principle that $\operatorname{dim}\left(Z^{*}\right) \geq \alpha$ and thus $\operatorname{dim}\left(Z^{*}\right) \geq \theta$. The proof of Theorem 1.4 is now complete.
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