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#### Abstract

We study the statistical mechanics of classical two-dimensional "Coulomb gases" with general potential and arbitrary $\beta$, the inverse of the temperature. Such ensembles also correspond to random matrix models in some particular cases. The formal limit case $\beta=\infty$ corresponds to "weighted Fekete sets" and also falls within our analysis.

It is known that in such a system points should be asymptotically distributed according to a macroscopic "equilibrium measure," and that a large deviations principle holds for this, as proven by Petz and Hiai [In Advances in Differential Equations and Mathematical Physics (Atlanta, GA, 1997) (1998) Amer. Math. Soc.] and Ben Arous and Zeitouni [ESAIM Probab. Statist. 2 (1998) 123-134].

By a suitable splitting of the Hamiltonian, we connect the problem to the "renormalized energy" $W$, a Coulombian interaction for points in the plane introduced in [Comm. Math. Phys. 313 (2012) 635-743], which is expected to be a good way of measuring the disorder of an infinite configuration of points in the plane. By so doing, we are able to examine the situation at the microscopic scale, and obtain several new results: a next order asymptotic expansion of the partition function, estimates on the probability of fluctuation from the equilibrium measure at microscale, and a large deviations type result, which states that configurations above a certain threshhold of $W$ have exponentially small probability. When $\beta \rightarrow \infty$, the estimate becomes sharp, showing that the system has to "crystallize" to a minimizer of $W$. In the case of weighted Fekete sets, this corresponds to saying that these sets should microscopically look almost everywhere like minimizers of $W$, which are conjectured to be "Abrikosov" triangular lattices.


1. Introduction. Our goal in this paper is to improve the understanding of the $n \rightarrow+\infty$ asymptotics of the probability law

$$
\begin{equation*}
d \mathbb{P}_{n}^{\beta}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{Z_{n}^{\beta}} e^{-(\beta / 2) w_{n}\left(x_{1}, \ldots, x_{n}\right)} d x_{1} \cdots d x_{n} \tag{1.1}
\end{equation*}
$$
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where $Z_{n}^{\beta}$ is the associated partition function and

$$
\begin{equation*}
w_{n}\left(x_{1}, \ldots, x_{n}\right)=-\sum_{i \neq j} \log \left|x_{i}-x_{j}\right|+n \sum_{i=1}^{n} V\left(x_{i}\right) \tag{1.2}
\end{equation*}
$$

is the Hamiltonian. Here, the $x_{i}$ 's belong to $\mathbb{R}^{2}$ (identified with the complex plane $\mathbb{C}$ ), $\beta>0$ is a parameter corresponding to the inverse of the temperature and $V$ is a potential satisfying some growth and regularity assumptions, which we will detail below.

When $V(x)=|x|^{2}$ and $\beta=2$, this probability law happens to be the one obeyed by the eigenvalues of random matrices with independent complex Gaussian entries-the so-called Ginibre ensemble-as shown in [27] (see also [32], Chapter 15). In statistical mechanics, for any value of $\beta$ and possibly different potentials, this is the law for the two-dimensional Coulomb gas with confining potential $V$, also known as the two-dimensional one-component plasma, the Gaussian $\beta$-ensemble or the Dyson gas.

The fact that Coulomb gases are naturally related to random matrices was first pointed out by Wigner [50] and later exploited by Dyson [20]. For the general background and references to the literature, we refer to the book by Forrester [22]. Particularly relevant references in the physics literature are [2, 29, 43]. Note that one aspect of the current research on the random matrix aspect in the complex case is to study the more general case of random matrices with entries that are not necessarily Gaussian and to show that the average behavior is the same as for the Ginibre ensemble, see [8, 48, 49]. Our results only apply to Gaussian ensembles, but allow a large class of potentials, and any value of $\beta$.

The problem of minimizing $w_{n}$, which we call the $\beta=+\infty$ case, also falls within the scope of our results. In this case, the minimizers of $w_{n}$ are known as weighted Fekete sets, which are of interest for interpolation and have been studied for about a century (cf. [38, 39]).

Known results. The first category of results regarding the limit of $\mathbb{P}_{n}^{\beta}$ (or the limits of minimizers of $w_{n}$ in the case $\beta=+\infty$ ) takes as the converging object the empirical measure

$$
\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}},
$$

and in this sense can be dubbed macroscopic, mean-field, or density results. In the case of finite $\beta$, the measure $\mu_{n}$ is random and its law is $\mathbb{P}_{n}^{\beta}$, modulo a change of variables. In the case $\beta=+\infty$, the measure $\mu_{n}$ is almost surely of the form $\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}$, where $\left(x_{i}\right)_{1 \leq i \leq n}$ minimizes $w_{n}$.

In the $\beta=+\infty$ case, it was shown by Fekete [21] and Szegö [47] at the beginning of the twentieth century that, in modern language, the functions $w_{n} / n^{2}$

Gamma converge as $n \rightarrow+\infty$ to a functional defined on probability measures over $\mathbb{R}^{2}$, that one may call the mean-field limit in the language of statistical mechanics:

$$
\begin{equation*}
I(\mu)=\int_{\mathbb{R}^{2} \times \mathbb{R}^{2}}-\log |x-y| d \mu(x) d \mu(y)+\int_{\mathbb{R}^{2}} V(x) d \mu(x) \tag{1.3}
\end{equation*}
$$

The minimization of $I$ was first studied by Gauss, who noted that the unique minimizing measure $\mu_{0}$, is characterized by the fact that the potential it generates achieves its minimum on the support of $\mu_{0}$. This characterization was made rigourous, and generalized to other interaction potentials by Frostman [25].

The main consequence of the Gamma-convergence (for a definition we refer to $[15,18])$ statement is that, as $n \rightarrow+\infty$, the minimum of $w_{n} / n^{2}$ converges to $I\left(\mu_{0}\right)=\min I$ and that $\mu_{n}$ converges to $\mu_{0}$. We refer to the book [39] for more on this subject. The measure $\mu_{0}$ is commonly referred to as the equilibrium measure, and its support as the droplet.

In the case of finite $\beta$, the corresponding result is that the limit of $\mu_{n}$, which can be seen as a point process with law $\mathbb{P}_{n}^{\beta}$, is in fact deterministic and equal to $\mu_{0}$. In the case $V(x)=|x|^{2}$ and $\beta=2$, then $\mu_{0}=\frac{1}{\pi} \mathbf{1}_{B}$, where $B$ is the unit disc in $\mathbb{R}^{2}$ and $\mathbf{1}$ denotes a characteristic function. This is the celebrated circle law or circular law, attributed to Ginibre, Mehta, an unpublished paper of Silverstein in 1984, and then Girko [28]. Moreover, a corresponding large deviation statement was established by Petz and Hiai [33] and Ben Arous and Zeitouni (in a slightly different setting) [10]; see Theorem 5.1 below, in particular, the following holds, as $n \rightarrow+\infty$ :

$$
\mathbb{P}_{n}^{\beta}\left(\frac{w_{n}\left(x_{1}, \ldots, x_{n}\right)}{n^{2}}>I\left(\mu_{0}\right)+\delta\right) \leq \exp \left(-\delta \beta n^{2}+o\left(n^{2}\right)\right)
$$

For the case of a general $V$ and a general $\beta$, a similar result holds, adapting the proof of [10]. Such results are proven in possibly higher complex dimensions in [11].

The second category of results concerns the microscopic or local behavior. In this case, one is interested in studying the behavior of the point process, or the minimizers of $w_{n}$, at a smaller scale-ideally the scale $1 / \sqrt{n}$ which is the scale at which points are at finite distance from their neighbors. In the $\beta=+\infty$ case, precise bounds on the discrepancy between the measure $\mu_{n}$ minimizing $w_{n}$ an $\mu_{0}$ can be found in [6] the paper [36] improves them using techniques introduced in [42] and in the present paper. In the so-called determinantal case $\beta=2$, it is proved in $[4,5]$ that the law of the linear statistics of the fluctuations is a Gaussian with specific variance and mean; see also [34] for related results. Also, a local version of the circle law is proved in [14] for matrices with i.i.d. entries which are not necessarily Gaussian.

We finally note that much more precise results are known in the much better studied-and generally considered easier-case where the $x_{i}$ 's belong to $\mathbb{R}$ instead of $\mathbb{R}^{2}$, or where one considers cases in which $\mu_{0}$ is a measure with a onedimensional support. The application of our techniques to that case is the object
of [40] which also contains references to the vast literature on this topic. Let us also mention that the analogue of the present study is undertaken for higher dimensions ( $x_{i} \in \mathbb{R}^{d}$ for any $d \geq 2$, and the corresponding Coulomb interaction kernel) in [37], using a partly different approach.

Sketch of our results. Our point of view is to start from an object whose limit will be more discriminating then that of the measures $\left\{\mu_{n}\right\}_{n}$, and to obtain results valid for arbitrary $\beta$ (the nondeterminantal case) and quite general $V$ 's. To simplify the exposition, let us consider first the case $V(x)=|x|^{2}$ and $\beta=+\infty$, that is, the minimization of $w_{n}$. In this case, we have seen that $\mu_{n} \rightarrow \frac{1}{\pi} \mathbf{1}_{B}$. To study $\mu_{n}$ at the scale $n^{-1 / 2}$, we introduce a measure on the blow-ups of $\left(x_{i}\right)_{1 \leq i \leq n}$ at this scale. This scheme is similar to ideas developed in [3] for abstract two-scale Gammaconvergence, and was in fact suggested to us in a conversation with Varadhan; we first used it in [42]. The idea is to associate to any point $x$ in the droplet $B$ the set of points blown up with origin at $x$ :

$$
\Lambda_{n, x}=\left\{\sqrt{n}\left(x_{i}-x\right) \mid 1 \leq i \leq n\right\} .
$$

We then define $P_{n}$ to be the probability measure which makes the $\Lambda_{n, x}$ 's equiprobable with respect to $x \in B$. We write this as

$$
P_{n}=f_{B} \delta_{\Lambda_{n, x}} d x
$$

In the limit $n \rightarrow+\infty$, the measures $P_{n}$ converge to a probability measure $P$ on the set of discrete subsets of $\mathbb{R}^{2}$, or a point process. In the case of finite $\beta$, the limiting measure $P$ is itself random, and obeys a certain law that we wish to describe, as much as possible.

The description of $P$ (in the case $\beta=+\infty$ ) or its law (in the case $\beta<+\infty$ ) is done in terms of the renormalized Coulombian interaction energy $W$ introduced in [42], which corresponds to total Coulomb interaction of the system known in the physics literature as a jellium. It is defined below precisely, but for now suffice it to say that it is defined for any discrete subset $\Lambda$ of $\mathbb{R}^{2}$ which has bounded density at infinity, and corresponds to the average interaction energy on large balls of a set of unit singular charges placed at the points of $\Lambda$ with a uniform negative background. It is proved in [42] that $W$ is bounded below and that its infimum is achieved. It is also proved there that among Bravais lattices, the unique minimizer of $W$ is the triangular lattice, consisting of the vertices of identical equilateral triangles tiling the plane.

Our results are as follows: In the case $\beta=+\infty$, we prove that $P$ is supported on the set of minimizers of $W$. To be more precise, we compute a second term in the expansion by Gamma-convergence of $w_{n}$, which implies the following statement:

$$
\frac{1}{n}\left(w_{n}-n^{2} I\left(\mu_{0}\right)+\frac{n}{2} \log n\right) \xrightarrow{\Gamma} \widetilde{W} \quad \text { where } \widetilde{W}(P)=\frac{|\Sigma|}{\pi} \int W(\Lambda) d P(\Lambda)
$$

In the case $\beta<+\infty$, where $P$ is random, we show that there exists $C_{\beta}>0$ such that, almost surely, $\widetilde{W}(P) \leq \alpha+C_{\beta}$, where $\alpha$ is the minimum of $\widetilde{W}$, equal to $\frac{|\Sigma|}{\pi}$ times the minimum of $W$. Moreover, we prove that $C_{\beta} \rightarrow 0$ as $\beta \rightarrow+\infty$, so that we recover the $\beta=+\infty$ statement. In fact, this will follow (after some work) from a large deviations type result, in particular using the previous Gamma-convergence result. As further consequences, we will obtain the following asymptotics:

$$
\begin{align*}
\log \mathbb{P}_{n}^{\beta}\left(\frac{1}{n}\left(w_{n}-n^{2} I\left(\mu_{0}\right)+\frac{n}{2} \log n\right)>\alpha+\eta\right) & \leq-\frac{n \beta}{2}\left(\eta-C_{\beta}\right)+o(n), \\
\left|\log Z_{n}^{\beta}+\frac{n \beta}{2}\left(n I\left(\mu_{0}\right)-\frac{1}{2} \log n+\alpha\right)\right| & \leq C_{\beta} n \beta, \tag{1.4}
\end{align*}
$$

where $C_{\beta}$ tends to 0 as $\beta \rightarrow+\infty$.
Inequality (1.4) improves on known results which only give the expansion $\log Z_{n}^{\beta} \sim \frac{\beta}{2} n^{2} I\left(\mu_{0}\right)$. It can also be compared to a formula derived by nonrigorous arguments in [51]: our results contradicts their formula, however, it seems that the contradiction can be resolved by seeing their formula as an expansion for $Z_{n}^{\beta}$ relative to the expansion for a reference potential. Let us recall that an exact value for $Z_{n}^{\beta}$ is only known for the Ginibre ensemble case $\beta=2$ and $V(x)=|x|^{2}$ : it is $Z_{n}^{2}=n^{-(1 / 2) n(n+1)} \pi^{n} \prod_{k=1}^{n} k!$ (see [32], Chapter 15). For comparison, known asymptotics allow us to deduce (cf. [22], equation (4.184))

$$
\begin{equation*}
\log Z_{n}^{2}=-\frac{3 n^{2}}{4}+\frac{n}{2} \log n+n\left(-1+\frac{1}{2} \log 2+\frac{3}{2} \log \pi\right)+O(\log n) \tag{1.5}
\end{equation*}
$$

$$
\text { as } n \rightarrow \infty,
$$

where we note that the value $\frac{3}{4}$ indeed coincides with $I\left(\mu_{0}\right)$ for this potential. On the other hand, no exact formula exists for general potentials, ${ }^{3}$ nor for quadratic potentials if $\beta \neq 2$. This is in contrast with the one-dimensional situation for which, at least in the case of quadratic $V, Z_{n}^{\beta}$ has an explicit expression for every $\beta$, given by the famous Selberg integral formulas (see, e.g., [7]). In statistical mechanics language, the existence of an exact asymptotic expansion up to order $n$ for $\log Z_{n}^{\beta}$ is essentially the existence of a thermodynamic limit. This is established in a nonrigorous way in [43] in two dimensions. The existence of the thermodynamic limit here remains to be completed by getting upper and lower bounds which match up to $o(n)$ in (2.9).

The above results will be stated as theorems in the next section, for a class of potentials $V$ which includes smooth strictly convex potentials which grow sufficiently fast at infinity. Some differences from the above statements will arise from the fact that, under our assumptions, the equilibrium measure $\mu_{0}$ is in general not

[^1]uniform on the droplet. Also, the probability measures $P_{n}$ and $P$ will in fact be defined on the space of electric fields generated by the charges at $\Lambda$ rather than on the sets $\Lambda$ themselves.

Connection to the crystallization problem. The definition of $W$ in [42] arose in the study of the Ginzburg-Landau model of superconductivity (for general reference on the topic, cf. [41]) where superconducting vortices in certain regimes can be proven to be accurately approximated by points. These points, when densely packed, form perfect triangular Abrikosov lattices, ${ }^{4}$ named after the physicist who predicted them [1]. These lattices are indeed observed in experiments on superconductors. In [42], we partly explained their appearance starting from the GinzburgLandau model, by showing that minimizers of the Ginzburg-Landau energy have vortices that minimize the renormalized energy $W$ after blow-up by a factor $\sqrt{n}$. The conjecture made in [42], also supported by some mathematical evidence (see Section 3.2), is that the minimal value of $W$ is achieved by the triangular latticeproving this conjecture is a crystallization question, and there are very few instances in which such questions are solved. If proven true, this would indeed explain why vortices form these patterns.

The results of this paper say that if indeed $W$ was minimized by the triangular lattice, then the same conclusion on the local behavior of weighted Fekete sets would hold, that is, their blow-ups at the scale $1 / \sqrt{n}$ would look like the triangular lattice. The picture for finite $\beta$ would be that, as $\beta \rightarrow+\infty$, the blow-ups tend to minimize $W$, hence in some sense tend to crystallize onto a triangular lattice. To our knowledge, this is the first time Coulomb gases and Fekete sets are rigorously connected to triangular lattices-although in an averaged way-in agreement with predictions in the physics literature (see [2] and references therein).
2. Statement of results. We now state our results precisely.

Assumptions on $V$. Our assumptions on $V$ are made to ensure that the droplet is a compact set with smooth boundary and that the equilibrium measure has a strictly positive smooth density with respect to the restriction of the Lebesgue measure to this set. They are mostly technical—we use them to simplify our constructions-and could certainly be somewhat relaxed.

We begin by defining the equilibrium measure $\mu_{0}$. Assuming that $\lim _{|x| \rightarrow+\infty} \frac{V(x)}{2}-\log |x|=+\infty$, that $V$ is lower semicontinuous and bounded below and that $V$ is finite on a set of positive capacity, there exists a unique minimizer (see [25] or [39], Chapter 1) of (1.3) among probability measures on $\mathbb{R}^{2}$, denoted $\mu_{0}$ (the equilibrium measure), and its support, the droplet, will be denoted by $\Sigma$.

[^2]The following characterization of $\mu_{0}$ is in essence due to Gauss, see [25] or [39] for a modern treatment. Defining the electrostatic potential generated by a measure $\mu$ to be

$$
\begin{equation*}
U^{\mu}(x)=-\int_{\mathbb{R}^{2}} \log |x-y| d \mu(y) \tag{2.1}
\end{equation*}
$$

$\mu_{0}$ is characterized by the fact that there exists $c \in \mathbb{R}$ such that

$$
\begin{array}{ll}
U^{\mu_{0}}+\frac{V}{2} \geq c & \text { q.e. in } \mathbb{R}^{2} \quad \text { and } \\
U^{\mu_{0}}+\frac{V}{2}=c & \text { q.e. in } \operatorname{Supp}\left(\mu_{0}\right)=\Sigma \tag{2.2}
\end{array}
$$

where q.e. means "quasi-everywhere" or outside of a set of zero capacity. Below we will sometimes denote by $\Delta^{-1}$ the operator of convolution by $\frac{1}{2 \pi} \log |\cdot|$, so that $\Delta \circ \Delta^{-1}=\mathrm{Id}$, where $\Delta$ is the usual Laplacian, and $U^{\mu}=-2 \pi \Delta^{-1} \mu$.

Note that another way to characterize $U^{\mu_{0}}$ is as the solution of the following obstacle problem: ${ }^{5}$ It is the minimal superharmonic function bounded below by the function $c-V / 2$ and harmonic outside the set

$$
\begin{equation*}
\omega:=\left\{U^{\mu_{0}}=c-V / 2\right\} \tag{2.3}
\end{equation*}
$$

called the coincidence set and containing the droplet $\Sigma$. This implies in particular that $U^{\mu_{0}}$ is $C_{\text {loc }}^{1,1}$ if $V$ is (see [23]). For more details and references on this correspondence, see [44], Chapter 2.

We may now state our assumptions on $V$ :

$$
\begin{align*}
& \qquad \lim _{|x| \rightarrow+\infty} \frac{V(x)}{2}-\log |x|=+\infty,  \tag{2.4}\\
& V \text { is } C^{3} \text { and s.t. } \partial \Sigma \text { is } C^{1} \text { and } \mu_{0}=m_{0} \mathbf{1}_{\Sigma} d x \\
& \text { where } m_{0} \text { is } C^{1} \text { and strictly positive in } \Sigma,  \tag{2.5}\\
& \text { there exists } \beta_{1}>0 \text { such that } \quad \int_{\mathbb{R}^{2}} e^{-\beta_{1}(V / 2(x)-\log |x|)} d x<+\infty .
\end{align*}
$$

Assumption (2.4) on the growth of $V$ is what is needed to apply the results from [39] and to guarantee that (1.3) has a minimizer with compact support. Assumption (2.6) is a supplementary assumption on the growth of $V$ at infinity, needed for the case with temperature, to show that the partition function is well defined. It is only slightly more restrictive than (2.4): It is satisfied, for example, if $\lim _{|x| \rightarrow \infty} \frac{V}{2}(x)-(1+\varepsilon) \log |x|=+\infty$.

[^3]Assumption (2.5) is technical and certainly not optimal, it is needed essentially in the construction of recovery sequences (in the language of Gammaconvergence). A class of potentials satisfying (2.5) are the smooth strictly convex (in the sense that $D^{2} V>0$ everywhere) potentials satisfying the growth assumption of (2.4). Indeed in this case, as discussed in [42], Section 7.1, the coincidence set has a smooth boundary. Moreover, as soon as $V$ is $C_{\text {loc }}^{1,1}$, it follows from $U^{\mu_{0}} \in C_{\text {loc }}^{1,1}=W_{\text {loc }}^{2, \infty}$, that we may write

$$
\begin{equation*}
d \mu_{0}=m_{0}(x) d x \quad \text { where } m_{0}(x)=\frac{\Delta V(x)}{4 \pi} \mathbf{1}_{\omega}(x) \tag{2.7}
\end{equation*}
$$

so that $m_{0}$ is indeed strictly positive and $C^{1}$ if $V$ is strictly convex and $C^{3}$, and $\omega$ and $\Sigma$ then coincide.

Finally, we denote by $\underline{m}$ (resp., $\bar{m}$ ) the minimum (resp., the maximum) of $m_{0}$ on $\Sigma$ so that, on $\Sigma$, we have

$$
\begin{equation*}
0<\underline{m} \leq m_{0} \leq \bar{m} . \tag{2.8}
\end{equation*}
$$

Asymptotics for $\mathbb{P}_{n}^{\beta}, Z_{n}^{\beta}$. Our main results are stated in terms of mathematical objects like the renormalized energy, which will take some space to define, but we can already state some consequences in terms of a constant $\alpha$ related to the minimum of the renormalized energy and defined below.

THEOREM 2.1. Let $V$ satisfy (2.4)-(2.6). For any $\beta>0$, there exists $C_{\beta}>0$ such that $\lim _{\beta \rightarrow+\infty} C_{\beta}=0$ and

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \frac{1}{n \beta}\left|\log Z_{n}^{\beta}+\frac{n \beta}{2}\left(n I\left(\mu_{0}\right)-\frac{1}{2} \log n+\alpha\right)\right| \leq C_{\beta} \tag{2.9}
\end{equation*}
$$

where $\alpha$ is defined in (2.25). More generally, if

$$
A_{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{C}^{n} \left\lvert\, w_{n}\left(x_{1}, \ldots, x_{n}\right)-\left(n^{2} I\left(\mu_{0}\right)-\frac{n}{2} \log n\right) \geq n(\alpha+\eta)\right.\right\}
$$

then we have

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \frac{1}{n} \log \mathbb{P}_{n}^{\beta}\left(A_{n}\right) \leq-\frac{\beta}{2}\left(\eta-C_{\beta}\right) \tag{2.10}
\end{equation*}
$$

As noted above, estimate (2.9) improves on known expansions for $\log Z_{n}^{\beta}$ (except for some special cases) in the following way: in addition to the leading term $n^{2} I\left(\mu_{0}\right)$ we have a term $\frac{\beta}{4} n \log n$ which comes from a scaling argument, and then the term $\frac{\beta}{2} \alpha n$ with the constant $\alpha$ precisely characterized below. The error term in the expansion is small compared to $n \beta$ in the limit of large $n$ and $\beta$. Thus, (2.9) may be seen as a low-temperature asymptotic expansion of the partition function, even
though it also provides information at finite temperature, namely that fixing $\beta>0$, as $n \rightarrow+\infty$ we have

$$
\log Z_{n}^{\beta}=-\frac{\beta}{2}\left(n^{2} I\left(\mu_{0}\right)-\frac{1}{2} n \log n\right)+O(n) .
$$

When $\beta=+\infty$ the result should be read as the following next order asymptotic expansion of the minimum of the Coulomb gas energy:

$$
\min w_{n}=n^{2} I\left(\mu_{0}\right)-\frac{1}{2} n \log n+\alpha n+o(n) .
$$

We now define the mathematical objects which will allow us to define $\alpha$ and state the results from which Theorem 2.1 will follow.

Definition of $P_{n}$ and existence of its limit. We choose some $p \in[1,2)$ once and for all, and construct, from a given $n$-tuple $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{C}^{n}$, a probability measure $P_{n}$ on $X:=\Sigma \times L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$, as follows.

First, we let

$$
\begin{equation*}
\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}, \quad H_{n}=U^{\mu_{n}-\mu_{0}} \tag{2.11}
\end{equation*}
$$

where $U^{\mu}$ is defined in (2.1). Note that, by elliptic regularity, $H_{n}$ belongs to $W_{\text {loc }}^{1, p}\left(\mathbb{R}^{2}\right)$ since $p \in[1,2)$.

As already mentioned, a crucial point in our work is that we use blown-up coordinates at the scale $1 / \sqrt{n}$. We denote these by a prime, so that $x^{\prime}=\sqrt{n} x$. We then let $m_{0}^{\prime}\left(x^{\prime}\right)=m_{0}(x)$ where $m_{0}(x)$ is as in (2.5), and define rescaled versions of the measures $\mu_{n}$ and $\mu_{0}$, which are no longer probability measures, but rather, positive measures of mass $n$, by letting

$$
\begin{equation*}
\mu_{n}^{\prime}=\sum_{i=1}^{n} \delta_{x_{i}^{\prime}}, \quad \mu_{0}^{\prime}=m_{0}^{\prime}\left(x^{\prime}\right) d x^{\prime} \tag{2.12}
\end{equation*}
$$

Finally, we define the (electric) field in blown-up coordinates associated to $\left(x_{1}, \ldots, x_{n}\right)$ to be

$$
\begin{equation*}
E_{n}\left(x^{\prime}\right)=-\sqrt{n} \nabla H_{n}\left(\frac{x^{\prime}}{\sqrt{n}}\right), \tag{2.13}
\end{equation*}
$$

so that $E_{n} \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ for $p \in[1,2)$ and $E_{n}$ is the only solution tending to 0 at infinity of

$$
\begin{equation*}
\operatorname{div} E_{n}=2 \pi\left(\mu_{n}^{\prime}-\mu_{0}^{\prime}\right), \quad \operatorname{curl} E_{n}=0 \tag{2.14}
\end{equation*}
$$

The probability measure $P_{n}$, which plays the main role in our results is the push-forward of the normalized Lebesgue measure on $\Sigma$ by the map $x \mapsto(x$, $\left.E_{n}\left(x^{\prime}+\cdot\right)\right)$. Alternatively, we write it as

$$
\begin{equation*}
P_{n}=f_{\Sigma} \delta_{\left(x, E_{n}(\sqrt{n} x+\cdot)\right)} d x \tag{2.15}
\end{equation*}
$$

where $f_{A}$ will denote the integral average over $A . P_{n}$ is a probability measure on $X:=\Sigma \times L_{\text {loc }}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ [couples of (blow-up centers, blown-up electric field around this center)]. We emphasize that $P_{n}$ should not be confused with $\mathbb{P}_{n}^{\beta}$. Each realization or configuration $\left(x_{1}, \ldots, x_{n}\right)$ gives rise in a deterministic fashion to its own $P_{n}$, which encodes all the blown-up profiles of associated electric fields. We denote by $i_{n}$ this encoding mapping (or embedding):

$$
\begin{align*}
i_{n}: & \mathbb{C}^{n} \rightarrow \mathcal{P}(X)  \tag{2.16}\\
\quad\left(x_{1}, \ldots, x_{n}\right) & \mapsto P_{n},
\end{align*}
$$

where $\mathcal{P}(X)$ denotes the space of probability measures on $X=\Sigma \times L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$, endowed with the topology of weak convergence.

Our first result states that if the law of $\left(x_{1}, \ldots, x_{n}\right)$ is $\mathbb{P}_{n}^{\beta}$ (including the case $\beta=+\infty$ ) then, as $n \rightarrow+\infty$, the law of $P_{n}$ converges to a probability law on a space which we define now.

DEFINITION 2.1. Let $m$ be a nonnegative number and $E$ be a vector field in $\mathbb{R}^{2}$. We say $E$ belongs to the admissible class $\mathcal{A}_{m}$ if

$$
\begin{equation*}
\operatorname{div} E=2 \pi(v-m), \quad \operatorname{curl} E=0 \tag{2.17}
\end{equation*}
$$

where $v$ has the form

$$
\begin{equation*}
\nu=\sum_{p \in \Lambda} \delta_{p} \quad \text { for some discrete set } \Lambda \subset \mathbb{R}^{2}, \tag{2.18}
\end{equation*}
$$

and if

$$
\begin{equation*}
\frac{\nu\left(B_{R}\right)}{\left|B_{R}\right|} \quad \text { is bounded by a constant independent of } R>1 \tag{2.19}
\end{equation*}
$$

DEFINITION 2.2. We say $P \in \mathcal{P}(X)$ is $T_{\lambda(x)}$-invariant if, for any $C^{1}$ function $\lambda: \Sigma \rightarrow \mathbb{R}^{2}, P$ is invariant under $(x, E) \mapsto(x, E(\lambda(x)+\cdot))$.

We have:
THEOREM 2.2 (First properties of the limiting object). Let $V$ satisfy (2.4)(2.6). Assume that for each $n$, the $n$-tuple $\left(x_{1}, \ldots, x_{n}\right)$ minimizes $w_{n}$ or, more generally, that for some $C>0$ independent of $n$

$$
w_{n}\left(x_{1}, \ldots, x_{n}\right) \leq n^{2} I\left(\mu_{0}\right)-\frac{n}{2} \log n+C n
$$

Then, modulo a subsequence, the associated probability measures $P_{n} \in \mathcal{P}(X)$ converge to $P \in \mathcal{P}(X)$ such that:

- The first marginal of $P$ is the normalized Lebesgue measure on $\Sigma$.
- It holds for $P$-a.e. $(x, E)$ that $E \in \mathcal{A}_{m_{0}(x)}$.
- $P$ is $T_{\lambda(x)}$-invariant.

On the other hand, if $\beta>0$ is finite, then the law of $P_{n}$-that is, the push-forward of $\mathbb{P}_{n}^{\beta}$ by $i_{n}$-converges weakly to a probability measure $\widetilde{\mathbb{P}}^{\beta}$ on $\mathcal{P}(\mathcal{P}(X))$, and $\widetilde{\mathbb{P}}^{\beta}{ }_{-}$ almost every $P$ satisfies the above properties.

The above result motivates the following definition.
Definition 2.3. We say $P \in \mathcal{P}(X)$ is admissible if the first marginal of $P$ is the normalized Lebesgue measure on $\Sigma$, if it holds for $P$-a.e. ( $x, E$ ) that $E \in$ $\mathcal{A}_{m_{0}(x)}$ and if $P$ is $T_{\lambda(x)}$-invariant.

REMARK 2.4. Let

$$
\mu_{n, x}^{\prime}=\sum_{i=1}^{n} \delta_{\sqrt{n}\left(x_{i}-x\right)}
$$

and define

$$
Q_{n}=f_{\Sigma} \delta_{\mu_{n, x}^{\prime}} d x
$$

This is equivalent to letting $Q_{n}$ be the push-forward of $P_{n}$ by the map $(x, E) \mapsto$ $\frac{1}{2 \pi} \operatorname{div} E+m_{0}^{\prime}(\sqrt{n} x+\cdot) d x^{\prime}$, which is continuous for a suitable topology on the target space.

Then Theorem 2.2 implies for any $\beta>0$ the existence of a limiting point process $\widetilde{\mathbb{Q}}^{\beta}$, that is, a probability on the limiting $Q$ 's, which themselves encode all the $(x, v)$ 's.

Renormalized energy. We now wish to describe further the law $\widetilde{\mathbb{P}}^{\beta}$ of $P$. This is done in terms of the renormalized energy $W$ introduced in [42], which is a way of computing the Coulomb interaction between an infinite number of point charges in the plane with a uniform neutralizing background of density $m$, in other words a jellium of density $m$. We point out that, to our knowledge, each of the analogous Coulomb systems studied in the physics literature (e.g., [2, 43]) comprise a finite number of point charges, and hence implicitly extend only to a bounded domain on which there is charge neutrality. Here, we do not assume any local charge neutrality.

The point of the definition of $W$ below-the main properties will be described in Section 3.2-is that we would like to define $W(\nabla H)$ for $H$ solving $-\Delta H=2 \pi\left(\sum_{p} \delta_{p}-m\right)$ as $\lim \sup _{R \rightarrow \infty} \frac{1}{2} f_{B_{R}}|\nabla H|^{2}$, however, these integrals diverge because of the logarithmic divergence of $H$ near each point. Instead, we compute $\int|\nabla H|^{2}$ in a "renormalized" way or in "finite parts," by cutting out holes around each $p$ and subtracting off the corresponding divergence, in the manner of [12], from which the name "renormalized energy" is borrowed.

We denote by $B(x, R)$ or $B_{R}(x)$ the ball centered at $x$ with radius $R$ and let $B_{R}=B(0, R)$. In all the paper, when $U$ is a measurable set, $|U|$ will denote its Lebesgue measure, and when $U$ is a finite set, $\# U$ will denote its cardinal.

DEFINITION 2.5. Let $m$ be a nonnegative number. For any continuous function $\chi$ and any vector-field $E$ in $\mathbb{R}^{2}$ satisfying (2.17) where $\nu$ has the form (2.18), we let

$$
\begin{equation*}
W(E, \chi)=\lim _{\eta \rightarrow 0}\left(\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \bigcup_{p \in \Lambda} B(p, \eta)} \chi|E|^{2}+\pi \log \eta \sum_{p \in \Lambda} \chi(p)\right) \tag{2.20}
\end{equation*}
$$

To see that the limit $\eta \rightarrow 0$ exists, it suffices to observe that in view of (2.17)(2.18), $E$ is a gradient and near each $p \in \Lambda$ we may write $E=\nabla \log |\cdot-p|+$ $\nabla f(\cdot)$ where $f$ is $C^{1}$ by elliptic regularity. The existence of the limit follows easily. It also follows that $E$ belongs to $L_{\mathrm{loc}}^{q}$ for any $q<2$.

In the sequel, $K_{R}$ will denote the two-dimensional squares $[-R, R]^{2}$. We also use the notation $\chi_{K_{R}}$ for positive cutoff functions satisfying, for some constant $C$ independent of $R$,

$$
\begin{align*}
& \left|\nabla \chi_{K_{R}}\right| \leq C, \quad \operatorname{Supp}\left(\chi_{K_{R}}\right) \subset K_{R},  \tag{2.21}\\
& \chi_{K_{R}}(x)=1 \quad \text { if } d\left(x, K_{R}^{c}\right) \geq 1 .
\end{align*}
$$

Definition 2.6. The renormalized energy $W$ is defined, for $E \in \mathcal{A}_{m}$, by

$$
\begin{equation*}
W(E)=\limsup _{R \rightarrow \infty} \frac{W\left(E, \chi_{K_{R}}\right)}{\left|K_{R}\right|}, \tag{2.22}
\end{equation*}
$$

with $\left\{\chi_{K_{R}}\right\}_{R}$ satisfying (2.21). If $E \notin \mathcal{A}_{m}$ for any $m \geq 0$ then we let $W(E)=+\infty$.
Finally, for any probability measure $P \in \mathcal{P}(X)$ we let $\widetilde{W}(P)=+\infty$ if $P$ is not admissible (see Definition 2.3) and, if $P$ is admissible,

$$
\begin{equation*}
\widetilde{W}(P)=\frac{|\Sigma|}{\pi} \int W(E) d P(x, E) \tag{2.23}
\end{equation*}
$$

We note that we have taken a slightly different definition from [42]: first, the vector-fields in (2.17) have been rotated by $\pi / 2$, second $\mathcal{A}_{m}$ here corresponds to $\mathcal{A}_{2 \pi m}$ in [42] and finally in [42] we presented the definition with averages over general sets; here, we have chosen for simplicity to introduce it only with square averages.

We may guess the minimal value of $\widetilde{W}(P)$ for an admissible $P$ : It is easy to check that if $E$ belongs to $\mathcal{A}_{m}, m>0$, then $E^{\prime}=\frac{1}{\sqrt{m}} E(\cdot / \sqrt{m})$ belongs to $\mathcal{A}_{1}$ and that

$$
\begin{equation*}
W(E)=m\left(W\left(E^{\prime}\right)-\frac{\pi}{2} \log m\right) \tag{2.24}
\end{equation*}
$$

In particular, we have

$$
\alpha_{m}:=\min _{\mathcal{A}_{m}} W=m\left(\min _{\mathcal{A}_{1}} W-\frac{\pi}{2} \log m\right)
$$

Therefore, if $E \in \mathcal{A}_{m_{0}(x)}$ then $W(E) \geq \alpha_{m}$, and it follows that if $E \in \mathcal{A}_{m_{0}(x)}$ for $P$-a.e. $(x, E)$ and if the first marginal of $P$ is the normalized Lebesgue measure on $\Sigma$ then, using the fact that, from (2.7), $\int_{\Sigma} m_{0}=1$, we find

$$
\widetilde{W}(P) \geq f_{\Sigma} \alpha_{m_{0}(x)} d x=\frac{\alpha_{1}}{\pi}-\frac{1}{2} \int_{\Sigma} m_{0}(x) \log m_{0}(x) d x .
$$

We may now define the constant $\alpha$ which appeared in our results above:

$$
\begin{equation*}
\alpha:=\frac{|\Sigma|}{\pi} f_{\Sigma} \alpha_{m_{0}(x)} d x=\frac{\alpha_{1}}{\pi}-\frac{1}{2} \int_{\Sigma} m_{0}(x) \log m_{0}(x) d x, \tag{2.25}
\end{equation*}
$$

and $\alpha$ is in fact really the minimum of $\widetilde{W}$. Note that $\alpha$ only depends on $V$, via the integral term involving the density of the equilibrium measure, and on the (so far) unknown constant $\alpha_{1}$, conjectured to be the value of $W$ at the triangular lattice of volume 1 .

We may now give more information about the law $\widetilde{\mathbb{P}}^{\beta}$ of $P$. We begin with the case $\beta=+\infty$.

ThEOREM 2.3 (Microscopic behavior of weighted Fekete sets). Let $V$ satisfies (2.4)-(2.6). Assume that for each $n$, the $n$-tuple $\left(x_{1}, \ldots, x_{n}\right)$ minimizes $w_{n}$. Then

$$
\lim _{n \rightarrow \infty} \frac{1}{n}\left(w_{n}\left(x_{1}, \ldots, x_{n}\right)-n^{2} I\left(\mu_{0}\right)+\frac{n}{2} \log n\right)=\alpha
$$

Moreover, the limit $P$ of $P_{n}=i_{n}\left(x_{1}, \ldots, x_{n}\right)$ is such that for $P$-almost every $(x, E)$, $E$ minimizes $W$ over $\mathcal{A}_{m_{0}(x)}$.

This is an averaged statement about the microscopic behavior of minimizers. In informal terms, it says that when blowing up around a point chosen uniformly at random in $\Sigma$, the configurations converge to minimizers of $W$ almost surely. This result is improved in [36], where it is shown that this in fact holds in some suitable sense when blowing up around any point in $\Sigma$, and, as in [6], that the number of points in any ball which is large at the microscopic scale coincides with the corresponding mass of the equilibrium measure.

The two theorems above are of course closely linked. They both follow from the stronger statement (Theorem 4.1 below) that

$$
\frac{1}{n}\left(w_{n}\left(x_{1}, \ldots, x_{n}\right)-n^{2} I\left(\mu_{0}\right)+\frac{n}{2} \log n\right)
$$

Gamma-converges to $\widetilde{W}$, whose minimum over admissible $P$ 's is $\alpha$. This theorem is the analogue of the main result of [42] but for $w_{n}$ rather than the GinzburgLandau energy. It is technically simpler to prove, except for the possibility of a nonconstant weight $m_{0}(x)$ which was absent from [42].

We now turn to the case of finite $\beta$. Assuming the law of $\left(x_{1}, \ldots, x_{n}\right)$ is $\mathbb{P}_{n}^{\beta}$, then by Theorem 2.2 the law of $i_{n}\left(x_{1}, \ldots, x_{n}\right)$ converges to $\widetilde{\mathbb{P}}^{\beta}$ and we have:

THEOREM 2.4. For any $\beta>0$, there exists $C_{\beta}>0$ such that $\lim _{\beta \rightarrow+\infty} C_{\beta}=$ 0 and, for $\widetilde{\mathbb{P}}^{\beta}$-almost every $P$, it holds that

$$
\widetilde{W}(P) \leq \alpha+C_{\beta}
$$

This statement says that $P$, which is a random object if $\beta$ is finite, might not be a minimizer of $\widetilde{W}$ with probability one, but the value of $\widetilde{W}(P)$ is bounded by a value which depends on $\beta$ and tends to the minimal value $\alpha$ as $\beta \rightarrow+\infty$, that is, when the temperature tends to 0 , which agrees with the $\beta=+\infty$ statement of Theorem 4.1. This will follow from a more precise large-deviation type result (Theorem 5.2 below).

REMARK 2.7. One could wonder whether the error $C_{\beta}$ does indeed exist or if a more clever proof would show that $C_{\beta}=0$, which would in some sense show that $P$ is after all a deterministic object. In fact we do not expect that, at nonzero temperature, $P$ is concentrated with probability one on minimizers of $W$ : Indeed numerical simulations of the Ginibre ensemble ${ }^{6}$ corresponding to $\beta=2$ show patterns of points with a certain microscopic disorder, which are certainly not crystalline. This is probably explained by the fact that at finite temperature, and at this scale, an entropy term should come into the computation of the law of $P$ and compete with the minimization of $W$.

The rest of the paper is organized as follows: Section 3 contains the proof of the splitting formula which relates $w_{n}$ and $W$, and properties of $W$. Section 4 contains the proof of the main Gamma-convergence statement (Theorem 4.1), less the recovery sequence construction which is the object of Section 6. In Section 5, we prove the large deviations statement Theorem 5.2 as well as Theorem 2.1, and in Section 5.2 we deduce from Theorems 4.1 and 5.2 the theorems of this section.

[^4]
## 3. Preliminary results.

3.1. The splitting formula. Set $\zeta=U^{\mu_{0}}+\frac{V}{2}-c$ where $c$ is the constant in (2.2) and (2.3). Thanks to our assumption (2.5), we have seen that the droplet $\Sigma$ and the coincidence set $\omega$ coincide (up to sets of measure zero). It follows that $\zeta$ satisfies

$$
\begin{cases}\Delta \zeta=\frac{1}{2} \Delta V \mathbf{1}_{\mathbb{R}^{2} \backslash \Sigma}, &  \tag{3.1}\\ \zeta=0, & \text { quasi-everywhere in } \Sigma, \\ \zeta>0, & \text { quasi-everywhere in } \mathbb{R}^{2} \backslash \Sigma\end{cases}
$$

It also follows from [16], Lemma 5, that there exists a constant $\kappa>0$ such that for every $x \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\zeta(x) \geq \kappa \operatorname{dist}(x, \Sigma)^{2} \tag{3.2}
\end{equation*}
$$

and such a rate is in fact optimal [16], Lemma 2. The quantities introduced so far, $\mu_{0}, \Sigma, \zeta$, only depend on $V$.

The connection between $w_{n}$ and $W$ originates in the following (simple but crucial) identity.

LEMMA 3.1. For any $n$ and any $x_{1}, \ldots, x_{n} \in \mathbb{R}^{2}$, we have

$$
\begin{gather*}
\frac{1}{n}\left(w_{n}\left(x_{1}, \ldots, x_{n}\right)-n^{2} I\left(\mu_{0}\right)+\frac{n}{2} \log n\right) \\
=\frac{1}{n \pi} W\left(E_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)+2 \sum_{i=1}^{n} \zeta\left(x_{i}\right), \tag{3.3}
\end{gather*}
$$

where $W$ is defined as in (2.20), and $E_{n}$ is defined in (2.13).
Proof. Let $\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}$, and let, as in (2.11),

$$
\begin{equation*}
H_{n}=U^{\mu_{n}-\mu_{0}}=-2 \pi \Delta^{-1}\left(\mu_{n}-\mu_{0}\right) . \tag{3.4}
\end{equation*}
$$

We note that since $\mu_{n}$ and $\mu_{0}$ have same mass and compact support for any $n$ we have $H_{n}(x)=O(1 /|x|)$ and $\nabla H_{n}(x)=O\left(1 /|x|^{2}\right)$ as $|x| \rightarrow+\infty$.

We prove that, denoting by $D$ the diagonal in $\mathbb{R}^{2} \times \mathbb{R}^{2}$, we have

$$
\begin{align*}
& \int_{\left(\mathbb{R}^{2} \times \mathbb{R}^{2}\right) \backslash D}-\log |x-y| d\left(\mu_{n}-\mu_{0}\right)(x) d\left(\mu_{n}-\mu_{0}\right)(y) \\
& \quad=\frac{1}{n^{2} \pi} W\left(n \nabla H_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right) . \tag{3.5}
\end{align*}
$$

First, using Green's formula, we have

$$
\begin{align*}
\int_{B_{R} \backslash \bigcup_{i=1}^{n} B\left(x_{i}, \eta\right)}\left|\nabla H_{n}\right|^{2}= & \int_{\partial B_{R}} H_{n} \nabla H_{n} \cdot \vec{v}+\sum_{i=1}^{n} \int_{\partial B\left(x_{i}, \eta\right)} H_{n} \nabla H_{n} \cdot \vec{v} \\
& +2 \pi \int_{B_{R} \backslash \bigcup_{i=1}^{n} B\left(x_{i}, \eta\right)} H_{n} d\left(\mu_{n}-\mu_{0}\right) . \tag{3.6}
\end{align*}
$$

Here, and throughout the paper, $\vec{v}$ denotes the outer unit normal vector.
Let $H^{i}(x):=H_{n}(x)+\frac{1}{n} \log \left|x-x_{i}\right|$. We have $H^{i}=-\log *\left(\mu^{i}-\mu_{0}\right)$, with $\mu^{i}=\mu_{n}-\frac{1}{n} \delta_{x_{i}}$, and near $x_{i}, H^{i}$ is $C^{1}$. Therefore, using (3.4) and the boundedness of $m_{0}$ in $L^{\infty}$, we have that, as $\eta \rightarrow 0$

$$
\int_{\partial B\left(x_{i}, \eta\right)} H_{n} \nabla H_{n} \cdot \vec{v}=-\frac{2 \pi}{n^{2}} \log \eta+\frac{2 \pi}{n} H^{i}\left(x_{i}\right)+o(1),
$$

while the integral on $\partial B_{R}$ tends to 0 as $R \rightarrow+\infty$ from the decay properties of $H_{n}$. We thus obtain, as $\eta \rightarrow 0$ and $R \rightarrow+\infty$,

$$
\int_{B_{R} \backslash \cup_{i} B\left(x_{i}, \eta\right)}\left|\nabla H_{n}\right|^{2}=-\frac{2 \pi}{n} \log \eta+\frac{2 \pi}{n} \sum_{i=1}^{n} H^{i}\left(x_{i}\right)-2 \pi \int_{\mathbb{R}^{2}} H_{n} d \mu_{0}+o(1),
$$

and, therefore, by the definition of $W$ in (2.20),

$$
\begin{equation*}
W\left(n \nabla H_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)=\pi n \sum_{i=1}^{n} H^{i}\left(x_{i}\right)-\pi n^{2} \int H_{n} d \mu_{0} . \tag{3.7}
\end{equation*}
$$

Second, we note that

$$
\int_{\mathbb{R}^{2} \backslash\left\{x_{i}\right\}}-\log \left|x_{i}-y\right| d\left(\mu_{n}-\mu_{0}\right)(y)=H^{i}\left(x_{i}\right),
$$

and if $x \notin\left\{x_{i}\right\}$ then

$$
\int_{\mathbb{R}^{2} \backslash\{x\}}-\log |x-y| d\left(\mu_{n}-\mu_{0}\right)(y)=H_{n}(x)
$$

It follows that

$$
\begin{aligned}
\int_{D^{c}} & -\log |x-y| d\left(\mu_{n}-\mu_{0}\right)(x) d\left(\mu_{n}-\mu_{0}\right)(y) \\
& =\frac{1}{n} \sum_{i=1}^{n} H^{i}\left(x_{i}\right)-\int_{\mathbb{R}^{2}} H_{n}(x) d \mu_{0}(x),
\end{aligned}
$$

which together with (3.7) proves (3.5).
On the other hand, we may rewrite $w_{n}$ as

$$
w_{n}\left(x_{1}, \ldots, x_{n}\right)=n^{2}\left(\int_{D^{c}}-\log |x-y| d \mu_{n}(x) d \mu_{n}(y)+\int V(x) d \mu_{n}(x)\right)
$$

and, splitting $\mu_{n}$ as $\mu_{0}+\left(\mu_{n}-\mu_{0}\right)$ and using the fact that $\left(\mu_{0} \otimes \mu_{0}\right)(D)=0$, we obtain

$$
\begin{aligned}
w\left(x_{1}, \ldots, x_{n}\right)= & n^{2} I\left(\mu_{0}\right)+2 n^{2} \int U^{\mu_{0}}(x) d\left(\mu_{n}-\mu_{0}\right)(x) \\
& +n^{2} \int V(x) d\left(\mu_{n}-\mu_{0}\right)(x) \\
& +n^{2} \int_{D^{c}}-\log |x-y| d\left(\mu_{n}-\mu_{0}\right)(x) d\left(\mu_{n}-\mu_{0}\right)(y)
\end{aligned}
$$

Since $U^{\mu_{0}}+\frac{V}{2}=c+\zeta$ and since $\mu_{n}$ and $\mu_{0}$ have same mass 1 , we have

$$
\begin{aligned}
& 2 n^{2} \int U^{\mu_{0}}(x) d\left(\mu_{n}-\mu_{0}\right)(x)+n^{2} \int V(x) d\left(\mu_{n}-\mu_{0}\right)(x) \\
& \quad=2 n^{2} \int \zeta d\left(\mu_{n}-\mu_{0}\right)=2 n^{2} \int \zeta d \mu_{n}
\end{aligned}
$$

where we used the fact that $\zeta=0$ on the support of $\mu_{0}$. Therefore, in view of (3.5) we have found

$$
\begin{equation*}
w\left(x_{1}, \ldots, x_{n}\right)=n^{2} I\left(\mu_{0}\right)+2 n^{2} \int \zeta d \mu_{n}+\frac{1}{\pi} W\left(n \nabla H_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right) . \tag{3.8}
\end{equation*}
$$

But, changing variables, we find in view of (2.13) that

$$
\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \bigcup_{i=1}^{n} B\left(x_{i}, \eta\right)}\left|n \nabla H_{n}\right|^{2}=\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \bigcup_{i=1}^{n} B\left(x_{i}^{\prime}, \sqrt{n} \eta\right)}\left|E_{n}\right|^{2},
$$

and by adding $\pi n \log \eta$ on both sides and letting $\eta \rightarrow 0$ we deduce that $W\left(n \nabla H_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)=W\left(E_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)-\frac{\pi}{2} n \log n$. Together with (3.8) this proves (3.3).

DEFINITION 3.2. Given a measure $\mu$ of the form $\frac{1}{n} \sum_{i} \delta_{x_{i}}$, where $\left(x_{1}, \ldots\right.$, $\left.x_{n}\right) \in \mathbb{C}^{n}$, we define

$$
\begin{equation*}
F_{n}(\mu):=\frac{1}{n \pi} W\left(E_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)+2 \sum_{i=1}^{n} \zeta\left(x_{i}\right) . \tag{3.9}
\end{equation*}
$$

If $\mu$ is not a measure of this type, we let $F_{n}(\mu)=+\infty$.
Now the relation (3.3) can be rewritten, using the notation (2.11),

$$
\begin{equation*}
w_{n}\left(x_{1}, \ldots, x_{n}\right)=n^{2} I\left(\mu_{0}\right)-\frac{n}{2} \log n+n F_{n}\left(\mu_{n}\right) . \tag{3.10}
\end{equation*}
$$

This allows us to separate orders as announced since we will see that $F_{n}\left(\mu_{n}\right)$ is typically of order 1. We may next cancel out leading order terms and rewrite the probability law (1.1) as

$$
\begin{equation*}
d \mathbb{P}_{n}^{\beta}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{K_{n}^{\beta}} e^{-n(\beta / 2) F_{n}\left(\mu_{n}\right)} d x_{1} \cdots d x_{n} \tag{3.11}
\end{equation*}
$$

where $\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}$ and

$$
\begin{equation*}
K_{n}^{\beta}:=Z_{n}^{\beta} e^{(\beta / 2)\left(n^{2} I\left(\mu_{0}\right)-(n / 2) \log n\right)} \tag{3.12}
\end{equation*}
$$

As we will see below $\log K_{n}^{\beta}$ is of order $n \beta$, which leads to Theorem 2.1.
We will also denote

$$
\begin{equation*}
\widehat{F}_{n}(\mu)=F_{n}(\mu)-2 n \int \zeta d \mu=\frac{1}{n \pi} W\left(E_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right) \tag{3.13}
\end{equation*}
$$

Since $\zeta \geq 0$, the term in $\zeta$ will not play any major role, other than act as an effective potential which confines the points to $\Sigma$. In view of (3.3), the main task in our proof is to pass to the limit $n \rightarrow \infty$ in $\frac{1}{\pi} W\left(E_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)$ and obtain $\widetilde{W}$ as a limiting energy. Passing to the limit in (2.14) will lead to a curl-free $E$ such that $\operatorname{div} E=2 \pi\left(\sum_{p} \delta_{p}-\right.$ cste $)$ where the sum is now infinite. The passage to the limit $\widetilde{W}$ is not obvious for several reasons. The first is the lack of local charge neutrality, and the fact that the energy density associated to $W\left(E_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)$ is not pointwise bounded below. The second is the need of the "averaged formulation" alluded to above; this will be provided by an abstract method relying on the ergodic theorem, and inspired by Varadhan.
3.2. Further properties of the renormalized energy. We list here some properties of the energy $W$ defined in Section 2. These are proven in [42].

First, we note that $W$ was defined as a function of the electric field $E$ satisfying (2.17) rather than of the measure $v=\sum_{p \in \Lambda} \delta_{p}$. The fields satisfying (2.17) for a given $\nu$ differ by the gradient of a harmonic function, but as it turns out, they only differ by a constant if we consider only those fields for which $W$ is finite.

LEMMA 3.3. Let $m \geq 0$ and $v=\sum_{p \in \Lambda} \delta_{p}$, where $\Lambda \subset \mathbb{R}^{2}$ is discrete, and assume there exists $E$ such that

$$
\begin{equation*}
\operatorname{div} E=2 \pi(v-m), \quad \operatorname{curl} E=0 \text { and } W(E)<+\infty . \tag{3.14}
\end{equation*}
$$

Then any other $E^{\prime}$ satisfying (3.14) is such that $E-E^{\prime}$ is constant.
If there exists $E$ such that (3.14) holds and such that

$$
\begin{equation*}
\lim _{R \rightarrow \infty} f_{K_{R}} E=0 \tag{3.15}
\end{equation*}
$$

then any other $E^{\prime}$ satisfying (3.14) is such that $W\left(E^{\prime}\right)>W(E)$.
Proof. Let $E, E^{\prime}$ be as above. We may view them as complex functions of a complex variable. From (3.14), we have $\operatorname{div}\left(E-E^{\prime}\right)=\operatorname{curl}\left(E-E^{\prime}\right)=0$, and thus $E-E^{\prime}$ is holomorphic. We can write it as a power series $\sum_{n=0}^{\infty} a_{n} z^{n}$ with infinite radius of convergence. On the other hand, from the finiteness of $W(E)$ and $W\left(E^{\prime}\right)$ we deduce from [45], Corollary 1.2 (see Lemma 3.9 below) that there exists $C>0$ such that

$$
\begin{equation*}
\forall R>1 \quad \int_{B_{R+1} \backslash B_{R}}\left|E-E^{\prime}\right| \leq C R^{3 / 2} \log ^{1 / 2} R . \tag{3.16}
\end{equation*}
$$

But by Cauchy's formula, we have, for any $R>0$ and $t \in[R, R+1]$

$$
a_{n}=\frac{1}{2 i \pi} \int_{\partial B(0, t)} \frac{\left(E-E^{\prime}\right)(z)}{z^{n+1}} d z=\frac{1}{2 i \pi} \int_{R}^{R+1} \int_{\partial B(0, t)} \frac{\left(E-E^{\prime}\right)(z)}{z^{n+1}} d z d t .
$$

It follows with (3.16) that

$$
\left|a_{n}\right| \leq \frac{1}{2 \pi R^{n+1}} \int_{B(0, R+1) \backslash B(0, R)}\left|E-E^{\prime}\right| \leq \frac{C}{R^{n+1}} R^{3 / 2} \log ^{1 / 2} R .
$$

Letting $R \rightarrow \infty$, we find that $a_{n}=0$ for any $n \geq 1$, and thus $E-E^{\prime}$ is constant. For the second statement, we deduce from the first statement that $E^{\prime}=E+\vec{C}$ for some constant vector $\vec{C} \neq 0$, and then

$$
W\left(E^{\prime}, \chi_{K_{R}}\right)=W\left(E, \chi_{K_{R}}\right)+\vec{C} \cdot \int E \chi_{K_{R}}+\frac{|c|^{2}}{2} \int \chi_{K_{R}}
$$

so that dividing by $\left|K_{R}\right|$, passing to the limit as $R \rightarrow+\infty$ and in view of (3.15), we find $W\left(E^{\prime}\right)=W(E)+\frac{1}{2}|\vec{C}|^{2}$.

Note that given $\nu$, the above lemma shows that either for all $E$ 's satisfying (3.14) the limit $\lim _{R \rightarrow \infty} f_{K_{R}} E$ exists, or it exists for none of them. Both cases may occur.

The following additional facts and remarks about $W$ are mostly from [42]:

- In [42], we introduced $W$ as being computed with averages over general shapes (say balls, squares, etc.). We showed that the minimum of $W$ over $\mathcal{A}_{m}$ does not depend on the shape used. Since squares are the most useful ones, we restricted to them here for the sake of simplicity.
- It was shown in [42], Theorem 1, that the value of $W$ does not depend on the choice of $\left\{\chi_{K_{R}}\right\}_{R}$ as long as it satisfies (2.21).
- $W$ is bounded below and admits a minimizer over $\mathcal{A}_{1}$; cf. [42], Theorem 1.
- Because the number of points is in general infinite, the interaction over large balls needs to be normalized by the volume, as in a thermodynamic limit. Thus, $W$ does not feel compact perturbations of the configuration of points. Even though the interactions are long-range, this is not difficult to justify rigorously.
- In [26], some necessary and some sufficient conditions on the configuration of points for which $W(E)<\infty$ are given.
- We may define $W$ as a function of the point measure $v$ only, by setting for every $v$ satisfying (2.18),

$$
\begin{equation*}
\mathbb{W}(\nu)=\inf _{E \text { such that }(2.17) \text { holds }} W(E), \tag{3.17}
\end{equation*}
$$

and $\mathbb{W}(v)=+\infty$ if $v$ is not of the form $\sum_{p \in \Lambda} \delta_{p}$. This definition is somehow "relaxed" since $\mathbb{W}(\nu) \leq W(E)$ for any $E$ satisfying (2.17). The main point to check is the measurability of $\mathbb{W}$, which we will discuss below in Section 5.3.

- In the case $m=1$ and when the set of points $\Lambda$ is periodic with respect to some lattice $\mathbb{Z} \vec{u}+\mathbb{Z} \vec{v}$, then it can be viewed as a set of $n$ points $a_{1}, \ldots, a_{n}$ over the torus $\mathbb{T}_{(\vec{u}, \vec{v})}:=\mathbb{R}^{2} /(\mathbb{Z} \vec{u}+\mathbb{Z} \vec{v})$ with $\left|\mathbb{T}_{(\vec{u}, \vec{v})}\right|=n$. In this case, the infimum of $W(E)$ among $E$ 's which satisfy (3.14) is achieved by $E_{\left\{a_{i}\right\}}=-\nabla h$, where $h$ is the periodic solution to $-\Delta h=2 \pi\left(\sum_{i} \delta_{a_{i}}-1\right)$, and

$$
\begin{equation*}
W\left(E_{\left\{a_{i}\right\}}\right)=\frac{\pi}{\left|\mathbb{T}_{(\vec{u}, \vec{v})}\right|} \sum_{i \neq j} G\left(a_{i}-a_{j}\right)+\pi \lim _{x \rightarrow 0}(G(x)+\log |x|), \tag{3.18}
\end{equation*}
$$

where $G$ is the Green function of the torus with respect to its volume form, that is, the solution to

$$
-\Delta G(x)=2 \pi\left(\delta_{0}-\frac{1}{\left|\mathbb{T}_{(\vec{u}, \vec{v})}\right|}\right) \quad \text { in } \mathbb{T}_{(\vec{u}, \vec{v})}
$$

An explicit expression for $G$ can be found via Fourier series and this leads to an explicit expression for $W$ of the form $\sum_{i \neq j} \mathrm{E}\left(a_{i}-a_{j}\right)$ where E is an Eisenstein series (for more details, see [42], Lemma 1.3 and also [13]). In this periodic setting, the expression of $W$ is thus much simpler than (2.22) and reduces to the computation of a sum of explicit pairwise interaction.

- When the set of points $\Lambda$ is itself exactly a lattice $\mathbb{Z} \vec{u}+\mathbb{Z} \vec{v}$ then $W$ can be expressed explicitly through the Epstein Zeta function of the lattice. Moreover, using results from number theory, it is proved in [42], Theorem 2, that the unique minimizer of $W$ over lattice configurations of fixed volume is the triangular lattice. This supports the conjecture that the Abrikosov triangular lattice is a global minimizer of $W$, with a slight abuse of language since $W$ is here not a function of the points, but of their associated "electric fields" $E_{\left\{a_{i}\right\}}$.

This last fact allows us to think of $W$ as a way of measuring the disorder and lack of homogeneity of a configuration of points in the plane (this point of view is pursued in [13] with explicit computations for random point processes). Another way to see it is to view $W$ as measuring the distance between $\sum_{p \in \Lambda} \delta_{p}$ and the constant $m$ in $H^{-1}$, the dual space to the Sobolev space $H_{0}^{1}$ (with $\|f\|_{H_{0}^{1}}=\|\nabla f\|_{L^{2}}$ ) which only makes sense modulo the "renormalization" as $\eta \rightarrow 0$ and modulo normalizing by the volume.
3.3. Mass spreading and upper bound on $Z_{n}^{\beta}$. The main technical problem in dealing with the limit of the functional $F_{n}$ is that it involves the renormalized energy $W$ which is the finite part of a divergent integral and thus corresponds to an energy density which is not bounded from below. The following result-proved in [42], Proposition 4.9 and Remark 4.10 (with slightly different notation)-allows us to replace this finite part with the integral of a density bounded below by a universal constant, which also implies a lower bound for $F_{n}$.

For any set $\Omega, \widehat{\Omega}$ denotes its 1 -tubular neighborhood, that is, $\left\{x \in \mathbb{R}^{2}\right.$, $\operatorname{dist}(x, \Omega)<1\}$.

Proposition 3.4. Assume $\Omega \subset \mathbb{R}^{2}$ is open and $(v, E)$ are such that $v=$ $2 \pi \sum_{p \in \Lambda} \delta_{p}$ for some finite subset $\Lambda$ of $\widehat{\Omega}$ and $\operatorname{div} E=2 \pi(\nu-a(x) d x), \operatorname{curl} E=$ 0 in $\widehat{\Omega}$, where $a \in L^{\infty}(\widehat{\Omega})$. Then, given any $\rho>0$, there exists a measure $g$ supported on $\widehat{\Omega}$ and such that:

- there exists a family $\mathcal{B}_{\rho}$ of disjoint closed balls covering $\operatorname{Supp}(v)$, with the sum of the radii of the balls in $\mathcal{B}_{\rho}$ intersecting with any ball of radius 1 bounded
by $\rho$, and such that

$$
\begin{equation*}
g \geq-C\left(\|a\|_{L^{\infty}}+1\right)+\frac{1}{4}|E|^{2} \mathbf{1}_{\Omega \backslash \mathcal{B}_{\rho}} \quad \text { in } \widehat{\Omega} \tag{3.19}
\end{equation*}
$$

where $C$ depends only on $\rho$.

$$
\begin{equation*}
g=\frac{1}{2}|E|^{2} \quad \text { outside } \bigcup_{p \in \Lambda} B(p, \lambda) \tag{3.20}
\end{equation*}
$$

where $\lambda$ depends only on $\rho$.

- For any function $\chi$ compactly supported in $\Omega$, we have

$$
\begin{equation*}
\left|W(E, \chi)-\int \chi d g\right| \leq C N\left(\log N+\|a\|_{L^{\infty}}\right)\|\nabla \chi\|_{\infty}, \tag{3.21}
\end{equation*}
$$

where $N=\#\{p \in \Lambda: B(p, \lambda) \cap \operatorname{Supp}(\nabla \chi) \neq \varnothing\}$ for some $\lambda$ and $C$ depending only on $\rho$.

- For any $U \subset \Omega$,

$$
\begin{equation*}
\#(\Lambda \cap U) \leq C\left(1+\|a\|_{L^{\infty}}^{2}|\widehat{U}|+g(\widehat{U})\right) \tag{3.22}
\end{equation*}
$$

Note that the result in [42] is not stated for any $\rho$ but a careful inspection of the proof there allows us to show that it can be readapted to make $\rho$ arbitrarily small. From now on, we fix some $\rho<1 / 8$.

DEFINITION 3.5. Assume $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{C}^{n}$. Letting $\mu_{n}^{\prime}=\sum_{i=1}^{n} \delta_{x_{i}^{\prime}}$ be the measure in blown-up coordinates (2.12), and $E_{n}$, be defined by (2.13), we denote by $g_{n}$ the result of applying the previous proposition to $\left(\mu_{n}^{\prime}, E_{n}\right)$ in $\mathbb{R}^{2}$.

Even though we will not use the following result in the sequel, we state it to show how we can quickly derive a first upper bound on $Z_{n}^{\beta}$ from what precedes.

Proposition 3.6. We have

$$
\begin{equation*}
\log K_{n}^{\beta} \leq C n \beta+n(\log |\Sigma|+o(1)), \tag{3.23}
\end{equation*}
$$

where we recall $\Sigma=\operatorname{Supp}\left(\mu_{0}\right)$, and

$$
\begin{equation*}
\log Z_{n}^{\beta} \leq-\frac{\beta}{2} n^{2} I\left(\mu_{0}\right)+\frac{\beta n}{4} \log n+C n \beta+n(\log |\Sigma|+o(1)) \tag{3.24}
\end{equation*}
$$

where $o(1) \rightarrow 0$ as $n \rightarrow \infty$ uniformly with respect to $\beta>\beta_{0}$, for any $\beta_{0}>0$, and $C$ depends only on $V$.

The proof uses two lemmas.
Lemma 3.7. For any $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{C}^{n}$, and letting $\mu_{n}=\frac{1}{n} \sum_{i} \delta_{x_{i}}$ we have

$$
\begin{equation*}
F_{n}\left(\mu_{n}\right)=\frac{1}{n \pi} \int_{\mathbb{R}^{2}} d g_{n}+2 \sum_{i=1}^{n} \zeta\left(x_{i}\right) \tag{3.25}
\end{equation*}
$$

where $F_{n}$ is as in (3.9) and $g_{n}$ is defined above.

Proof. This follows from (3.21) applied to $\chi_{K_{R}}$, where $\chi_{K_{R}}$ is as in (2.21). If $R$ is large enough then, $\lambda$ being the constant of Proposition 3.4 and letting $\mu_{n}^{\prime}=$ $\sum_{i} \delta_{x_{i}^{\prime}}$, we have $\#\left\{p \in \operatorname{Supp}\left(\mu_{n}^{\prime}\right): B(p, \lambda) \cap \operatorname{Supp}\left(\nabla \chi_{K_{R}}\right) \neq \varnothing\right\}=0$ and, therefore, (3.21) reads

$$
W\left(E_{n}, \chi_{K_{R}}\right)=\int \chi_{K_{R}} d g_{n} .
$$

Letting $R \rightarrow+\infty$ yields $W\left(E_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)=\int d g_{n}$ and the result, in view of (3.9).
LEMMA 3.8. For any constant $\gamma>0$ and uniformly w.r.t. $\beta$ greater than any arbitrary positive constant $\beta_{0}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\int_{\mathbb{C}^{n}} e^{-\gamma \beta n \sum_{i=1}^{n} \zeta\left(x_{i}\right)} d x_{1} \cdots d x_{n}\right)^{1 / n}=|\Sigma| \tag{3.26}
\end{equation*}
$$

Proof. This is where we use assumption (2.6). We recall that $\zeta=U^{\mu_{0}}+\frac{V}{2}-$ $c$, and note that since $\mu_{0}$ is a compactly supported probability measure $U^{\mu_{0}}(x)=$ $-\int \log |x-y| d \mu_{0}(y)$ behaves asymptotically like $-\log |x|$ when $|x| \rightarrow \infty$, more precisely one can easily show that there exists $C$ such that $\left|U^{\mu_{0}}(x)+\log \right| x|\mid \leq C$ for $|x|$ large enough. It thus follows that $\zeta(x) \geq-\log |x|+\frac{V}{2}(x)-C$ for $|x|$ large enough, and in view of (2.6), this implies that for some $\beta_{2}>0, \int_{\mathbb{C}} e^{-\beta_{2} \zeta(x)} d x$ converges.

Next, by separation of variables, we have

$$
\int_{\mathbb{C}^{n}} e^{-\gamma \beta n \sum_{i=1}^{n} \zeta\left(x_{i}\right)} d x_{1} \cdots d x_{n}=\left(\int_{\mathbb{C}} e^{-\gamma \beta n \zeta(x)} d x\right)^{n}
$$

On the other hand, we have $\zeta \geq 0$ and $\{\zeta=0\}=\Sigma$ by (3.1), hence we have $e^{-\gamma \beta n \zeta(x)} \rightarrow \mathbf{1}_{\Sigma}$ pointwise, as $\beta n \rightarrow \infty$. In addition, if $\beta \geq \beta_{0}>0$, for $n$ large enough depending on $\beta_{0}, e^{-\gamma \beta n \zeta(x)}$ is dominated by $e^{-\beta_{2} \zeta(x)}$ which is integrable. Therefore, by dominated convergence theorem, it follows that (3.26) holds uniformly w.r.t. $\beta \geq \beta_{0}$, for any $\beta_{0}>0$.

Proof of Proposition 3.6. From (3.20), we have $g_{n} \geq 0$ outside $\bigcup_{i} B\left(x_{i}, \lambda\right)$ and from (3.19) we have $g_{n} \geq-C$ (depending only on $\left\|m_{0}\right\|_{L^{\infty}}$ hence on $V$ ) in $\bigcup_{i} B\left(x_{i}, \lambda\right)$. Inserting into (3.25), we deduce that

$$
F_{n}\left(\mu_{n}\right) \geq-C+2 \sum_{i=1}^{n} \zeta\left(x_{i}\right)
$$

where $C$ depends only on $V$. Inserting into (3.11) and integrating over $\mathbb{C}^{n}$, we find

$$
1 \leq \frac{1}{K_{n}^{\beta}} e^{C n \beta} \int_{\mathbb{C}^{n}} e^{-n \beta \sum_{i=1}^{n} \zeta\left(x_{i}\right)} d x_{1} \cdots d x_{n}
$$

Inserting (3.26) and taking logarithms, it follows that

$$
\log K_{n}^{\beta} \leq C n \beta+n(\log |\Sigma|+o(1)) .
$$

The relation (3.24) follows using (3.12).
3.4. Control of $E$ by $W(E)$. In this section, we show, via tools from [42, 45], how $\widehat{F}_{n}$ or $W$ control the discrepancy between $\mu_{n}$ and $\mu_{0}$.

LEMMA 3.9. Let $\mu_{n}=\sum_{i=1}^{n} \delta_{x_{i}}$ and $E_{n}$ be associated through (2.11), (2.13). Let $B_{R}$ be any ball of radius $R$ (not necessarily centered at 0 ). Assume $\chi$ is a smooth nonnegative function compactly supported in $U$. Then for any $1<q<2$, we have

$$
\begin{align*}
& \left\|\sqrt{\chi} E_{n}\right\|_{L^{q}(U)} \\
& \leq \leq C_{q}|U|^{1 / q-1 / 2}  \tag{3.27}\\
& \quad \times\left(W\left(E_{n}, \chi\right)+\mu_{n}^{\prime}(\widehat{U})\left(\|\chi\|_{L^{\infty}}+\|\nabla \chi\|_{L^{\infty}}\right)+N \log N\right)^{1 / 2}
\end{align*}
$$

where $N=\#\left\{i \in[1, n] \left\lvert\, 0<\chi\left(x_{i}\right) \leq \frac{1}{2}\|\chi\|_{L^{\infty}}\right.\right\}$ and $\mu_{n}^{\prime}=\sum_{i=1}^{n} \delta_{x_{i}^{\prime}}$. Thus

$$
\begin{equation*}
\int_{B_{R}}\left|E_{n}\right|^{q} \leq C_{q}\left(n+R^{2}\right)^{1-q / 2} n^{q / 2}\left(\widehat{F}_{n}\left(\mu_{n}\right)+1\right)^{q / 2} \tag{3.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mu_{n}-\mu_{0}\right\|_{W^{-1, q}\left(B_{R}\right)} \leq \frac{C_{q}}{\sqrt{n}}\left(1+R^{2}\right)^{1 / q-1 / 2}\left(\widehat{F}_{n}\left(\mu_{n}\right)+1\right)^{1 / 2} \tag{3.29}
\end{equation*}
$$

Proof. The first item is a rewriting of [45], Corollary 1.2. We then choose $\chi$ such that $\chi=1$ on $U:=\Sigma^{\prime} \cup\left(\bigcup_{i=1}^{n} B\left(x_{i}^{\prime}, \frac{1}{2}\right)\right) \cup B_{R}$ and $\|\chi\|_{\infty},\|\nabla \chi\|_{\infty} \leq 1$, compactly supported on $\widehat{U}=\{x: d(x, U) \leq 1\}$. Using the fact that $|\widehat{U}| \leq C(n+$ $R^{2}$ ) where $C$ only depends on $\Sigma$, from (3.27) we find

$$
\begin{equation*}
\left\|\sqrt{\chi} E_{n}\right\|_{L^{q}(U)} \leq C_{q}\left(n+R^{2}\right)^{1 / q-1 / 2}\left(W\left(E_{n}, \chi\right)+n\right)^{1 / 2} \tag{3.30}
\end{equation*}
$$

Since $\mu_{n}^{\prime}=0$ in the support of $1-\chi$, we have

$$
W\left(E_{n}, 1-\chi\right)=\frac{1}{2} \int(1-\chi)\left|E_{n}\right|^{2} \geq 0 .
$$

In particular, $W\left(E_{n}, \chi\right) \leq W\left(E_{n}, \chi\right)+W\left(E_{n}, 1-\chi\right)=W\left(E_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)$. It then follows from (3.30) and the fact that $\widehat{F}_{n}\left(\mu_{n}\right)=\frac{1}{\pi n} W\left(E_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)$ [cf. (3.13)] that (3.28) holds.

By scaling, given a domain $\Omega$ and denoting $\Omega^{\prime}=\sqrt{n} \Omega$ the rescaled domain, we have in view of (2.13) that

$$
\int_{\Omega^{\prime}}\left|E_{n}\right|^{q}=n^{q / 2+1} \int_{\Omega}\left|\nabla H_{n}\right|^{q},
$$

where $H_{n}=-2 \pi \Delta^{-1}\left(\mu_{n}-\mu_{0}\right)$, while $\left\|\mu_{n}-\mu_{0}\right\|_{W^{-1, q}(\Omega)} \leq C\left\|\nabla H_{n}\right\|_{L^{q}(\Omega)}$. Thus, (3.29) follows from (3.28).
4. Gamma-convergence. We start by stating, and proving, the Gammaconvergence statement mentioned in the Introduction and which is an important ingredient in the proof of the other results.

THEOREM 4.1 (Gamma convergence of $F_{n}$ to $\widetilde{W}$ ). As above, let the potential $V$ satisfy assumptions (2.4)-(2.6) and $m_{0}$ be the density of the equilibrium measure $\mu_{0}$. Fix from now on $1<p<2$ and let $X=\Sigma \times L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$.
A. Lower bound. Let $\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}$ be a sequence such that $\widehat{F}_{n}\left(\mu_{n}\right) \leq C$. Then $P_{n}$ defined by (2.15) is a probability measure on $X$ and:

1. Any subsequence of $\left\{P_{n}\right\}_{n}$ has a convergent subsequence converging to some $P \in \mathcal{P}(X)$ as $n \rightarrow \infty$.
2. $P$ is admissible in the sense of Definition 2.3.
3. Defining $\alpha$ as in (2.25), it holds that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} F_{n}\left(\mu_{n}\right) \geq \liminf _{n \rightarrow \infty} \widehat{F}_{n}\left(\mu_{n}\right) \geq \widetilde{W}(P) \geq \alpha \tag{4.1}
\end{equation*}
$$

B. Recovery sequence. Conversely, assume $P$ is admissible. Then there exists a sequence $\left\{\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}\right\}_{n}$ with $x_{i} \in \Sigma$ and a sequence $\left\{\bar{E}_{n}\right\}_{n}$ in $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ such that

$$
\operatorname{div} \bar{E}_{n}=2 \pi\left(\sum_{i} \delta_{x_{i}^{\prime}}-m_{0}^{\prime}\right)
$$

and such that, defining $\bar{P}_{n}$ as in (2.15) with $\bar{E}_{n}$ replacing $E_{n}$, we have $\bar{P}_{n} \rightarrow P$ as $n \rightarrow \infty$ and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} F_{n}\left(\mu_{n}\right) \leq \widetilde{W}(P) \tag{4.2}
\end{equation*}
$$

C. Consequences for minimizers. If $\left(x_{1}, \ldots, x_{n}\right)$ minimizes $w_{n}$ for every $n$ and $\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}$, then the limit $P$ of $P_{n}$ as defined in (2.15) satisfies the following.

1. For $P$-almost every $(x, E), E$ minimizes $W$ over $\mathcal{A}_{m_{0}(x)}$.
2. We have

$$
\lim _{n \rightarrow \infty} F_{n}\left(\mu_{n}\right)=\lim _{n \rightarrow \infty} \widehat{F}_{n}\left(\mu_{n}\right)=\widetilde{W}(P)=\alpha, \quad \lim _{n \rightarrow \infty} \sum_{i=1}^{n} \operatorname{dist}^{2}\left(x_{i}, \Sigma\right)=0
$$

Note that part B of the theorem is only a partial converse to part A because the constructed $\bar{E}_{n}$ need not be curl free.

REMARK 4.1. Defining $Q_{n}$ as in Remark 2.4, we can also express this limiting result in terms of the limit $Q$ to $Q_{n}$, which is the push-forward of $P$ by $(x, E) \mapsto \frac{1}{2 \pi} \operatorname{div} E+m_{0}(x)$. The limiting energy for both the upper bound and the lower bound is then

$$
\frac{|\Sigma|}{\pi} \int \mathbb{W}(v) d Q(x, v)
$$

Of course such a statement is a bit weaker than Theorem 4.1 since some information is lost: namely we do not keep the information of which $E$ corresponded to $v$.
4.1. Abstract result via the ergodic theorem. In this section, we present the ergodic framework introduced in [42] for obtaining "lower bounds for 2-scale energies" and inspired by Varadhan. We cannot directly use the result there because it is written for a uniform "macroscopic environment," which would correspond to the case where $m_{0}(x)$ is constant on its support (as in the circle law). To account for the possibility of varying environment or weight at the macroscopic, we can however adapt Theorem 3 of [42] and easily prove the following variant.

Let $X$ denote a Polish metric space, when we speak of measurable functions on $X$ we will always mean Borel-measurable. We assume there is a $d$-parameter group of transformations $\theta_{\lambda}$ acting continuously on $X$. More precisely, we require that:

- For all $u \in X$ and $\lambda, \mu \in \mathbb{R}^{d}, \theta_{\lambda}\left(\theta_{\mu} u\right)=\theta_{\lambda+\mu} u, \theta_{0} u=u$.
- The map $(\lambda, u) \mapsto \theta_{\lambda} u$ is continuous with respect to each variable (hence measurable with respect to both).
Typically we think of $X$ as a space of functions defined on $\mathbb{R}^{d}$ and $\theta$ as the action of translations, that is, $\theta_{\lambda} u(x)=u(x+\lambda)$. Then we consider the following $d$-parameter group of transformations $T_{\lambda}^{\varepsilon}$ acting continuously on $\mathbb{R}^{d} \times X$ by $T_{\lambda}^{\varepsilon}(x, u)=\left(x+\varepsilon \lambda, \theta_{\lambda} u\right)$. We also define $T_{\lambda}(x, u)=\left(x, \theta_{\lambda} u\right)$.

For a probability measure $P$ on $\mathbb{R}^{d} \times X$, we say that $P$ is translation-invariant if it is invariant under the action $T$, and we say it is $T_{\lambda(x)}$-invariant if for every function $\lambda(x)$ of class $C^{1}$, it is invariant under the mapping $(x, u) \mapsto\left(x, \theta_{\lambda(x)} u\right)$. Note that $T_{\lambda(x)}$-invariant implies translation-invariant.

Let $G$ denote a compact set in $\mathbb{R}^{d}$ such that

$$
\begin{equation*}
|G|>0, \quad \lim _{\varepsilon \rightarrow 0} \frac{|(G+\varepsilon x) \Delta G|}{|G|}=0 \tag{4.3}
\end{equation*}
$$

for every $x \in \mathbb{R}^{2}$, where $\Delta$ denotes the symmetric difference of sets. We let $\left\{f_{\varepsilon}\right\}_{\varepsilon}$ and $f$ be measurable nonnegative functions on $G \times X$, and assume that for any family $\left\{\left(x_{\varepsilon}, u_{\varepsilon}\right)\right\}_{\varepsilon}$ such that

$$
\forall R>0 \quad \limsup _{\varepsilon \rightarrow 0} \int_{B_{R}} f_{\varepsilon}\left(T_{\lambda}^{\varepsilon}\left(x_{\varepsilon}, u_{\varepsilon}\right)\right) d \lambda<+\infty
$$

the following hold.

1. (Coercivity). $\left\{\left(x_{\varepsilon}, u_{\varepsilon}\right)\right\}_{\varepsilon}$ admits a convergent subsequence (note that $\left\{x_{\varepsilon}\right\}_{\varepsilon}$ subsequentially converges since $G$ is compact).
2. ( $\Gamma$-liminf). If $\left\{\left(x_{\varepsilon}, u_{\varepsilon}\right)\right\}_{\varepsilon}$ converges to $(x, u)$ then

$$
\liminf _{\varepsilon \rightarrow 0} f_{\varepsilon}\left(x_{\varepsilon}, u_{\varepsilon}\right) \geq f(x, u)
$$

Then for the sake of generality, we consider an increasing family of bounded open sets $\left\{\mathbf{U}_{R}\right\}_{R>0}$ such that

$$
\text { (i) }\left\{\mathbf{U}_{R}\right\}_{R>0} \text { is a Vitali family, (ii) } \lim _{R \rightarrow+\infty} \frac{\left|\left(\lambda+\mathbf{U}_{R}\right) \Delta \mathbf{U}_{R}\right|}{\left|\mathbf{U}_{R}\right|}=0
$$

for any $\lambda \in \mathbb{R}^{d}$, where Vitali means (see [35]) that the intersection of the closures is $\{0\}$, that $R \mapsto\left|\mathbf{U}_{R}\right|$ is left continuous, and that $\left|\mathbf{U}_{R}-\mathbf{U}_{R}\right| \leq C\left|\mathbf{U}_{R}\right|$.

We have the following theorem.
THEOREM 4.2. Let $G, X,\left\{\theta_{\lambda}\right\}_{\lambda}$, and $\left\{f_{\varepsilon}\right\}_{\varepsilon}$, $f$ be as above. For any $u \in X$, let

$$
F_{\varepsilon}(u)=f_{G} f_{\varepsilon}\left(x, \theta_{x / \varepsilon} u\right) d x
$$

and let $\phi_{\varepsilon}(u)$ be the probability on $G \times X$ which is the image of the normalized Lebesgue measure on $G$ under the map $x \mapsto\left(x, \theta_{x / \varepsilon} u\right)$.
A. Assume that $\left\{u_{\varepsilon}\right\}_{\varepsilon}$, a family of elements of $X$, is such that $\left\{F_{\varepsilon}\left(u_{\varepsilon}\right)\right\}_{\varepsilon}$ is bounded, and let $P_{\varepsilon}=\phi_{\varepsilon}\left(u_{\varepsilon}\right)$. Then $P_{\varepsilon}$ converges to a Borel probability measure $P$ on $G \times X$ whose first marginal is the normalized Lebesgue measure on $G$, which is $T_{\lambda(x)}$-invariant, such that $P$-a.e. $(x, u)$ is of the form $\lim _{\varepsilon \rightarrow 0}\left(x_{\varepsilon}, \theta_{x_{\varepsilon} / \varepsilon} u_{\varepsilon}\right)$ and such that

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} F_{\varepsilon}\left(u_{\varepsilon}\right) \geq \int f(x, u) d P(x, u) \tag{4.5}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\int f(x, u) d P(x, u)=\mathbf{E}^{P}\left(\lim _{R \rightarrow+\infty} f_{\mathbf{U}_{R}} f\left(x, \theta_{\lambda} u\right) d \lambda\right) \tag{4.6}
\end{equation*}
$$

where $\mathbf{E}^{P}$ denotes the expectation under the probability $P$.
B. Let $\mathbb{P}_{\varepsilon}$ be a probability on $X$ such that $\lim _{M \rightarrow+\infty} \lim _{\varepsilon \rightarrow 0} \mathbb{P}_{\varepsilon}\left(\left\{F_{\varepsilon}(u) \geq\right.\right.$ $M\})=0$, then $\left\{\phi_{\varepsilon} \# \mathbb{P}_{\varepsilon}\right\}_{\varepsilon}$ is tight, that is, converges up to a subsequence to a probability measure on $\mathcal{P}(G \times X)$.

The proof uses the following simple lemma, whose statement and proof can be found in [42], Lemma 2.1.

Lemma 4.2. Assume $\left\{P_{n}\right\}_{n}$ are Borel probability measures on a Polish metric space $X$ and that for any $\delta>0$ there exists $\left\{K_{n}\right\}_{n}$ such that $P_{n}\left(K_{n}\right) \geq 1-\delta$ for every $n$ and such that if $\left\{x_{n}\right\}_{n}$ satisfies for every $n$ that $x_{n} \in K_{n}$, then any subsequence of $\left\{x_{n}\right\}_{n}$ admits a convergent subsequence (note that we do not assume $K_{n}$ to be compact). Then $P_{n}$ admits a subsequence which converges tightly, that is, converges weakly to a probability measure $P$.

Proof of Theorem 4.2. It follows the steps of [42], Section 2:

1. $P_{\varepsilon}$ is tight hence has a limit $P$. This follows from the coercivity property of $f_{\varepsilon}$ as in [42], Section 2, step 1 and uses Lemma 4.2.
2. $P$ is $T_{\lambda(x)}$-invariant. Let $\Phi$ be bounded and continuous, and let $P_{\lambda}$ be the push-forward of $P$ by $(x, u) \mapsto\left(x, \theta_{\lambda(x)} u\right)$. Then from the definition of $P_{\lambda}, P, P_{\varepsilon}$, we have

$$
\begin{aligned}
\int \Phi(x, u) d P_{\lambda}(x, u) & =\int \Phi\left(x, \theta_{\lambda(x)} u\right) d P(x, u) \\
& =\lim _{\varepsilon \rightarrow 0} \int \Phi\left(x, \theta_{\lambda(x)} u\right) d P_{\varepsilon}(x, u) \\
& =\lim _{\varepsilon \rightarrow 0} f_{G} \Phi\left(x, \theta_{x / \varepsilon+\lambda(x)} u_{\varepsilon}\right) d x \\
& =\lim _{\varepsilon \rightarrow 0} f_{(I+\varepsilon \lambda)(G)} \frac{\Phi\left((I+\varepsilon \lambda)^{-1}(y), \theta_{y / \varepsilon} u_{\varepsilon}\right)}{\mid \operatorname{det}\left(I+\varepsilon D \lambda\left((I+\varepsilon \lambda)^{-1}(y)\right) \mid\right.} d y
\end{aligned}
$$

where the last equality follows by the change of variables $y=(I+\varepsilon \lambda)(x)$. Using the boundedness of $\Phi$, the $C^{1}$ character of $\lambda$, the compactness of $G$ and (4.3), we may replace $(I+\varepsilon \lambda)(G)$ by $G$ and the denominator by 1 in the last integral and we find, using the definition of $P_{\varepsilon}$

$$
\begin{equation*}
\int \Phi(x, u) d P_{\lambda}(x, u)=\lim _{\varepsilon \rightarrow 0} \int \Phi\left((I+\varepsilon \lambda)^{-1}(x), u\right) d P_{\varepsilon}(x, u) \tag{4.7}
\end{equation*}
$$

Since $\left\{P_{\varepsilon}\right\}_{\varepsilon}$ is tight, for any $\delta>0$ there exists $K_{\delta}$ such that $P_{\varepsilon}\left(K_{\delta}^{c}\right)<\delta$ for every $\varepsilon$. Then by uniform continuity of $\Phi$ on $K_{\delta}$ the map $(x, u) \mapsto \Phi\left((I+\varepsilon \lambda)^{-1}(x), u\right)$ converges uniformly on $K_{\delta}$ to $(x, u) \mapsto \Phi(x, u)$, and thus

$$
\lim _{\varepsilon \rightarrow 0} \int_{K_{\delta}} \Phi\left((I+\varepsilon \lambda)^{-1}(x), u\right) d P_{\varepsilon}(x, u)=\lim _{\varepsilon \rightarrow 0} \int_{K_{\delta}} \Phi(x, u) d P_{\varepsilon}(x, u) .
$$

Since this is true for any $\delta>0$, and using the boundedness of $\Phi$, we get

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} \int \Phi\left((I+\varepsilon \lambda)^{-1}(x), u\right) d P_{\varepsilon}(x, u) & =\lim _{\varepsilon \rightarrow 0} \int \Phi(x, u) d P_{\varepsilon}(x, u) \\
& =\int \Phi(x, u) d P(x, u)
\end{aligned}
$$

by definition of $P$. Thus, in view of (4.7), we have $P_{\lambda}=P$ and $P$ is thus $T_{\lambda(x)-}$ invariant.
3. $\liminf _{\varepsilon \rightarrow 0} F_{\varepsilon}\left(u_{\varepsilon}\right) \geq \int f d P$. This follows from [42], Lemma 2.2, since $F_{\varepsilon}\left(u_{\varepsilon}\right)=\int f_{\varepsilon} d P_{\varepsilon}$.

To conclude, as in [42], Section 2, the fact that $P$ is $T_{\lambda(x)}$-invariant (which implies $T_{\lambda}$-invariant) and Wiener's multiparametric ergodic theorem (see, e.g., [9]) implies that

$$
\begin{aligned}
\int f(x, u) d P(x, u) & =\mathbf{E}^{P}\left(\lim _{R \rightarrow+\infty} f_{\mathbf{U}_{R}} f\left(T_{\lambda}(x, u)\right) d \lambda\right) \\
& =\mathbf{E}^{P}\left(\lim _{R \rightarrow+\infty} f_{\mathbf{U}_{R}} f\left(x, \theta_{\lambda} u\right) d \lambda\right) .
\end{aligned}
$$

We now turn to the proof of B. Let $A_{M, \varepsilon}=\left\{u \in X, F_{\varepsilon}(u) \leq M\right\}$. Then we have

$$
\phi_{\varepsilon} \# \mathbb{P}_{\varepsilon}\left(\phi_{\varepsilon}\left(A_{M, \varepsilon}^{c}\right)\right)=\mathbb{P}_{\varepsilon}\left(A_{M, \varepsilon}^{c}\right) \rightarrow 0
$$

as $\varepsilon \rightarrow 0$ and $M \rightarrow \infty$. In view of Lemma 4.2 applied with $K_{n}=\phi_{\varepsilon}\left(A_{M, \varepsilon}\right)$, in order to prove the tightness of $\phi_{\varepsilon} \# \mathbb{P}_{\varepsilon}$ it suffices to take $M$ large enough and check that if $P_{\varepsilon} \in \phi_{\varepsilon}\left(A_{M, \varepsilon}\right)$ then $P_{\varepsilon}$ has a convergent subsequence. But this is a direct application of what we have established in part A, since such a $P_{\varepsilon}$ is the image by $\phi_{\varepsilon}$ of a family $u_{\varepsilon}$ for which $F_{\varepsilon}\left(u_{\varepsilon}\right) \leq M$. Therefore, $P_{\varepsilon}$ is tight and $\phi_{\varepsilon} \# \mathbb{P}_{\varepsilon}$ as well by the lemma.

We now apply this abstract framework to our specific situation to obtain the lower bound on $\widehat{F}_{n}$.
4.2. Proof of Theorem 4.1, part A. The proof follows essentially [42], Proposition 4.1 and below. Let $\left\{\mu_{n}\right\}_{n}$ and $P_{n}$ be as in the statement of Theorem 4.1. We need to prove that any subsequence of $\left\{P_{n}\right\}_{n}$ has a convergent subsequence and that the limit $P$ is a $T_{\lambda(x)}$-invariant probability measure such that $P$-almost every $(x, E)$ is such that $E \in \mathcal{A}_{m_{0}(x)}$ and (4.1) holds. Note that the fact that the first marginal of $P$ is $d x_{\mid \Sigma} /|\Sigma|$ follows from the fact that, by definition, this is true of $P_{n}$.

We thus take a subsequence of $\left\{\mu_{n}\right\}$ (which we do not relabel). We may assume that it has a subsequence, denoted $\bar{\mu}_{n}$, such that $\widehat{F}_{n}\left(\bar{\mu}_{n}\right) \leq C$, otherwise there is nothing to prove. This implies in particular that $\bar{\mu}_{n}$ is of the form $\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}$. We let $\bar{E}_{n}$ denote the current and $\bar{g}_{n}$ the measures associated to $\bar{\mu}_{n}$ as in Definition 3.5 and note that $\int d \bar{g}_{n}=W\left(\bar{E}_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)$. As usual, $\bar{\mu}_{n}^{\prime}=\sum_{i=1}^{n} \delta_{\sqrt{n} x_{i}}$.

A first consequence of $\widehat{F}_{n}\left(\bar{\mu}_{n}\right) \leq C$ is that, in view of (3.29), we have

$$
\begin{equation*}
\bar{\mu}_{n} \rightarrow \mu_{0} \tag{4.8}
\end{equation*}
$$

in the weak sense of measures.
Step 1: We set up the framework of Section 4.1. We will use integers $n$ instead of $\varepsilon$ to label sequences, and the correspondence will be $\varepsilon=1 / \sqrt{n}$. We let $G=\Sigma$ and $X=\mathcal{M}_{+} \times L_{\text {loc }}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right) \times \mathcal{M}$, where $p \in(1,2)$, where $\mathcal{M}_{+}$denotes the set of positive Radon measures on $\mathbb{R}^{2}$ and $\mathcal{M}$ the set of those which are bounded below by the constant $-C\left(\left\|m_{0}\right\|_{\infty}+1\right)$ of Proposition 3.4 , both equipped with the topology of weak convergence.

For $\lambda \in \mathbb{R}^{2}$ and abusing notation we let $\theta_{\lambda}$ denote both the translation $x \rightarrow x+\lambda$ and the action

$$
\theta_{\lambda}(v, E, g)=\left(\theta_{\lambda} \# \nu, E \circ \theta_{\lambda}, \theta_{\lambda} \# g\right)
$$

Accordingly, the action $T^{n}$ is defined for $\lambda \in \mathbb{R}^{2}$ by

$$
T_{\lambda}^{n}(x, v, E, g)=\left(x+\frac{\lambda}{\sqrt{n}}, \theta_{\lambda} \# v, E \circ \theta_{\lambda}, \theta_{\lambda} \# g\right)
$$

Then we let $\chi$ be a smooth cut-off function with integral 1 and support in $B(0,1)$ and define

$$
\begin{align*}
& \mathbf{f}_{n}(x, v, E, g) \\
& \quad= \begin{cases}\frac{1}{\pi} \int_{\mathbb{R}^{2}} \chi(y) d g(y), & \text { if }(v, E, g)=\theta_{\sqrt{n} x}\left(\bar{\mu}_{n}^{\prime}, \bar{E}_{n}, \bar{g}_{n}\right), \\
+\infty, & \text { otherwise. }\end{cases} \tag{4.9}
\end{align*}
$$

Finally, we let in agreement with Section 4.1

$$
\begin{equation*}
\mathbf{F}_{n}(v, E, g)=f_{\Sigma} \mathbf{f}_{n}\left(x, \theta_{x \sqrt{n}}(v, E, g)\right) d x \tag{4.10}
\end{equation*}
$$

We have the following relation between $\mathbf{F}_{n}$ and $\widehat{F}_{n}$, as $n \rightarrow+\infty$ :

$$
\mathbf{F}_{n}(v, E, g) \text { is } \begin{cases}\leq \frac{1}{|\Sigma|} \widehat{F}_{n}\left(\bar{\mu}_{n}\right)+o(1), & \text { if }(v, E, g)=\left(\bar{\mu}_{n}^{\prime}, \bar{E}_{n}, \bar{g}_{n}\right)  \tag{4.11}\\ =+\infty, & \text { otherwise. }\end{cases}
$$

Indeed it is obvious from (4.9) that if $(v, E, g) \neq\left(\bar{\mu}_{n}^{\prime}, \bar{E}_{n}, \bar{g}_{n}\right)$ then $\mathbf{F}_{n}(\nu, E, g)=$ $+\infty$. On the other hand, if $(\nu, E, g)=\left(\bar{\mu}_{n}^{\prime}, \bar{E}_{n}, \bar{g}_{n}\right)$, then from the definition of the image measure $\theta_{\lambda} \# \bar{g}_{n}$,

$$
\mathbf{F}_{n}(v, E, g)=\frac{1}{\pi} f_{\Sigma} \int \chi(y-x \sqrt{n}) d \bar{g}_{n}(y) d x=\frac{1}{\pi\left|\Sigma^{\prime}\right|} \int \chi * \mathbf{1}_{\Sigma^{\prime}} d \bar{g}_{n} .
$$

Since $\chi * \mathbf{1}_{\Sigma^{\prime}}$ is bounded above by 1 and is equal to 1 on $U:=\left\{x^{\prime}: \operatorname{dist}\left(x^{\prime}, \mathbb{R}^{2} \backslash\right.\right.$ $\left.\left.\Sigma^{\prime}\right) \geq 1\right\}$, we deduce that

$$
\begin{align*}
\pi \mathbf{F}_{n}(v, E, g) & \leq \frac{\bar{g}_{n}^{+}\left(\mathbb{R}^{2}\right)-\bar{g}_{n}^{-}(U)}{\left|\Sigma^{\prime}\right|}=\frac{\bar{g}_{n}\left(\mathbb{R}^{2}\right)+\bar{g}_{n}^{-}\left(U^{c}\right)}{n|\Sigma|} \\
& =\frac{\pi \widehat{F}_{n}\left(\bar{\mu}_{n}\right)}{|\Sigma|}+\frac{\bar{g}_{n}^{-}\left(U^{c}\right)}{n|\Sigma|} \tag{4.12}
\end{align*}
$$

Then we note that from (3.19)-(3.20) in Proposition 3.4 the measure $\bar{g}_{n}^{-}$is supported in the union of balls $B\left(x^{\prime}, C\right)$ for $x^{\prime} \in \operatorname{Supp}\left(\bar{\mu}_{n}^{\prime}\right)$, and bounded above by a constant. Thus, $\bar{g}_{n}^{-}\left(U^{c}\right)$ is bounded by a constant times the number of balls intersecting $U^{c}$, hence by $C \bar{\mu}_{n}^{\prime}\left\{x^{\prime}: \operatorname{dist}\left(x^{\prime}, U^{c}\right) \leq C\right\}$. From (4.8), this is equal to

$$
C n \mu_{0}\{x: \operatorname{dist}(x, \partial \Sigma) \leq C / \sqrt{n}\}+o(n) \leq C n|\{x: \operatorname{dist}(x, \partial \Sigma) \leq C / \sqrt{n}\}|+o(n)
$$

since $m_{0}$ is bounded. Using standard estimates on the volumes of tubular neighborhoods, since $\partial \Sigma$ is $C^{1}$ by assumption (2.5), we conclude that this is $o(n)$. Plugging this into (4.12) proves (4.11).

Step 2: We check the hypotheses in Section 4.1. We must now check the $\Gamma$ liminf and coercivity properties of $\left\{\mathbf{f}_{n}\right\}_{n}$. The main point is again that $\widehat{F}_{n}$ controls $\mu_{n}-\mu_{0}$ by Lemma 3.9.

Lemma 4.3. Assume that $\left\{\left(x_{n}, v_{n}, E_{n}, g_{n}\right)\right\}_{n}$ converges to $(x, v, E, g)$. Then

$$
\liminf _{n} \mathbf{f}_{n}\left(x_{n}, v_{n}, E_{n}, g_{n}\right) \geq \mathbf{f}(x, v, E, g):=\frac{1}{\pi} \int \chi d g .
$$

Proof. We may assume that the left-hand side is finite, in which case $\mathbf{f}_{n}\left(x_{n}, v_{n}, E_{n}, g_{n}\right)=\frac{1}{\pi} \int \chi d g_{n}$ for every large enough $n$, from which the result follows by passing to the limit.

LEmmA 4.4. Assume that for any $R>0$ we have

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \int_{B_{R}} \mathbf{f}_{n}\left(x_{n}+\frac{\lambda}{\sqrt{n}}, \theta_{\lambda}\left(v_{n}, E_{n}, g_{n}\right)\right) d \lambda<+\infty \tag{4.13}
\end{equation*}
$$

Then a subsequence of $\left\{\left(x_{n}, v_{n}, E_{n}, g_{n}\right)\right\}_{n}$ converges to some $(x, v, E, g) \in \Sigma \times X$.
Proof. Assume (4.13). Then the integrand there is bounded for a.e. $\lambda$ and from the definition (4.9) we deduce that

$$
\theta_{\lambda}\left(v_{n}, E_{n}, g_{n}\right)=\theta_{\sqrt{n} x_{n}+\lambda}\left(\bar{\mu}_{n}^{\prime}, \bar{E}_{n}, \bar{g}_{n}\right)
$$

and then that $\left(v_{n}, E_{n}, g_{n}\right)=\theta_{\sqrt{n} x_{n}}\left(\bar{\mu}_{n}^{\prime}, \bar{E}_{n}, \bar{g}_{n}\right)$. Thus, (4.13) gives, in view of (4.9), that for every $R>0$ there exists $C_{R}>0$ such that for any $n$

$$
\int_{B_{R}} \int \chi\left(y-\sqrt{n} x_{n}-\lambda\right) d \bar{g}_{n}(y) d \lambda=\int \chi * \mathbf{1}_{B_{R}\left(\sqrt{n} x_{n}\right)} d \bar{g}_{n}<C_{R}
$$

This and the fact that $\bar{g}_{n}$ is bounded below implies that $\bar{g}_{n}\left(B_{R}\left(\sqrt{n} x_{n}\right)\right)$ is bounded independently of $n$ and then, using (3.22), that the same is true of $\bar{\mu}_{n}^{\prime}\left(B_{R}\left(\sqrt{n} x_{n}\right)\right)$. In other words, $\left\{v_{n}=\theta_{\sqrt{n} x_{n}} \bar{\mu}_{n}^{\prime}\right\}_{n}$ is a locally bounded sequence of (positive) measures hence converges weakly after taking a subsequence, and the same is true of $\left\{g_{n}=\theta_{\sqrt{n} x_{n}} \bar{g}_{n}\right\}_{n}$. On the other hand $\left\{x_{n}\right\}_{n}$ is a sequence in the compact set $\Sigma$ hence converges modulo a subsequence.

It remains to study the convergence of $\left\{E_{n}=\bar{E}_{n} \circ \theta_{\sqrt{n} x_{n}+\lambda}\right\}_{n}$. From (3.21) in Proposition 3.4 and the local boundedness of $\left\{v_{n}\right\}_{n}$, we get that $W\left(\bar{E}_{n}, \chi *\right.$ $\left.\mathbf{1}_{B_{R}\left(\sqrt{n} x_{n}\right)}\right)=W\left(E_{n}, \chi * \mathbf{1}_{B_{R}}\right)$ is bounded independently of $n$ for any $R>0$ and then, using (3.27), that $\left\{E_{n}\right\}_{n}$ is locally bounded in $L_{\text {loc }}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$, for any $1 \leq p<2$ hence a subsequence locally weakly converges in $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$. Moreover, curl $E_{n}=0$ and by the above div $E_{n}$ is locally bounded in the sense of measures, hence weakly compact in $W_{\mathrm{loc}}^{-1, p}$ for $p<2$. By elliptic regularity, it follows that the convergence of $E_{n}$ is strong in $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$. This concludes the proof of coercivity.

Step 3: Conclusion. From the previous steps, we may apply Theorem 4.2 in this setting (choosing $\mathbf{U}_{R}=K_{R}$ ) and we deduce in view of (4.11) that, temporarily denoting $Q_{n}$ the push-forward of the normalized Lebesgue measure on $\Sigma$ by the $\operatorname{map} x \mapsto\left(x, \theta_{\sqrt{n} x}\left(\bar{\mu}_{n}^{\prime}, \bar{E}_{n}, \bar{g}_{n}\right)\right)$, and $Q=\lim _{n} Q_{n}$,

$$
\begin{align*}
\liminf _{n} \frac{1}{|\Sigma|} \widehat{F}_{n}\left(\bar{\mu}_{n}\right) & \geq \liminf _{n} \mathbf{F}_{n}\left(\bar{\mu}_{n}^{\prime}, \bar{E}_{n}, \bar{g}_{n}\right) \\
& \geq \int\left(\frac{1}{\pi} \int \chi d g\right) d Q(x, v, E, g) \\
& =\int \lim _{R \rightarrow+\infty} f_{K_{R}} \int \frac{1}{\pi} \chi(y-\lambda) d g(y) d \lambda d Q(x, v, E, g)  \tag{4.14}\\
& =\int \lim _{R \rightarrow+\infty}\left(\frac{1}{\pi\left|K_{R}\right|} \int \chi * \mathbf{1}_{K_{R}} d g\right) d Q(x, v, E, g)
\end{align*}
$$

Now we use the fact that for $Q$-almost every ( $x, v, E, g$ ):
(i) There exists a sequence $\left\{x_{n}\right\}_{n}$ in $\Sigma$ such that

$$
(x, v, E, g)=\lim _{n}\left(x_{n}, \theta_{\sqrt{n} x_{n}}\left(\bar{\mu}_{n}^{\prime}, \bar{E}_{n}, \bar{g}_{n}\right)\right) .
$$

(ii) As a consequence of the above $\frac{1}{\pi\left|K_{R}\right|} \int \chi * \mathbf{1}_{K_{R}} d g$ converges to a finite limit as $R \rightarrow+\infty$.

The first point implies, since $\operatorname{div} \bar{E}_{n}=\bar{\mu}_{n}^{\prime}-m_{0}^{\prime}$ and $\operatorname{curl} \bar{E}_{n}=0$, that by passing to the limit $n \rightarrow \infty$ we have $\operatorname{div} E=v-m_{0}(x)$ and curl $E=0$. The second point implies in particular using (3.22) that $v\left(B_{R}\right) \leq C R^{2}$, proving that $(E, v) \in \mathcal{A}_{m_{0}(x)}$.

Moreover, the second point implies that for any $C>0$ we have $g\left(K_{R+C} \backslash\right.$ $\left.K_{R-C}\right)=o\left(R^{2}\right)$ as $R \rightarrow+\infty$, and thus from point (i) above

$$
\lim _{R \rightarrow+\infty} \lim _{n \rightarrow+\infty} \frac{1}{R^{2}} \bar{g}_{n}\left(K_{R+C}\left(\sqrt{n} x_{n}\right)\right) \backslash\left(K_{r-C}\left(\sqrt{n} x_{n}\right)\right)=0 .
$$

Using (3.22), we deduce that

$$
\lim _{R \rightarrow+\infty} \lim _{n \rightarrow+\infty} \frac{1}{R^{2}} \bar{\mu}_{n}^{\prime}\left(K_{R+C}\left(\sqrt{n} x_{n}\right)\right) \backslash\left(K_{r-C}\left(\sqrt{n} x_{n}\right)\right)=0
$$

and then from (3.21),

$$
\lim _{R \rightarrow+\infty} \lim _{n \rightarrow+\infty} \frac{1}{R^{2}}\left|W\left(\bar{E}_{n}, \chi * \mathbf{1}_{K_{R}\left(\sqrt{n} x_{n}\right)}\right)-\int \chi * \mathbf{1}_{K_{R}\left(\sqrt{n} x_{n}\right)} d \bar{g}_{n}\right|=0
$$

Thus, using [42], Lemma 4.8, we may take the limit $n \rightarrow \infty$ and deduce

$$
\lim _{R \rightarrow+\infty} \frac{1}{R^{2}}\left|W\left(E, \chi * \mathbf{1}_{K_{R}}\right)-\int \chi * \mathbf{1}_{K_{R}} d g\right|=0 .
$$

Together with (4.14) this yields, by definition of $W$,

$$
\begin{equation*}
\liminf _{n} \frac{1}{|\Sigma|} \widehat{F}_{n}\left(\bar{\mu}_{n}\right) \geq \frac{1}{\pi} \int W(E) d Q(x, v, E, g) \tag{4.15}
\end{equation*}
$$

and, we recall, $Q$-a.e. $(E, v) \in \mathcal{A}_{m_{0}(x)}$.
Now we let $P_{n}$ (resp., $P$ ) be the marginal of $Q_{n}$ (resp., $Q$ ) with respect to the variables $(x, E)$. Then the first marginal of $P$ is the normalized Lebesgue measure on $\Sigma$ and $P$-a.e. we have $E \in \mathcal{A}_{m_{0}(x)}$, in particular

$$
W(E) \geq \min _{\mathcal{A}_{m_{0}(x)}} W=m_{0}(x)\left(\min _{\mathcal{A}_{1}} W-\frac{\pi}{2} \log m_{0}(x)\right) .
$$

Integrating with respect to $P$ and noting that since only $x$ appears on the righthand side we may replace $P$ by its first marginal there we find, in view of (2.25) that the lower bound (4.1) holds.
4.3. Proof of Theorem 4.1, part B. In this section, we construct a set of explicit configurations whose $W$ is not too large, and show that their probability is not too small, which will lead to a lower bound on $Z_{n}^{\beta}$. This is the longest part of our proof. The method is borrowed from [42] but requires various adjustments that we shall detail in Section 6. We will need (2.5) in order to simplify the construction and estimates near the boundary.

The following proves Theorem 4.1, part B and contains a bit more information useful for proving Theorem 5.2 below.

Proposition 4.5. Let $P \in \mathcal{P}(X)$ be admissible. Then, for any $\eta>0$, there exists $\delta>0$ and, for any $n$, a subset $A_{n} \subset \mathbb{C}^{n}$ such that $\left|A_{n}\right| \geq n!\left(\pi \delta^{2} / n\right)^{n}$ and for every sequence $\left\{\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{y_{i}}\right\}_{n}$ with $\left(y_{1}, \ldots, y_{n}\right) \in A_{n}$ the following hold:
(i) We have the upper bound

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n}\left(w_{n}\left(y_{1}, \ldots, y_{n}\right)-n^{2} I\left(\mu_{0}\right)+\frac{n}{2} \log n\right) \leq \widetilde{W}(P)+\eta . \tag{4.16}
\end{equation*}
$$

(ii) There exists $\left\{\bar{E}_{n}\right\}_{n}$ in $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ such that $\operatorname{div} \bar{E}_{n}=2 \pi\left(\mu_{n}^{\prime}-m_{0}^{\prime}\right)$, where $\mu_{n}^{\prime}=\sum_{i} \delta_{y_{i}^{\prime}}$ and such that the image $\bar{P}_{n}$ of $d x_{\mid \Sigma} /|\Sigma|$ by the map $x \mapsto$ $\left(x, \bar{E}_{n}(\sqrt{n} x+\cdot)\right)$ is such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \operatorname{dist}\left(\bar{P}_{n}, P\right) \leq \eta, \tag{4.17}
\end{equation*}
$$

where dist is a distance which metrizes the topology of weak convergence on $\mathcal{P}(X)$.
Respectively, the image $\bar{Q}_{n}$ of $d x_{\mid \Sigma} /|\Sigma|$ by the map $x \mapsto\left(x, \mu_{n}^{\prime}(\sqrt{n} x+\cdot)\right)$ is such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \operatorname{dist}\left(\bar{Q}_{n}, Q\right) \leq \eta, \tag{4.18}
\end{equation*}
$$

where dist is a distance which metrizes the topology of weak convergence, and $Q$ is the push-forward of $P$ by $(x, E) \mapsto \frac{1}{2 \pi} \operatorname{div} E+m_{0}^{\prime}(x)$.

Applying the above proposition with $\eta=1 / k$, we get a subset $A_{n, k}$ in which we choose any $n$-tuple $\left(y_{i, k}\right)_{1 \leq i \leq n}$. This yields in turn a family $\left\{P_{n, k}\right\}$ of probability measures on $X$. A standard diagonal extraction argument then yields the following corollary.

Corollary 4.6 (Theorem 4.1, part B). Let $P \in \mathcal{P}(X)$ be admissible. Then there exists a sequence $\left\{\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}\right\}_{n}$ and a sequence $\left\{\bar{E}_{n}\right\}_{n}$ in $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ such that $\operatorname{div} \bar{E}_{n}=2 \pi\left(\mu_{n}^{\prime}-m_{0}^{\prime}\left(x^{\prime}\right) d x^{\prime}\right)$ and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n}\left(w_{n}\left(x_{1}, \ldots, x_{n}\right)-n^{2} I\left(\mu_{0}\right)+\frac{n}{2} \log n\right) \leq \widetilde{W}(P) . \tag{4.19}
\end{equation*}
$$

Moreover, denoting $\bar{P}_{n}$ the image of $d x_{\mid \Sigma} /|\Sigma|$ by the map $x \mapsto\left(x, \bar{E}_{n}(\sqrt{n} x+\cdot)\right)$, we have $\bar{P}_{n} \rightarrow P$ as $n \rightarrow+\infty$.

Another consequence of Proposition 4.5 is recalling (2.25) and (3.12).

Corollary 4.7. For any $\beta>0$, there exists $C_{\beta}>0$ such that $\lim _{\beta \rightarrow+\infty} C_{\beta}=0$ and

$$
\begin{equation*}
\liminf _{n \rightarrow+\infty} \frac{\log K_{n}^{\beta}}{n} \geq-\frac{\beta}{2}\left(\alpha+C_{\beta}\right) \tag{4.20}
\end{equation*}
$$

Proof. Choose $E_{0} \in \mathcal{A}_{1}$ such that $W\left(E_{0}\right)=\alpha_{1}=\min _{\mathcal{A}_{1}} W$. Such an $E_{0}$ exists by [42], Theorem 1. Let $P$ be the image of the normalized Lebesgue measure on $\Sigma$ by the map $x \mapsto\left(x, \sigma_{m_{0}(x)} E_{0}\right)$, where

$$
\begin{equation*}
\sigma_{m} E(y):=\sqrt{m} E(\sqrt{m} y) . \tag{4.21}
\end{equation*}
$$

Then by construction $P$-almost every $(x, E)$ satisfies $E \in \mathcal{A}_{m_{0}(x)}$ and the first marginal of $P$ is $d x_{\mid \Sigma} /|\Sigma|$.

Given $\eta>0$, applying Proposition 4.5 and using the notation there, we have $\left|A_{n}\right| \geq n!\left(\delta^{2} / n\right)^{n}$, and from (3.11) we have

$$
\begin{equation*}
1 \geq \int_{A_{n}} \frac{1}{K_{n}^{\beta}} e^{-n(\beta / 2) F_{n}\left(\mu_{n}\right)} d y_{1} \cdots d y_{n}, \tag{4.22}
\end{equation*}
$$

where $\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{y_{i}}$. From (3.10) and (4.16), when $\left(y_{1}, \ldots, y_{n}\right) \in A_{n}$ we have

$$
F_{n}\left(\mu_{n}\right) \leq \eta+\widetilde{W}(P)=\eta+\frac{1}{\pi} \int_{\Sigma} W\left(\sigma_{m_{0}(x)} E_{0}\right) d x
$$

From (2.24), and since $\int_{\Sigma} m_{0}=1$, we obtain

$$
\frac{1}{\pi} \int_{\Sigma} W\left(\sigma_{m_{0}(x)} E_{0}\right) d x=\frac{\alpha_{1}}{\pi}-\frac{1}{2} \int_{\Sigma} m_{0}(x) \log m_{0}(x) d x=\alpha,
$$

by definition (2.25). We deduce

$$
F_{n}\left(\mu_{n}\right) \leq \alpha+\eta .
$$

Together with (4.22), we find $1 \geq \frac{\left|A_{n}\right|}{K_{n}^{\beta}} e^{-n(\beta / 2)(\eta+\alpha)}$. Taking logarithms, we are led to

$$
\log K_{n}^{\beta} \geq \log n!+n \log \delta^{2}-n \log n-\frac{1}{2} n \beta(\eta+\alpha)
$$

From Stirling's formula, $\log n!\geq n \log n-C n$ and we deduce that

$$
\liminf _{n \rightarrow \infty} \frac{\log K_{n}^{\beta}}{n} \geq-\frac{\beta}{2}(\alpha+\eta)-C_{\eta}
$$

with $C_{\eta}=-\log \delta^{2}+C$. But, for any $\eta>0$, if $\beta$ is large enough the right-hand side is greater than $-\frac{\beta}{2}(\alpha+2 \eta)$. This proves the corollary.
4.4. Proof of Theorem 4.1, completed. As mentioned above, part B of the theorem is a direct consequence of Proposition 4.5, see Corollary 4.6.

Part C follows from the comparison of parts A and B : for minimizers, the chains of inequalities (4.1) and (4.2) are in fact equalities and $\widetilde{W}$ must be minimized hence equal to $\alpha$. Also we must have $\lim _{n \rightarrow \infty}\left(F_{n}-\widehat{F}_{n}\right)\left(\mu_{n}\right)=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \zeta\left(x_{i}\right)=0$, which in view of (3.2), implies that $\lim \sum_{i} \operatorname{dist}\left(x_{i}, \Sigma\right)^{2}=0$.

This completes the proof of Theorem 4.1.
5. Large deviations and proofs of the remaining results. We now turn to Coulomb gases, that is, to the case with temperature. Our next result mostly expresses Theorem 4.1 in a "moderate" deviations language. Before stating it, let us recall for comparison the result of $[10,33]$.

THEOREM 5.1. Let $\beta=2$ and $V(x)=|x|^{2}$. Denote by $\widetilde{\mathbb{P}}_{n}^{\beta}$ the image of the law (1.1) by the map $\left(x_{1}, \ldots, x_{n}\right) \mapsto \mu_{n}$, where $\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}$. Then for any subset $A$ of the set of probability measures on $\mathbb{R}^{2}$ (endowed with the topology of weak convergence), we have

$$
-\inf _{\mu \in \AA} \widetilde{I}(\mu) \leq \liminf _{n \rightarrow \infty} \frac{1}{n^{2}} \log \widetilde{\mathbb{P}}_{n}^{\beta}(A) \leq \limsup _{n \rightarrow \infty} \frac{1}{n^{2}} \log \widetilde{\mathbb{P}}_{n}^{\beta}(A) \leq-\inf _{\mu \in \bar{A}} \widetilde{I}(\mu),
$$

where $\tilde{I}=I-\min I$.

Our result is the following theorem.
THEOREM 5.2. Let $V$ satisfy assumptions (2.4)-(2.6). For any $\beta>0$, there exists $C_{\beta}>0$ such that $\lim _{\beta \rightarrow+\infty} C_{\beta}=0$ and the following holds.

For any $n>0$ let $A_{n} \subset \mathbb{C}^{n}$. Denote

$$
\begin{equation*}
A_{\infty}=\bigcap_{m>0} \overline{\bigcup_{n>m} i_{n}\left(A_{n}\right)}, \tag{5.1}
\end{equation*}
$$

where $i_{n}$ is as in (2.16), and the topology is the weak convergence on $\mathcal{P}(X)$ [in other words, $A_{\infty}$ is the set of weak limits, up to subsequences, of $\left.P_{n} \in i_{n}\left(A_{n}\right)\right]$. Then, $\alpha$ being as in (2.25),

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\log \mathbb{P}_{n}^{\beta}\left(A_{n}\right)}{n} \leq-\frac{\beta}{2}\left(\inf _{P \in A_{\infty}} \widetilde{W}(P)-\alpha-C_{\beta}\right) \tag{5.2}
\end{equation*}
$$

Conversely, let $A \subset \mathcal{P}(X)$ be a set of $T_{\lambda(x)}$-invariant probability measures on $X$ and let $\AA$ be the interior of $A$. Then there exists a sequence of subsets $A_{n} \subset \Sigma^{n}$ such that

$$
\begin{equation*}
-\frac{\beta}{2}\left(\inf _{P \in A} \widetilde{W}(P)-\alpha+C_{\beta}\right) \leq \liminf _{n \rightarrow \infty} \frac{\log \mathbb{P}_{n}^{\beta}\left(A_{n}\right)}{n} \tag{5.3}
\end{equation*}
$$

and such that for any sequence $\left\{\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}\right\}_{n}$ such that $\left(x_{1}, \ldots, x_{n}\right) \in A_{n}$ for every $n$ there exists a sequence of fields $\bar{E}_{n} \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ such that $\operatorname{div} \bar{E}_{n}=$ $2 \pi\left(\mu_{n}^{\prime}-\mu_{0}^{\prime}\right)$ and such that-defining $\bar{P}_{n}$ as in $(2.15)$ with $\bar{E}_{n}$ replacing $E_{n}$-we have

$$
\begin{equation*}
\lim _{n} \bar{P}_{n} \in \AA \tag{5.4}
\end{equation*}
$$

Note that if $\bar{P}_{n}$ was $P_{n}$, then (5.4) would be equivalent to saying that $\bigcap_{m} \overline{\bigcup_{n>m} i_{n}\left(A_{n}\right)} \subset \AA$. The difference between $\bar{P}_{n}$ and $P_{n}$ is that the latter is generated by a field $\bar{E}_{n}$ which is not necessarily a gradient.

Compared to Theorem 5.1, this result can be seen as a next order (speed $n$ instead of $n^{2}$ ) deviations result, where $\widetilde{W}$ plays the role of a rate function, with a margin which becomes small as $\beta \rightarrow \infty$. While Theorem 5.1 said that empirical measures at macroscopic scale converge to $\mu_{0}$, except for a set of exponentially decaying probability, Theorem 5.2 says that within the empirical measures which do converge to $\mu_{0}$, the ones with large $\widetilde{W}$ (computed after blow-up) also have exponentially decaying probability, but at the slower rate $e^{-n}$ instead of $e^{-n^{2}}$. More precisely, there is a threshhold $C_{\beta}$ such that configurations satisfying

$$
\widetilde{W}(P) \geq \alpha+C_{\beta}
$$

have exponentially small probability, where we recall $\alpha$ is also the minimal value of $\widetilde{W}(P)$. Since we believe that $W$ measures the disorder of a (limit) configuration of (blown up) points in the plane, this means that most configurations have a certain order. The threshhold, or gap, $C_{\beta}$ tends to 0 as $\beta$ tends to $\infty$, hence in this limit, configurations have to be closer and closer to the minimum of the average of
$W$, or have more and more order. Modulo the conjecture that the minimum of $W$ is achieved by the perfect "Abrikosov" triangular lattice, this constitutes a crystallization result. Note that to solve this conjecture, it would suffice to evaluate $\alpha$, which in view of Theorem 2.1 is equivalent to being able to compute the asymptotics of $Z_{n}^{\beta}$ as $\beta \rightarrow \infty$.
5.1. Proofs of Theorems 5.2 and 2.1. We start with the upper bound on $\log \mathbb{P}_{n}^{\beta}$. Let $A_{n}$ be a subset of $\mathbb{C}^{n}$. We denote as usual $\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}$. From (3.11), we have

$$
\mathbb{P}_{n}^{\beta}\left(A_{n}\right)=\frac{1}{K_{n}^{\beta}} \int_{A_{n}} e^{-(1 / 2) \beta n F_{n}\left(\mu_{n}\right)} d x_{1} \cdots d x_{n}
$$

hence

$$
\begin{equation*}
\frac{\log \mathbb{P}_{n}^{\beta}\left(A_{n}\right)}{n}=-\frac{\log K_{n}^{\beta}}{n}+\frac{1}{n} \log \int_{A_{n}} e^{-(1 / 2) \beta n F_{n}\left(\mu_{n}\right)} d x_{1} \cdots d x_{n} \tag{5.5}
\end{equation*}
$$

We deduce, since $\widehat{F}_{n}\left(\mu_{n}\right)=F_{n}\left(\mu_{n}\right)-2 \sum_{i} \zeta\left(x_{i}\right)$, that

$$
\begin{align*}
\frac{\log \mathbb{P}_{n}^{\beta}\left(A_{n}\right)}{n} \leq & -\frac{\log K_{n}^{\beta}}{n}  \tag{5.6}\\
& +\frac{1}{n} \log \left(e^{-(1 / 2) \beta n \inf _{A_{n}} \widehat{F}_{n}} \int_{A_{n}} e^{-\beta n \sum_{i} \zeta\left(x_{i}\right)} d x_{1} \cdots d x_{n}\right)
\end{align*}
$$

Let $\mu_{n}$ such that $\widehat{F}_{n}\left(\mu_{n}\right) \leq \inf _{A_{n}} \widehat{F}_{n}+1 / n$. Then from (4.1) in Theorem 4.1 we have, using the notation there, $\liminf _{n \rightarrow \infty} \widehat{F}_{n}\left(\mu_{n}\right) \geq \widetilde{W}(P)$ where $P=\lim _{n} P_{n}$ and $P_{n}=i_{n}\left(x_{1}, \ldots, x_{n}\right)$. Since $P_{n} \in i_{n}\left(A_{n}\right)$, by definition we have $P \in A_{\infty}$, since by definition $A_{\infty}=\bigcap_{m>0} \overline{\bigcup_{n>m} i_{n}\left(A_{n}\right)}$. We may thus write

$$
\begin{equation*}
\liminf _{n \rightarrow+\infty} \widehat{F}_{n}\left(\mu_{n}\right) \geq \inf _{P \in A_{\infty}} \widetilde{W}(P) \tag{5.7}
\end{equation*}
$$

Inserting into (5.6) we are led to

$$
\begin{align*}
\frac{\log \mathbb{P}_{n}^{\beta}\left(A_{n}\right)}{n} \leq & -\frac{\beta}{2} \inf _{P \in A_{\infty}} \widetilde{W}(P)-\frac{\log K_{n}^{\beta}}{n}  \tag{5.8}\\
& +\frac{1}{n} \log \left(\int_{\mathbb{C}^{n}} e^{-\beta n \sum_{i} \zeta\left(x_{i}\right)} d x_{1} \cdots d x_{n}\right)+o(1)
\end{align*}
$$

thus in view of Lemma 3.8 and (4.20), we have established (5.2). An immediate corollary of (5.8), choosing $A_{n}$ to be the full space and using $\min \widetilde{W}=\alpha$ and Lemma 3.8, is that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\log K_{n}^{\beta}}{n} \leq-\frac{\beta \alpha}{2}+\log |\Sigma| \tag{5.9}
\end{equation*}
$$

We next turn to the lower bound. Fix $\eta>0$. Given $A$, let $P \in \AA$ be such that

$$
\begin{equation*}
\widetilde{W}(P) \leq \inf _{P \in \AA} \widetilde{W}(P)+\frac{\eta}{2} \tag{5.10}
\end{equation*}
$$

Since $P \in \AA$, if $\eta$ is chosen small enough (which we assume) then $B(P, 2 \eta) \subset A$, where the ball is for a distance metrizing weak convergence as in Proposition 4.5.

We then apply Proposition 4.5 to $P$ and $\eta$. We find $\delta>0$ and for any $n$ large enough a set $A_{n}$ such that $\left|A_{n}\right| \geq n!\left(\pi \delta^{2} / n\right)^{n}$ and, rewriting (4.16) with (3.3),

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{A_{n}} F_{n} \leq \widetilde{W}(P)+\eta . \tag{5.11}
\end{equation*}
$$

Moreover, for every $\left(y_{1}, \ldots, y_{n}\right) \in A_{n}$ and letting $\left\{\mu_{n}=\frac{1}{n}\left(\delta_{y_{1}}+\cdots+\delta_{y_{n}}\right)\right\}_{n}$, there exists $\left\{\bar{E}_{n}\right\}_{n}$ in $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ such that div $\bar{E}_{n}=2 \pi\left(\mu_{n}^{\prime}-\mu_{0}^{\prime}\right)$ and such that the image $\bar{P}_{n}$ of $d x_{\mid \Sigma} /|\Sigma|$ by the map $x \mapsto\left(x, E_{n}(\sqrt{n} x+\cdot)\right)$ is such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \operatorname{dist}\left(\bar{P}_{n}, P\right) \leq \eta . \tag{5.12}
\end{equation*}
$$

In particular, (5.4) holds. Moreover, inserting (5.11) and (5.10) into (3.11), we find that

$$
\frac{\log \mathbb{P}_{n}^{\beta}\left(A_{n}\right)}{n} \geq-\frac{\log K_{n}^{\beta}}{n}-\frac{\beta}{2} \inf _{P \in A} \widetilde{W}(P)-\frac{1}{2} \beta \eta+\frac{1}{n} \log \left|\frac{A_{n}}{\sqrt{n}}\right|+o(1)
$$

On the other hand, using $\left|A_{n}\right| \geq n!\left(\pi \delta^{2} / n\right)^{n}$ and Stirling's formula, we have $\log \left|A_{n}\right| \geq 2 n \log \delta-C n$. Combining with (5.9), we find

$$
\liminf _{n \rightarrow \infty} \frac{\log \mathbb{P}_{n}^{\beta}\left(A_{n}\right)}{n} \geq-\frac{\beta}{2}\left(\inf _{P \in \AA} \widetilde{W}(P)+\eta+\frac{C_{\eta}}{\beta}\right)
$$

with $C_{\eta}=-2 \log \delta+C+\log |\Sigma|$. The right-hand side is greater than $-\frac{\beta}{2}\left(\inf _{A} \widetilde{W}+\right.$ $2 \eta$ ) if $\beta$ is large enough. Since this is true for any $\eta>0$, this proves (5.3).

Statement (2.9) of Theorem 2.1 immediately follows by combining (5.9), Corollary 4.7 and (3.12). Statement (2.10) in Theorem 2.1 is a consequence of (2.9): Let $A_{n}$ be the set of $n$-tuples $\left(x_{1}, \ldots, x_{n}\right)$ such that

$$
w_{n}\left(x_{1}, \ldots, x_{n}\right) \geq n^{2} I\left(\mu_{0}\right)-\frac{n}{2} \log n+n(\alpha+\eta)
$$

From (3.11), we have

$$
\begin{equation*}
\mathbb{P}_{n}^{\beta}\left(A_{n}\right)=\frac{1}{K_{n}^{\beta}} \int_{A_{n}} \exp \left(-n \frac{\beta}{2} F_{n}\left(\mu_{n}\right)\right) d x_{1} \cdots d x_{n} . \tag{5.13}
\end{equation*}
$$

Now we use Lemma 3.7 and the fact that $g_{n} \geq-C$, where $C$ is a universal constant: we split $A_{n}$ as $A_{n}^{\prime} \cup A_{n}^{\prime \prime}$, where $A_{n}^{\prime}$ denotes the $n$-tuples in $A_{n}$ for which $\sum_{i} \zeta\left(x_{i}\right)>C(|\Sigma|+1) / \pi$ and $A_{n}^{\prime \prime}$ those for which $\sum_{i} \zeta\left(x_{i}\right) \leq C(|\Sigma|+1) / \pi$.

Using (3.25) and the fact that $g_{n}=0$ outside $\Sigma^{\prime} \bigcup_{i} B\left(x_{i}^{\prime}, 1\right)$, so that $\frac{1}{n \pi} \int d g_{n} \geq$ $-C(|\Sigma|+1) / \pi$, we have if $\left(x_{1}, \ldots, x_{n}\right) \in A_{n}^{\prime}$ that $F_{n}\left(\mu_{n}\right) \geq \sum_{i} \zeta\left(x_{i}\right)$. Then, using Lemma 3.8, we deduce

$$
\underset{n}{\limsup } \frac{1}{n} \log \mathbb{P}_{n}^{\beta}\left(A_{n}^{\prime}\right) \leq|\Sigma|-\underset{n}{\limsup }\left(\frac{1}{n} \log K_{n}^{\beta}\right)
$$

Now if $\left(x_{1}, \ldots, x_{n}\right) \in A_{n}^{\prime \prime}$ and writing $C^{\prime}=C(|\Sigma|+1) / \pi$ we have

$$
F_{n}\left(\mu_{n}\right) \geq F_{n}\left(\mu_{n}\right)+\sum_{i} \zeta\left(x_{i}\right)-C^{\prime} \geq \alpha+\eta+\sum_{i} \zeta\left(x_{i}\right)-C^{\prime}
$$

Inserting into (5.13) and in view of Lemma 3.8, we find

$$
\limsup _{n} \frac{1}{n} \log \mathbb{P}_{n}^{\beta}\left(A_{n}^{\prime \prime}\right) \leq-\frac{\beta}{2}(\alpha+\eta)+C-\limsup _{n}\left(\frac{1}{n} \log K_{n}^{\beta}\right),
$$

where $C$ is independent of $\beta>1$. Combining the asymptotics for $\mathbb{P}_{n}^{\beta}\left(A_{n}^{\prime}\right)$ and $\mathbb{P}_{n}^{\beta}\left(A_{n}^{\prime \prime}\right)$ with (2.9), we deduce

$$
\limsup _{n} \frac{1}{n} \log \mathbb{P}_{n}^{\beta}\left(A_{n}\right) \leq-\frac{\beta}{2}\left(\eta+C_{\beta}\right),
$$

where $\lim _{\beta \rightarrow+\infty} C_{\beta}=0$. This proves (2.10).
5.2. Proofs of Theorems 2.2, 2.3, 2.4. The $\beta=+\infty$ part of Theorem 2.2 is clearly contained in Theorem 4.1. So is Theorem 2.3.

For the finite $\beta$ case of Theorem 2.2, we apply the method of Theorem 4.2 part B: Let $A_{n, M}=\left\{\left(x_{1}, \ldots, x_{n}\right) \left\lvert\, \widehat{F}_{n}\left(\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}\right) \leq M\right.\right\}$. In view of (5.6), Corollary 4.7 and Lemma 3.8, if $M$ is chosen large enough we have $\mathbb{P}_{n}^{\beta}\left(A_{n, M}^{c}\right) \rightarrow 0$ as $n \rightarrow \infty$. In view of Lemma 4.2, to prove the tightness of $i_{n} \# \mathbb{P}_{n}^{\beta}$ it thus suffices to check that if $P_{n} \in i_{n}\left(A_{n, M}\right)$ then $P_{n}$ has a convergent subsequence. But this is the case from Theorem 4.1, part A. Therefore, $i_{n} \# \mathbb{P}_{n}^{\beta}$ does indeed converge, modulo a subsequence, to a certain law $\widetilde{\mathbb{P}}^{\beta}$.

It remains to prove Theorem 2.4 , and the fact that $\widetilde{\mathbb{P}}^{\beta}$-almost every $P$ is admissible. For this, we use Theorem 2.1 and let, for a given $\beta>0, A_{n}$ be the set of $n$-tuples $\left(x_{1}, \ldots, x_{n}\right)$ such that

$$
w_{n}\left(x_{1}, \ldots, x_{n}\right)>n^{2} I\left(\mu_{0}\right)-\frac{n}{2} \log n+n\left(\alpha+2 C_{\beta}\right),
$$

and $\tilde{A}_{n}=i_{n}\left(A_{n}\right)$. Then from (2.10) we have $i_{n} \# \mathbb{P}_{n}^{\beta}\left(\tilde{A}_{n}\right)=\mathbb{P}_{n}^{\beta}\left(A_{n}\right) \rightarrow 0$ as $n \rightarrow$ $+\infty$. Therefore, letting $\tilde{A}=\bigcap_{m} \overline{\bigcup_{n>m} \tilde{A}_{n}^{c}}$, we have that $\widetilde{\mathbb{P}}^{\beta}(\tilde{A})=1$. On the other hand, if $P \in \tilde{A}$ then there exists a sequence $P_{n} \in \tilde{A}_{n}$ such that $P_{n} \rightarrow P$, and $P_{n}=i_{n}\left(x_{1}, \ldots, x_{n}\right)$ where $w_{n}\left(x_{1}, \ldots, x_{n}\right) \leq n^{2} I\left(\mu_{0}\right)-\frac{n}{2} \log n+n\left(\alpha+2 C_{\beta}\right)$ by definition of $A_{n}$. Using Theorem 4.1, part A, we deduce that $P$ is admissible, and that $\widetilde{W}(P) \leq \alpha+2 C_{\beta}$. This proves Theorem 2.4 and the fact that $\widetilde{\mathbb{P}}^{\beta}$-almost every $P$ is admissible.
5.3. Definition of $\mathbb{W}$. In this subsection, we briefly examine how to define the renormalized energy as a function of the points only, via (3.17). We prove the following.

LEMMA 5.1. The function $\mathbb{W}$ be defined by (3.17) is Borel-measurable on the set of locally finite measures.

Proof. First we show that there exists a measurable map $v \mapsto E_{v}$ where $E_{v}$ satisfies (2.17). The set

$$
A=\left\{E \in \mathcal{A}_{m}, W(E)<\infty\right\}
$$

is Borel measurable, since $W$ is (as proven in [42], Theorem 1). We may partition $A$ into equivalence classes for the relation $E \sim E^{\prime}$ if $\operatorname{div} E=\operatorname{div} E^{\prime}$. In view of Lemma 3.3, denoting by $E^{*}$ the equivalence class of $E \in A$, we have $E^{*}=\left\{E+\vec{C}, \vec{C} \in \mathbb{R}^{2}\right\}$. In particular, this implies that if $U$ is an open set in $A$, then $U^{*}=\bigcup_{E \in U} E^{*}$ is open too in $A / \sim$. By Effros's theorem (cf., e.g., [46], Theorem 5.4.3) there thus exists a Borel section $B$ of $A$ which contains exactly one element of each equivalence class. The map $E^{*} \mapsto \frac{1}{2 \pi} \operatorname{div} E+m$ is then a Borel measurable and injective map from $B$ to $\left\{v \in \mathcal{M}_{+}: \mathbb{W}(v)<\infty\right\}$ where $\mathcal{M}_{+}$is the set of positive Radon measures on $\mathbb{R}^{2}$. By [17], Proposition 8.3.5, its inverse is also Borel measurable and injective. This provides a measurable selection $\psi: \nu \mapsto E$ satisfying (2.17) on $\left\{v \in \mathcal{M}_{+}: \mathbb{W}(v)<\infty\right\}$. Since $E^{*}=\left\{E+\vec{C}, \vec{C} \in \mathbb{R}^{2}\right\}$ we may write

$$
\mathbb{W}(v)=\inf _{\vec{C} \in \mathbb{R}^{2}} W(\psi(v)+\vec{C})
$$

Using again the fact that $W$ is Borel measurable and $v \mapsto \psi(v)+\vec{C}$, too, it follows that $\mathbb{W}$ is measurable as claimed.

We may then without too much difficulty translate the results of Theorems 4.1, 5.2 with $\int \mathbb{W}(v) d Q(x, v)$ instead of $\int W(E) d P(x, E)$.
6. Proof of Proposition 4.5. The construction consists of the following. We are given $\varepsilon>0$, which is the error we can afford. First, we select a finite set of vector fields $J_{1}, \ldots, J_{N}$ ( $N$ will depend on $\varepsilon$ ) which will represent the probability $P(x, E)$ with respect to its $E$ dependence, and whose renormalized energies are well controlled. Since $P$ is $T_{\lambda(x)}$-invariant, we need it to be well approximated by measures supported on the orbits of the $J_{i}$ 's under translations. Second, we work in blown-up coordinates and split the region $\Sigma^{\prime}$ (whose diameter is order $\sqrt{n}$ ) into many rectangles $K$ with centers $x_{K}$ and side-lengths of order $\bar{R}$ large enough. Even though we choose $\bar{R}$ to be large, it will still be very small compared to the size of $\Sigma^{\prime}$, as $n \rightarrow \infty$, so that the Diracs at $x_{K} / \sqrt{n}$ approximate $P(x, E)$ with respect to its $x$ dependence. On each rectangle $K$, the weight $m_{0}^{\prime}$ is temporarily replaced by
its average $m_{K}$. Then we split each rectangle $K$ into $q^{2}$ identical rectangles, with side-lengths of order $2 R=\bar{R} / q$, where both $R$ and $q$ will be sufficiently large. We then select the proportion of the rectangles that corresponds to the weight that the orbit of each $J_{i}$ carries in the approximation of $P$. In these rectangles, we paste a (translated) copy of $J_{i}$ at the scale $m_{K}$ and suitably modified near the boundary according to a construction of [42] (Proposition 6.4 below) so that its tangential component on the boundary is 0 (this can be done while inducing only an error $\varepsilon$ on $W$ ). In the few rectangles that may remain unfilled, we paste a copy of an arbitrary $J_{0}$ whose renormalized energy is finite. We perform the construction above provided we are far enough from $\partial \Sigma^{\prime}$. The layer near the boundary must be treated separately, and there again an arbitrary (translated and rescaled) current can be pasted. Finally, we add a vector field to correct the discrepancy between $m_{K}$ and $m_{0}^{\prime}$ in each of the rectangles.

To complete the proof of Proposition 4.5, we collect all of the estimates on the constructed vector field to show that its energy $w_{n}$ is bounded above in terms of $\widetilde{W}$ and that the probability measures associated to the construction have remained close to $P$.
6.1. Estimates on distances between probabilities. First, we choose distances which metrize the topologies of $L_{\text {loc }}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ and $\mathcal{B}(X)$, the set of finite Borel measures on $X=\Sigma \times L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$. For $E_{1}, E_{2} \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ we let

$$
d_{p}\left(E_{1}, E_{2}\right)=\sum_{k=1}^{\infty} 2^{-k} \frac{\left\|E_{1}-E_{2}\right\|_{L^{p}(B(0, k))}}{1+\left\|E_{1}-E_{2}\right\|_{L^{p}(B(0, k))}}
$$

and on $X$ we use the sum of the Euclidean distance on $\Sigma$ and $d_{p}$, which we denote $d_{X}$. It is a distance on $X$. On $\mathcal{B}(X)$ we define a distance by choosing a sequence of bounded continuous functions $\left\{\varphi_{k}\right\}_{k}$ which is dense in $C_{b}(X)$ and we let, for any $\mu_{1}, \mu_{2} \in \mathcal{B}(X)$,

$$
d_{\mathcal{B}}\left(\mu_{1}, \mu_{2}\right)=\sum_{k=1}^{\infty} 2^{-k} \frac{\left|\left\langle\varphi_{k}, \mu_{1}-\mu_{2}\right\rangle\right|}{1+\left|\left\langle\varphi_{k}, \mu_{1}-\mu_{2}\right\rangle\right|}
$$

where we have used the notation $\langle\varphi, \mu\rangle=\int \varphi d \mu$.
We have the following general facts.
LEmmA 6.1. For any $\varepsilon>0$, there exists $\eta_{0}>0$ such that if $P, Q \in \mathcal{B}(X)$ and $\|P-Q\|<\eta_{0}$, then $d_{\mathcal{B}}(P, Q)<\varepsilon$. Here $\|P-Q\|$ denotes the total variation of the signed measure $P-Q$, that is, the supremum of $\langle\varphi, P-Q\rangle$ over measurable functions $\varphi$ such that $|\varphi| \leq 1$.

In particular, if $P=\sum_{i=1}^{\infty} \alpha_{i} \delta_{x_{i}}$ and $Q=\sum_{i=1}^{\infty} \beta_{i} \delta_{x_{i}}$ with $\sum_{i}\left|\alpha_{i}-\beta_{i}\right|<\eta_{0}$, then $d_{\mathcal{B}}(P, Q)<\varepsilon$.

Lemma 6.2. Let $K \subset X$ be compact. For any $\varepsilon>0$, there exists $\eta_{1}>0$ such that if $x \in K, y \in X$ and $d_{X}(x, y)<\eta_{1}$ then $d_{\mathcal{B}}\left(\delta_{x}, \delta_{y}\right)<\varepsilon$.

LEMMA 6.3. Let $0<\varepsilon<1$. If $\mu$ is a probability measure on a set $A$ and $f, g: A \rightarrow X$ are measurable and such that $d_{\mathcal{B}}\left(\delta_{f(x)}, \delta_{g(x)}\right)<\varepsilon$ for every $x \in A$, then

$$
d_{\mathcal{B}}\left(f^{\#} \mu, g^{\#} \mu\right)<C \varepsilon(|\log \varepsilon|+1)
$$

Proof. Take any bounded continuous function $\varphi_{k}$ defining the distance on $\mathcal{B}(X)$. Then if $d_{\mathcal{B}}\left(\delta_{f(x)}, \delta_{g(x)}\right)<\varepsilon$ for any $x \in X$ we have in particular

$$
\frac{\left|\varphi_{k}(f(x))-\varphi_{k}(g(x))\right|}{1+\left|\varphi_{k}(f(x))-\varphi_{k}(g(x))\right|} \leq 2^{k} \varepsilon .
$$

It follows that

$$
\begin{aligned}
d_{\mathcal{B}}\left(f^{\#} \mu, g^{\#} \mu\right) & \leq \sum_{k} 2^{-k} \min \left(\varepsilon 2^{k}, 1\right) \\
& \leq \varepsilon\left(\left[\log _{2} \varepsilon\right]+1\right)+\sum_{k=\left[\log _{2} \varepsilon\right]+1}^{\infty} 2^{-k} \leq C \varepsilon(|\log \varepsilon|+1) .
\end{aligned}
$$

6.2. Preliminary results. In what follows $\Sigma^{\prime}=\sqrt{n} \Sigma, m_{0}^{\prime}(x)=m_{0}(x / \sqrt{n})$ : we work in blown-up coordinates. We consider a probability measure $P$ on $\Sigma \times$ $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ which is as in the proposition. We let $\widetilde{P}$ be the probability measure on $\Sigma \times \mathcal{A}_{1}$ which is the image of $P$ under $(x, E) \mapsto\left(x, \sigma_{1 / m_{0}(x)} E\right)$, so that

$$
\begin{equation*}
\widetilde{P}=\int \delta_{x} \otimes \delta_{\sigma_{1 / m_{0}(x)} E} d P(x, E), \quad P=\int \delta_{x} \otimes \delta_{\sigma_{m_{0}(x)} E} d \widetilde{P}(x, E) \tag{6.1}
\end{equation*}
$$

It is easy to check that since $P$ is $T_{\lambda(x)}$-invariant, $\widetilde{P}$ is as well, and in particular it is translation-invariant.

The construction is based on the following statement which is a rewriting of Proposition 4.2 in [42] and the remark following it.

Proposition 6.4 (Screening of an arbitrary vector field). Let $K_{R}=[-R$, $R]^{2}$, let $\left\{\chi_{R}\right\}_{R}$ satisfy (2.21).

Let $G \subset \mathcal{A}_{1}$ be such that there exists $C>0$ such that for any $E \in G$ we have

$$
\begin{equation*}
\forall R>1 \quad \frac{v\left(K_{R}\right)}{\left|K_{R}\right|}<C, \tag{6.2}
\end{equation*}
$$

for the associated $v$ 's, and

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \frac{W\left(E, \chi_{R}\right)}{\left|K_{R}\right|}=W(E), \tag{6.3}
\end{equation*}
$$

where the convergence is uniform w.r.t. $E \in G$.
Then for any $\varepsilon>0$ there exists $R_{0}>0, \eta_{2}>0$ such that if $R>R_{0}$ and $L$ is a rectangle centered at 0 whose side-lengths belong to $\left[2 R, 2 R\left(1+\eta_{2}\right)\right]$ and such that $|L| \in \mathbb{N}$, then for every $E \in G$ there exists a $E_{L} \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ such that the following hold:
(i) $E_{L}=0$ in $L^{c}$,
(ii) There is a discrete subset $\Lambda \subset L$ such that

$$
\operatorname{div} E_{L}=2 \pi\left(\sum_{p \in \Lambda} \delta_{p}-\mathbf{1}_{L}\right)
$$

In particular, $E \cdot \vec{v}=0$ on $\partial L$, there is no singular part of the divergence on $\partial L$, and thus $\# \Lambda=|L|$.
(iii) If $d\left(x, L^{c}\right)>R^{3 / 4}$ then $E_{L}(x)=E(x)$.
(iv)

$$
\begin{equation*}
\frac{W\left(E_{L}, \mathbf{1}_{L}\right)}{|L|} \leq W(E)+\varepsilon \tag{6.4}
\end{equation*}
$$

We note that if $E$ is such that $\operatorname{div} E=2 \pi\left(\sum_{p} \delta_{p}-1\right)$ and we have curl $E=0$ in a neighborhood of each $p \in \Lambda$, then the definition (2.20) still makes sense, in particular the limit exists. This is what is meant by $W$ in (6.4), as well as in the rest of the section.

The next lemma explains how to partition $\Sigma$ into rectangles. The main point is to cut $\Sigma^{\prime}$ into stripes and then each stripe into rectangles in such a way that $\int m_{0}^{\prime}$ over each rectangle is a large integer.

LEMMA 6.5. There exists a constant $C_{0}>0$ such that, given any $R>1$ and $q \in \mathbb{N}^{*}$, there exists for any $n \in \mathbb{N}^{*}$ a collection $\mathcal{K}_{n}$ of closed rectangles in $\Sigma^{\prime}$ with disjoint interiors, whose side-lengths are between $\bar{R}=2 q R$ and $\bar{R}+C_{0} \bar{R} / R^{2}$, and which are such that

$$
\left\{x \in \Sigma^{\prime}: d\left(x, \partial \Sigma^{\prime}\right) \leq \bar{R}\right\} \subset \Sigma^{\prime} \backslash \bigcup_{K \in \mathcal{K}_{n}} K \subset\left\{x \in \Sigma^{\prime}: d\left(x, \partial \Sigma^{\prime}\right) \leq C_{0} \bar{R}\right\}
$$

and, for all $K \in \mathcal{K}_{n}$,

$$
\begin{equation*}
\int_{K} m_{0}^{\prime} \in q^{2} \mathbb{N} \tag{6.5}
\end{equation*}
$$

Proof. For each $j \in \mathbb{Z}$, we let

$$
m_{j}(t)=\int_{x=-\infty}^{t} \int_{y=j \bar{R}}^{(j+1) \bar{R}} m_{0}^{\prime}(x, y) d y d x
$$

Then each strip $\{j \bar{R} \leq y<(j+1) \bar{R}\}$ is cut into rectangles $\left[t_{i j}, t_{(i+1), j}\right] \times$ [ $j \bar{R},(j+1) \bar{R}]$ where $t_{0 j}=-\infty$ and

$$
t_{i+1, j}=\min \left\{t \geq t_{i j}+\bar{R}: m_{j}\left(t_{i j}\right) \in q^{2} \mathbb{N}\right\} .
$$

Since by assumption (2.5), we have $m_{0}^{\prime}(x) \in[\underline{m}, \bar{m}]$ for any $x \in \Sigma^{\prime}$, it is not difficult to check that if such a rectangle is included in $\Sigma^{\prime}$ then

$$
t_{i j}+\bar{R} \leq t_{i+1, j} \leq t_{i j}+\bar{R}+\frac{q^{2}}{\underline{m} \bar{R}},
$$

and thus its side-lengths are between $\bar{R}$ and $\bar{R}+C \bar{R} / R^{2}$ since $\bar{R} / R^{2}=4 q^{2} / \bar{R}$. We let $\mathcal{K}_{n}$ be the set of rectangles of the form $\left[t_{i j}, t_{(i+1), j}\right] \times[j \bar{R},(j+1) \bar{R}]$ which are included in $\left\{x: d\left(x, \partial \Sigma^{\prime}\right)>\bar{R}\right\}$. From the above, it follows that these rectangles in fact cover the set $\left\{x: d\left(x, \partial \Sigma^{\prime}\right)>C \bar{R}\right\}$ for some $C>0$ independent of $R>1, q$. By construction, each $K \in \mathcal{K}_{n}$ is such that

$$
\int_{K} m_{0}^{\prime}=m_{j}\left(t_{(i+1), j}\right)-m_{j}\left(t_{i j}\right) \in q^{2} \mathbb{N}
$$

The next lemma explains how to select a good subset of $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$.
LEMMA 6.6. Let $\widetilde{P}$ be a translation invariant measure on $X$ such that $\widetilde{P}$-a.e. $E \in \mathcal{A}_{1}$ and $W(E)<\infty$. Then for any $\varepsilon>0$, for any $R_{\varepsilon}>0$, there exist subsets $H_{\varepsilon} \subset G_{\varepsilon}$ in $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ which are compact and such that:
(i) $\eta_{0}$ being given by Lemma 6.1 we have

$$
\begin{equation*}
\widetilde{P}\left(\Sigma \times G_{\varepsilon}^{c}\right)<\min \left(\eta_{0}^{2}, \eta_{0} \varepsilon\right), \quad \widetilde{P}\left(\Sigma \times H_{\varepsilon}^{c}\right)<\min \left(\eta_{0}, \varepsilon\right) \tag{6.6}
\end{equation*}
$$

(ii) For every $E \in H_{\varepsilon}$, there exists $\Gamma(E) \subset K_{\bar{m} R_{\varepsilon}}$ such that

$$
\begin{equation*}
|\Gamma(E)|<C R_{\varepsilon}^{2} \eta_{0} \quad \text { and } \quad \lambda \notin \Gamma(E) \Longrightarrow \theta_{\lambda} E \in G_{\varepsilon} . \tag{6.7}
\end{equation*}
$$

(iii) The convergence in the definition of $W(E)$ is uniform w.r.t. $(x, E) \in G_{\varepsilon}$ and, writing $\operatorname{div} E=2 \pi(v-1)$,
(6.8) $W(E)$ and $\frac{\nu\left(K_{R}\right)}{R^{2}}$ are bounded uniformly w.r.t. $(x, E) \in G_{\varepsilon}$ and $R>1$.
(iv) We have

$$
\begin{equation*}
\text { where } P^{\prime \prime}=\int_{\Sigma \times H_{\varepsilon}} \frac{1}{m_{0}(x)\left|K_{R_{\varepsilon}}\right|} \int_{\sqrt{m_{0}(x)} K_{R_{\varepsilon} \backslash \Gamma(E)}} \delta_{x} \otimes \delta_{\sigma_{m_{0}(x)} \theta_{\mu} E} d \mu d \widetilde{P}(x, E) \text {. } \tag{6.9}
\end{equation*}
$$

Moreover, there exists a partition of $H_{\varepsilon}$ into $\bigcup_{i=1}^{N_{\varepsilon}} H_{\varepsilon}^{i}$ satisfying $\operatorname{diam}\left(H_{\varepsilon}^{i}\right)<\eta_{3}$, where $\eta_{3}$ is such that

$$
\begin{align*}
E \in & H_{\varepsilon}, d_{p}\left(E, E^{\prime}\right)<\eta_{3}, m \in[\underline{m}, \bar{m}], \mu \in \sqrt{\bar{m}} K_{R_{\varepsilon}} \backslash \Gamma(E)  \tag{6.10}\\
& \Longrightarrow d_{\mathcal{B}}\left(\delta_{\sigma_{m} \theta_{\mu} E}, \delta_{\sigma_{m} \theta_{\mu} E^{\prime}}\right)<\varepsilon ;
\end{align*}
$$

and there exists for all $i, J_{i} \in H_{\varepsilon}^{i}$ such that

$$
\begin{equation*}
W\left(J_{i}\right)<\inf _{H_{\varepsilon}^{i}} W+\varepsilon \tag{6.11}
\end{equation*}
$$

At this point, denoting $\tilde{Q}$ the projection of $\tilde{P}$ under $E \mapsto \frac{1}{2 \pi} \operatorname{div} E+1$, we may always choose $J_{i}$ such that $W\left(J_{i}\right)<\inf _{H_{\varepsilon}^{i}} \mathbb{W}+\varepsilon$.

Proof of Lemma 6.6. Step 1: Choice of $G_{\varepsilon}$. Since $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ is Polish we can always find a compact set $G_{\varepsilon}$ satisfying (6.6) and $P\left(G_{\varepsilon}^{c}\right)<\eta_{0}$. Then from Lemma 6.1, $P\left\llcorner G_{\varepsilon}\right.$ (the restriction of $P$ to $\left.G_{\varepsilon}\right)$ satisfies $d_{\mathcal{B}}\left(P, P\left\llcorner G_{\varepsilon}\right)<\varepsilon\right.$.

From the translation invariance of $\widetilde{P}$ and for any $\lambda$, we have $\widetilde{P}\left(\Sigma \times \theta_{\lambda} G_{\varepsilon}\right)>$ $1-\eta_{0}$ and therefore $d_{\mathcal{B}}\left(\widetilde{P}, \widetilde{P}\left\llcorner\theta_{\lambda} G_{\varepsilon}\right)<\varepsilon\right.$. In view of (6.1), it follows that for any $\lambda \in \mathbb{R}^{2}$ we have $\left\|P-P_{\lambda}\right\|<\eta_{0}$ and then $d_{\mathcal{B}}\left(P, P_{\lambda}\right)<\varepsilon$, where

$$
P_{\lambda}=\int_{\Sigma \times \theta_{\lambda} G_{\varepsilon}} \delta_{x} \otimes \delta_{\sigma_{m_{0}(x)} E} d \widetilde{P}(x, j)=\int_{\Sigma \times G_{\varepsilon}} \delta_{x} \otimes \delta_{\theta_{\lambda} \sigma_{m_{0}(x)} E} d \widetilde{P}(x, E)
$$

Then using Lemma 6.3 we deduce that if $A \subset \mathbb{R}^{2}$ is any measurable set of positive measure, then

$$
\begin{align*}
& d_{\mathcal{B}}\left(P, P^{\prime}\right)<C \varepsilon(|\log \varepsilon|+1) \\
& \quad \text { where } P^{\prime}=\int_{\Sigma \times G_{\varepsilon}} f_{A} \delta_{x} \otimes \delta_{\theta_{\lambda} \sigma_{m_{0}(x)} E} d \lambda d \widetilde{P}(x, E) . \tag{6.12}
\end{align*}
$$

Moreover, since $P$ is $T_{\lambda(x)}$-invariant, choosing $\chi$ to be a smooth positive function with integral 1 supported in $B(0,1)$, the ergodic theorem (as in Section 4.1 or see again [9]) ensures that for $P$-almost every $(x, E)$ the limit

$$
\lim _{R \rightarrow+\infty} \frac{1}{\left|K_{R}\right|} \int_{K_{R}} W(E(\lambda+\cdot), \chi(\lambda+\cdot)) d \lambda
$$

exists. Then $\mathbf{1}_{K_{R}} * \chi$ is a family of functions which satisfies (2.21) with respect to the family of squares $\left\{K_{R}\right\}_{R}$, and from the definition of the renormalized energy relative to $\left\{K_{R}\right\}_{R}$ we may rewrite the limit above as

$$
\begin{equation*}
W(E)=\lim _{R \rightarrow+\infty} \frac{1}{\left|K_{R}\right|} W\left(E, \mathbf{1}_{K_{R}} * \chi\right) . \tag{6.13}
\end{equation*}
$$

By Egoroff's theorem, we may choose the compact set $G_{\varepsilon}$ above to be such that, in addition to (6.12), the convergence in (6.13) is uniform on $G_{\varepsilon}$. In fact, since
$W(E)<+\infty$ and $\limsup _{R} v\left(K_{R}\right) / R^{2}<+\infty$ for $P$-a.e. $(x, E)$, where $\operatorname{div} E=$ $2 \pi(v-1)$, we may choose $G_{\varepsilon}$ such that (6.8) holds.

The arguments above show that the properties (6.12), (6.8) can be satisfied for a compact set $G_{\varepsilon}$ of measure arbitrarily close to 1 . We choose $G_{\varepsilon}$ such that (6.6) holds.

The next difficulty we have to face is that $\theta_{\lambda} E$ need not belong to $G_{\varepsilon}$ if $E$ does.
Step 2: Choice of $H_{\varepsilon}$. For $E \in G_{\varepsilon}$, let $\Gamma(E)$ be the set of $\lambda$ 's in $\sqrt{\bar{m}} K_{R_{\varepsilon}}$ such that $\theta_{\lambda} E \notin G_{\varepsilon}$. Since, from (6.6) and the translation-invariance of $\widetilde{P}$, for any $\lambda \in \mathbb{R}^{2}$ we have $\widetilde{P}\left(\Sigma \times \theta_{\lambda}\left(G_{\varepsilon}\right)^{c}\right)<\eta_{0}^{2}$, it follows from Fubini's theorem that

$$
\int_{G_{\varepsilon}}|\Gamma(E)| d \widetilde{P}(x, E)=\int_{\sqrt{\bar{m}} K_{R_{\varepsilon}}} \widetilde{P}\left(\Sigma \times\left(\theta_{\lambda} G_{\varepsilon}\right)^{c}\right) d \lambda<4 \bar{m} R_{\varepsilon}^{2} \min \left(\eta_{0}^{2}, \eta_{0} \varepsilon\right)
$$

Therefore, letting

$$
\begin{equation*}
H_{\varepsilon}=\left\{E \in G_{\varepsilon}:|\Gamma(E)|<4 \bar{m} R_{\varepsilon}^{2} \eta_{0}\right\} \tag{6.14}
\end{equation*}
$$

we have that (6.6) holds.
Combining (6.6) and (6.14) with Lemma 6.1, we deduce from (6.12) that (6.9) holds, where we have used the fact that $\theta_{\lambda} \sigma_{m} E=\sigma_{m} \theta_{\sqrt{m \lambda}} E$ to change the integration variable to $\mu=\sqrt{m_{0}(x)} \lambda$ in (6.12).

Step 3: Choice of $J_{1}, \ldots, J_{N_{\varepsilon}}$. We use the fact that $G_{\varepsilon}$ is relatively compact in $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$, Lemma 6.2, and the fact that $(m, E) \mapsto \sigma_{m} E$ is continuous to find that there exists $\eta_{4}>0$ such that for any $m \in[\underline{m}, \bar{m}]$ and any $E \in G_{\varepsilon}$ it holds that

$$
\begin{equation*}
d_{p}\left(E, E^{\prime}\right)<\eta_{4} \quad \Longrightarrow \quad d_{\mathcal{B}}\left(\delta_{\sigma_{m} E}, \delta_{\sigma_{m} E^{\prime}}\right)<\varepsilon . \tag{6.15}
\end{equation*}
$$

Moreover, from the continuity of $(\mu, E) \mapsto \theta_{\mu} E$, there exists $\eta_{3}>0$ such that

$$
\begin{align*}
& E \in G_{\varepsilon}, d_{p}\left(E, E^{\prime}\right)<\eta_{3}, \\
& \mu \in \sqrt{\bar{m}} K_{R_{\varepsilon}} \Longrightarrow \quad d_{p}\left(\theta_{\mu} E, \theta_{\mu} E^{\prime}\right)<\eta_{4} . \tag{6.16}
\end{align*}
$$

If $E \in H_{\varepsilon}$ and $\mu \in K \backslash \Gamma(E)$, then $\theta_{\mu} E \in G_{\varepsilon}$ hence applying (6.15), we get (6.10).
Now we cover the relatively compact set $H_{\varepsilon}$ by a finite number of balls $B_{1}, \ldots, B_{N_{\varepsilon}}$ of radius $\eta_{3} / 2$, derive from it a partition of $H_{\varepsilon}$ by sets with diameter less than $\eta_{3}$, by letting $H_{\varepsilon}^{1}=B_{1} \cap H_{\varepsilon}$ and

$$
H_{\varepsilon}^{i+1}=B_{i+1} \cap H_{\varepsilon} \backslash\left(B_{1} \cup \cdots \cup B_{i}\right)
$$

we then have

$$
\begin{equation*}
H_{\varepsilon}=\bigcup_{i=1}^{N_{\varepsilon}} H_{\varepsilon}^{i}, \quad \operatorname{diam}\left(H_{\varepsilon}^{i}\right)<\eta_{3} \tag{6.17}
\end{equation*}
$$

where the union is disjoint. Then we may choose $J_{i} \in H_{\varepsilon}^{i}$ such that (6.11) holds.
6.3. Completing the construction. Step 1: Choice of $R_{\varepsilon}$. We apply Proposition 6.4 with $G=G_{\varepsilon}$ and $\sqrt{m} R$, where $m \in[\underline{m}, \bar{m}]$. The proposition yields $\eta_{2}>0$, $R_{\varepsilon}>1$ such that for any $E \in G_{\varepsilon}$ and any $m \in[\underline{m}, \bar{m}]$ and any rectangle $L$ centered at 0 with side-lengths in $\left[2 \sqrt{m} R_{\varepsilon}, 2 \sqrt{m} R_{\varepsilon}\left(1+\eta_{2}\right)\right]$, (6.4) is satisfied for some $E_{L}$, with $R$ replaced by $\sqrt{m} R_{\varepsilon}$. The reason for including $\sqrt{m}$ is that we will need to scale the construction to account for the varying weight $m_{0}(x)$.

Since our rectangles will be obtained from Lemma 6.5 and we wish to use the approximation by $E_{L}$ in them, we choose $R_{\varepsilon}$ large enough so that if $m \in[\underline{m}, \bar{m}]$ and $L$ is a rectangle centered at zero with side-lengths in $\left[2 \sqrt{m} R_{\varepsilon}, 2 \sqrt{m} R_{\varepsilon}(1+\right.$ $\left.\left.C_{0} / R_{\varepsilon}^{2}\right)\right]$ then

$$
\begin{align*}
\frac{C_{0}}{R_{\varepsilon}^{2}} & <\eta_{2}, \quad \frac{C_{1}}{R_{\varepsilon}^{2}}<\eta_{0}, \\
K_{\sqrt{m} R_{\varepsilon}\left(1-\eta_{0}\right)} & \subset\left\{x: d\left(x, L^{c}\right)>\sqrt{m} R_{\varepsilon}^{3 / 4}\right\} \subset K_{\sqrt{m} R_{\varepsilon}\left(1+\eta_{0}\right)}, \tag{6.18}
\end{align*}
$$

where $C_{0}$ is the constant in Lemma $6.5, C_{1} \geq 1$ is to be determined later, and $\eta_{0}$ is the constant in Lemma 6.1.

If $\lambda \in K_{\sqrt{m} R_{\varepsilon}\left(1-\eta_{0}\right)}$ and since $E=E_{L}$ if $d\left(x, L^{c}\right)>\sqrt{m} R_{\varepsilon}^{3 / 4}$, we deduce from (6.18) that $\theta_{\lambda} E_{L}=\theta_{\lambda} E$ in $B\left(0, \sqrt{m} R_{\varepsilon}^{3 / 4}\right)$, so that from the definition of $d_{p}$, taking $R_{\varepsilon}$ larger if necessary,

$$
\begin{align*}
& \forall E \in G_{\varepsilon}, m \in[\underline{m}, \bar{m}], \lambda \in K_{\sqrt{m} R_{\varepsilon}\left(1-\eta_{0}\right)}  \tag{6.19}\\
& d_{p}\left(\theta_{\lambda} \sigma_{m} E, \theta_{\lambda} \sigma_{m} E_{L}\right)<\frac{\eta_{1}}{2}
\end{align*}
$$

where $\eta_{1}$ comes from Lemma 6.2 applied on $\left\{\sigma_{m} E: m \in[\underline{m}, \bar{m}], E \in G_{\varepsilon}\right\}$, that is, such that

$$
\begin{align*}
& m \in[\underline{m}, \bar{m}], E \in G_{\varepsilon}, E^{\prime} \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right) \quad \text { and } \\
& d_{p}\left(E, E^{\prime}\right)<\eta_{1} \Longrightarrow d_{\mathcal{B}}\left(\delta_{\sigma_{m}} E, \delta_{\sigma_{m} E^{\prime}}\right)<\varepsilon \tag{6.20}
\end{align*}
$$

Step 2: Choice of $q_{\varepsilon}$ and the rectangles. We choose an integer $q_{\varepsilon}$ large enough so that

$$
\begin{equation*}
\frac{N_{\varepsilon}}{C_{1} q_{\varepsilon}^{2}}<\eta_{0}, \quad \frac{N_{\varepsilon}}{q_{\varepsilon}^{2}} \times \max _{\substack{0 \leq i \leq N_{\varepsilon} \\ \underline{m \leq m \leq \bar{m}}}} W_{K}\left(\sigma_{m} J_{i}\right)<\varepsilon \tag{6.21}
\end{equation*}
$$

where $C_{1}>1$ is to be determined later. We apply Lemma 6.5 with $R_{\varepsilon}, q_{\varepsilon}$ and $N_{\varepsilon}$ to obtain for any $n$ a collection $\mathcal{K}_{n}$ of rectangles (we omit to mention the $\varepsilon$ dependence) which cover most of $\Sigma^{\prime}$, and we also apply Lemma 6.6. We rewrite $P^{\prime \prime}$ given by (6.9) as

$$
\begin{align*}
P^{\prime \prime}=\sum_{K \in \mathcal{K}_{n}} \int_{K / \sqrt{n} \times H_{\varepsilon}} & \frac{1}{m_{0}(x)\left|K_{R_{\varepsilon}}\right|} \\
& \times \int_{\sqrt{m_{0}(x)} K_{R_{\varepsilon}} \backslash \Gamma(E)} \delta_{x} \otimes \delta_{\sigma_{m_{0}(x)} \theta_{\mu} E} d \mu d \widetilde{P}(x, E) \tag{6.22}
\end{align*}
$$

Now we claim that if $n$ is large enough and $x \in K / \sqrt{n}, E \in H_{\varepsilon}^{i}, \mu \in \sqrt{m_{0}(x)} K_{R_{\varepsilon}} \backslash$ $\Gamma(E)$, then

$$
\begin{equation*}
d_{\mathcal{B}}\left(\delta_{x} \otimes \delta_{\sigma_{m_{0}(x)} \theta_{\mu} E}, \delta_{x_{K}} \otimes \delta_{\sigma_{m_{K}}} \theta_{\mu} J_{i}\right)<2 \varepsilon \tag{6.23}
\end{equation*}
$$

where $x_{K}$ is the center of $K / \sqrt{n}$ and $m_{K}$ is the average of $m_{0}$ over $K / \sqrt{m}$. Indeed, since $m_{0}$ is $C^{1}$ we have $\left|x-x_{K}\right|<C / \sqrt{n},\left|m_{0}(x)-m_{K}\right|<C / \sqrt{n}$ thus if $n$ is large enough, since $\theta_{\mu} E \in G_{\varepsilon}$ we find

$$
d_{\mathcal{B}}\left(\delta_{x} \otimes \delta_{\sigma_{m_{0}(x)} \theta_{\mu} E}, \delta_{x_{K}} \otimes \delta_{\sigma_{m_{K}} \theta_{\mu} E}\right)<\varepsilon
$$

Moreover, since $d_{p}\left(E, J_{i}\right)<\eta_{3}$, we deduce from (6.10) that

$$
d_{\mathcal{B}}\left(\delta_{x_{K}} \otimes \delta_{\sigma_{m_{K}} \theta_{\mu} E}, \delta_{x_{K}} \otimes \delta_{\sigma_{m_{K}} \theta_{\mu} J_{i}}\right)<\varepsilon,
$$

which together with the previous estimate proves (6.23).
Using (6.23) together with Lemmas 6.2, 6.1 and (6.7), we deduce from (6.9) and (6.22) that $d_{\mathcal{B}}\left(P, P^{\prime \prime \prime}\right)<C \varepsilon(|\log \varepsilon|+1)$, where

$$
\begin{align*}
P^{\prime \prime \prime} & =\sum_{\substack{K \in \mathcal{K}_{n} \\
1 \leq i \leq N_{\varepsilon}}} \int_{K / \sqrt{n} \times H_{\varepsilon}^{i}} f_{\sqrt{m_{K}} K_{R_{\varepsilon}}} \delta_{x_{K}} \otimes \delta_{\sigma_{m_{K}}} \theta_{\mu} J_{i} d \mu d \widetilde{P}(x, E)  \tag{6.24}\\
& =\sum_{\substack{K \in \mathcal{K}_{n} \\
1 \leq i \leq N_{\varepsilon}}} p_{i, K} f_{\sqrt{m_{K}} K_{R_{\varepsilon}}} \delta_{x_{K}} \otimes \delta_{\sigma_{m_{K}}} \theta_{\mu} J_{i} d \mu,
\end{align*}
$$

where

$$
\begin{equation*}
p_{i, K}=\widetilde{P}\left(\frac{K}{\sqrt{n}} \times H_{\varepsilon}^{i}\right) \tag{6.25}
\end{equation*}
$$

Step 3: Choice of subrectangles and vector field $E_{n}$. We now replace $p_{i, K}$ in the definition (6.24) by

$$
\begin{equation*}
\frac{|K|}{q_{\varepsilon}^{2}\left|\Sigma^{\prime}\right|} n_{i, K} \quad \text { where } n_{i, K}=\left[\frac{q_{\varepsilon}^{2}\left|\Sigma^{\prime}\right|}{|K|} p_{i, K}\right] \tag{6.26}
\end{equation*}
$$

We have, since $\widetilde{P}\left(\frac{K}{\sqrt{n}} \times L_{\text {loc }}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)\right)=|K| /\left|\Sigma^{\prime}\right|$,

$$
\begin{equation*}
\sum_{k=1}^{N_{\varepsilon}} n_{i, K} \leq \frac{q_{\varepsilon}^{2}\left|\Sigma^{\prime}\right|}{|K|} \widetilde{P}\left(\frac{K}{\sqrt{n}} \times L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)\right)=q_{\varepsilon}^{2} \tag{6.27}
\end{equation*}
$$

and

$$
\left|\frac{\mid K_{R_{\varepsilon} \mid}}{\left|\Sigma^{\prime}\right|} n_{i, K}-p_{i, K}\right|<C\left(\frac{|K|}{q_{\varepsilon}^{2}\left|E^{\prime}\right|}+\frac{n_{i, K}}{R_{\varepsilon}^{2}\left|\Sigma^{\prime}\right|}\right) .
$$

Summing with respect to $i$ and $K$, using the facts that $\sum_{K \in \mathcal{K}_{n}}|K|<\left|\Sigma^{\prime}\right|$, (6.27), and the fact that the cardinal of $\mathcal{K}_{n}$ is $\frac{\left|\Sigma^{\prime}\right|}{4 q_{\varepsilon}^{2} R_{\varepsilon}^{2}}$, we find

$$
\sum_{1 \leq i \leq N_{\varepsilon}, K \in \mathcal{K}_{n}}\left|\frac{\mid K_{R_{\varepsilon} \mid}}{\left|\Sigma^{\prime}\right|} n_{i, K}-p_{i, K}\right|<C\left(\frac{N_{\varepsilon}}{q_{\varepsilon}^{2}}+\frac{1}{R_{\varepsilon}^{4}}\right)
$$

We may always choose $C_{1}$ large enough in (6.18) and (6.21) so that the right-hand side is $<\eta_{0}$. Then Lemma 6.1 implies that $d_{\mathcal{B}}\left(P, P^{(4)}\right)<C \varepsilon(|\log \varepsilon|+1)$ is still true after replacing $p_{i, K}$ by $\frac{\left|K_{R_{\varepsilon}}\right|}{\left|\Sigma^{\prime}\right|} n_{i, K}$ in (6.24), that is, where

$$
\begin{equation*}
P^{(4)}=\frac{1}{\left|\Sigma^{\prime}\right|} \sum_{\substack{K \in \mathcal{K}_{n} \\ 1 \leq i \leq N_{\varepsilon}}} \frac{n_{i, K}}{m_{K}} \int_{\sqrt{m_{K}} K_{R_{\varepsilon}}} \delta_{x_{K}} \otimes \delta_{\sigma_{m_{K}} \theta_{\mu} J_{i}} d \mu \tag{6.28}
\end{equation*}
$$

Next, we divide each $K \in \mathcal{K}_{n}$ into a collection $\mathcal{L}_{K}$ of $q_{\varepsilon}^{2}$ identical subrectangles in the obvious way and we partition $\mathcal{L}_{K}$ into collections $\mathcal{L}_{K, i}, 0 \leq i \leq N_{\varepsilon}$ such that if $k \geq 1$ then $\mathcal{L}_{K, i}$ contains $n_{i, K}$ subrectangles. This is clearly possible from (6.27). If the inequality is strict we put the extra subrectangles in $\mathcal{L}_{K, 0}$, there will be $n_{0, K}$ of them and then

$$
\begin{equation*}
\sum_{k=0}^{N_{\varepsilon}} n_{k, K}=q_{\varepsilon}^{2} \tag{6.29}
\end{equation*}
$$

We rewrite (6.28) as

$$
\begin{equation*}
P^{(4)}=\frac{1}{\left|\Sigma^{\prime}\right|} \sum_{\substack{K \in \mathcal{K}_{n} \\ 1 \leq i \leq N_{\varepsilon} \\ \tilde{L} \in \mathcal{L}_{K, i}}} \frac{1}{m_{K}} \int_{\sqrt{m_{K}} K_{R_{\varepsilon}}} \delta_{x_{K}} \otimes \delta_{\sigma_{m_{K}} \theta_{\mu} J_{i}} d \mu \tag{6.30}
\end{equation*}
$$

Now, for $\tilde{L} \in \mathcal{L}_{K, i}$, let $L=\sqrt{m_{K}}\left(\tilde{L}-x_{\tilde{L}}\right)$, where $x_{\tilde{L}}$ denotes the center of $\tilde{L}$. From Lemma 6.5, a rectangle $K \in \mathcal{K}_{n}$ has side-lengths between $2 q_{\varepsilon} R_{\varepsilon}$ and $2 q_{\varepsilon} R_{\varepsilon}\left(1+C_{0} / R_{\varepsilon}^{2}\right)$. Therefore, $L$ is a rectangle centered at zero with side-lengths between $2 \sqrt{m_{K}} R_{\varepsilon}$ and $2 \sqrt{m_{K}} R_{\varepsilon}\left(1+C_{0} / R_{\varepsilon}^{2}\right)$, and (6.19) holds.

This, and the results of Lemma 6.6, allow us to apply Proposition 6.4 on $L$ to any $J_{i}, 1 \leq i \leq N_{\varepsilon}$. Note that $|L| \in \mathbb{N}$ follows from the fact that

$$
|L|=m_{K}|\tilde{L}|=f_{K} m_{0}^{\prime} \frac{|K|}{q_{\varepsilon}^{2}}=\frac{1}{q_{\varepsilon}^{2}} \int_{K} m_{0}^{\prime}
$$

and (6.5). In this way, we define currents $J_{i, L}$ which satisfy (6.4) and (6.19). We claim that, as a consequence of the latter, we have

$$
\begin{align*}
E^{\prime}= & J_{i, L} \text { on } L \\
& \Longrightarrow d_{\mathcal{B}}\left(f_{\sqrt{m_{K}} K_{R_{\varepsilon}}} \delta_{x_{K}} \otimes \delta_{\sigma_{m_{K}} \theta_{\mu} J_{i}} d \mu\right. \tag{6.31}
\end{align*}
$$

$$
\left.\frac{1}{m_{K}\left|K_{R_{\varepsilon}}\right|} \int_{L} \delta_{x_{K}} \otimes \delta_{\sigma_{m_{K}} \theta_{\mu} E^{\prime}} d \mu\right)
$$

$$
<C \varepsilon
$$

This goes as follows: (i) using Lemma 6.1 and (6.7), (6.18), we find that integrating on $\sqrt{m_{K}} K_{\left(1-\eta_{0}\right) R_{\varepsilon}} \backslash \Gamma\left(J_{i}\right)$ instead of $\sqrt{m_{K}} K_{R_{\varepsilon}}$ and $L$ induces an error of $C \varepsilon$. (ii) From (6.19), and (6.20) applied to $\theta_{\mu} J_{i}$ and $\theta_{\mu} E^{\prime}$ we have $d_{\mathcal{B}}\left(\delta_{\theta_{\mu} J_{i}}, \delta_{\theta_{\mu} E^{\prime}}\right)<\varepsilon$, and thus in view of Lemma 6.3 we may replace $\theta_{\mu} J_{i}$ by $\theta_{\mu} E^{\prime}$ in the integral with an error of $C \varepsilon|\log \varepsilon|$ at most. (iii) Using (6.18), (6.7) and Lemma 6.1 again, we may integrate back on $\sqrt{m_{K}} K_{R_{\varepsilon}}$ and $L$ rather than on $K_{\left(1-\eta_{0}\right) R_{\varepsilon}} \backslash \Gamma\left(J_{i}\right)$, with an additional error of $C \varepsilon$. This proves (6.31).

Combining (6.31) with (6.30) and $d_{\mathcal{B}}\left(P, P^{(4)}\right)<C \varepsilon(|\log \varepsilon|+1)$, using Lemma 6.3 we find $d_{\mathcal{B}}\left(P, P^{(5)}\right)<C \varepsilon(|\log \varepsilon|+1)$, where

$$
\begin{align*}
P^{(5)} & =\frac{1}{\left|\Sigma^{\prime}\right|} \sum_{\substack{K \in \mathcal{K}_{n} \\
1 \leq i \leq N_{\varepsilon} \\
\tilde{L} \in \mathcal{L}_{K, i}}} \frac{1}{m_{K}} \int_{L} \delta_{x_{K}} \otimes \delta_{\sigma_{m_{K}} \theta_{\mu} \tilde{J}_{i, L}} d \mu \\
& =\frac{1}{\left|\Sigma^{\prime}\right|} \sum_{\substack{K \in \mathcal{K}_{n} \\
1 \leq i \leq N_{\varepsilon} \\
\tilde{L} \in \mathcal{L}_{K, i}}} \int_{L / \sqrt{m_{K}}} \delta_{x_{K}} \otimes \delta_{\theta_{\lambda} \sigma_{m_{K}} \tilde{J}_{i, L}} d \lambda, \tag{6.32}
\end{align*}
$$

where the last equality follows by changing variables to $\lambda=\mu / \sqrt{m}_{K}$, and where $\tilde{J}_{i, L}$ denotes an arbitrarily chosen element of $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ such that $\tilde{J}_{i, L}=J_{i, L}$ on $L$, the constant $C$ being independent of this choice.

If we choose an arbitrary $J_{0}$ in $\mathcal{A}_{1}$ and let the sum in (6.32) range over $0 \leq i \leq$ $N_{\varepsilon}$ instead of $1 \leq i \leq N_{\varepsilon}$ we obtain a measure $P^{(6)}$ such that, by (6.21),

$$
\left\|P^{(5)}-P^{(6)}\right\| \leq \frac{1}{\left|\Sigma^{\prime}\right|} \sum_{K \in \mathcal{K}_{n}} \frac{N_{\varepsilon}|K|}{q_{\varepsilon}^{2}} \leq \eta_{0}
$$

hence using Lemma 6.1 we have $d_{\mathcal{B}}\left(P^{(5)}, P^{(6)}\right)<\varepsilon$ and then $d_{\mathcal{B}}\left(P, P^{(6)}\right)<$ $C \varepsilon(|\log \varepsilon|+1)$.

We now define the vector field $E_{n}^{\text {int }}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ by letting $E_{n}^{\text {int }}(x)=\sigma_{m_{K}} J_{i, L}(x-$ $x_{\tilde{L}}$ ) on $\tilde{L}=x_{\tilde{L}}+L / \sqrt{m_{K}}$, for every $K \in \mathcal{K}_{n}, 0 \leq i \leq N_{\varepsilon}$ and $\tilde{L} \in \mathcal{L}_{K, i}$. Then, for every $L \in \mathcal{L}_{K, i}$ we have $E_{n}^{\text {int }}\left(x_{\tilde{L}}+\cdot\right)=\sigma_{m_{K}} J_{i, L}$ on $\tilde{L}$, therefore, we may choose $\tilde{J}_{i, L}=\sigma_{1 / m_{K}} E_{n}^{\mathrm{int}}\left(x_{\tilde{L}}+\cdot\right)$ in (6.32), and then we may summarize the above by writing

$$
\begin{align*}
d_{\mathcal{B}}\left(P, P^{(6)}\right) & <C \varepsilon(|\log \varepsilon|+1), \\
P^{(6)} & =\frac{1}{\left|\Sigma^{\prime}\right|} \sum_{K \in \mathcal{K}_{n}} \int_{K} \delta_{x_{K}} \otimes \delta_{\theta_{\lambda} E_{n}^{\text {int }}} d \lambda . \tag{6.33}
\end{align*}
$$

Note that since $J_{i, L}=0$ outside $L$, we also have

$$
\begin{align*}
E_{n}^{\text {int }}= & \sum_{\substack{K \in \mathcal{K}_{n} \\
1 \leq i \leq N_{\varepsilon} \\
\tilde{L} \in \mathcal{L}_{K, i}}} \sigma_{m_{K}} J_{i, L}\left(\cdot-x_{\tilde{L}}\right), \\
\operatorname{div} E_{n}^{\text {int }}= & 2 \pi \sum_{\substack{K \in \mathcal{K}_{n} \\
p \in \Lambda_{K}}}\left(\delta_{p}-m_{K}\right),
\end{align*}
$$

where $\Lambda_{K}$ is a finite subset of the interior of $K$. The second equation is satisfied in the sense of distributions on $\mathbb{R}^{2}$.

Step 4: Treating the boundary. Let $\hat{\Sigma}^{\prime}:=\Sigma^{\prime} \backslash \bigcup_{K \in \mathcal{K}_{n}} K$. We let $t \in[0, \ell \sqrt{n}]$ denote arc length on $\partial \Sigma^{\prime}$-where $\ell$ is the length of $\partial \Sigma$-and $s$ denote the distance to $\partial \Sigma^{\prime}$, so that $(t, s)$ is a $C^{1}$ coordinate system on $\left\{x \in \Sigma^{\prime}: d\left(x,\left(\Sigma^{\prime}\right)^{c}\right)<c \sqrt{n}\right\}$, if $c>0$ is small enough, since the boundary of $\Sigma$ is $C^{1}$ by (2.5). We let $C_{t}$ denote the curvilinear rectangle of points with coordinates in $[0, t] \times\left[0, C \bar{R}_{\varepsilon}\right]$, where $\bar{R}_{\varepsilon}=q_{\varepsilon} R_{\varepsilon}$ and $C$ is large enough so that $\hat{\Sigma}^{\prime} \subset\left\{x \in \Sigma^{\prime}: d\left(x, \partial \Sigma^{\prime}\right)<C \bar{R}_{\varepsilon}\right\}$, and define $m(t)=\int_{C_{t} \cap \hat{\Sigma}^{\prime}} m_{0}^{\prime}$. Since the distance of $\bigcup_{K \in \mathcal{K}_{n}} K$ to a given $x \in \partial \Sigma^{\prime}$ is between $\bar{R}_{\varepsilon}$ and $C_{0} \bar{R}_{\varepsilon}$ from Lemma 6.5 and since $m_{0}^{\prime}$ is bounded above and below by (2.8), the derivative of $t \mapsto m(t)$ is between $\bar{R}_{\varepsilon} / C$ and $C \bar{R}_{\varepsilon}$ for some $C>0$ large enough.

We let

$$
\begin{equation*}
k_{\varepsilon}=\left[\frac{\ell \sqrt{n}}{\bar{R}_{\varepsilon}}\right] \tag{6.35}
\end{equation*}
$$

and choose $0=t_{0}, \ldots, t_{k_{\varepsilon}}=\ell \sqrt{n}$ to be such that

$$
m\left(t_{l}\right)=\left[\frac{l}{k_{\varepsilon}} m(\ell \sqrt{n})\right] .
$$

We note that indeed $t_{k_{\varepsilon}}=\ell \sqrt{n}$ : Since the integral of $m_{0}^{\prime}$ on each square $K \in \mathcal{K}_{n}$ is an integer as well as the integral on $\Sigma^{\prime}$, we have $\int_{\hat{\Sigma}^{\prime}} m_{0}^{\prime} \in \mathbb{N}$ and, therefore, $m(\ell \sqrt{n}) \in \mathbb{N}$.

From the above remark about the derivative of $t \rightarrow m(t)$, we deduce that $\frac{m(\ell \sqrt{n})}{\ell \sqrt{n}}$ belongs to the interval $\left[\bar{R}_{\varepsilon} / C, C \bar{R}_{\varepsilon}\right.$ ] for some $C>0$ and then it is easy to deduce that if $\sqrt{n}$ is large enough compared to $\bar{R}_{\varepsilon}$ then

$$
n_{l}:=m\left(t_{l+1}\right)-m\left(t_{l}\right) \in\left[\bar{R}_{\varepsilon}^{2} / C, C \bar{R}_{\varepsilon}^{2}\right], \quad t_{l+1}-t_{l} \in\left[\bar{R}_{\varepsilon} / C, C \bar{R}_{\varepsilon}\right]
$$

This means that the side-lengths of the curvilinear rectangle $C_{t_{l+1}} \backslash C_{t_{l}}$ are comparable to $\bar{R}_{\varepsilon}$, and that the number of points $n_{l}$ to put there in is of order $\bar{R}_{\varepsilon}^{2}$.

We may then include each of the sets $K_{l}:=\hat{\Sigma}^{\prime} \cap\left(C_{t_{l+1}} \backslash C_{t_{l}}\right)$ in a ball $B_{l}$ with radius in $\left[\bar{R}_{\varepsilon} / C, C \bar{R}_{\varepsilon}\right]$ and we may also choose a set of $n_{l}$ points $\Lambda_{l}$ which are at
distance at least $1 / C$ from each other and the complement of $K_{l}$. Let $E_{l}=-\nabla H$, where $H$ solves $-\Delta H=2 \pi\left(\sum_{p \in \Lambda_{l}} \delta_{p}-m_{l}\right)$ in $B_{l}$ and $\nabla H \cdot \vec{v}=0$ on $\partial B_{l}$, where

$$
m_{l}=\frac{n_{l}}{\left|K_{l}\right|} \mathbf{1}_{K_{l}}
$$

Then we have $\operatorname{div} E_{l}=2 \pi\left(\sum_{p \in \Lambda_{l}} \delta_{p}-m_{l}\right)$ in $B_{l}$ and $E_{l} \cdot \vec{v}=0$ on $\partial B_{l}$ and we claim that for any $q \geq 1$,

$$
\begin{equation*}
W\left(E_{l}, \mathbf{1}_{B_{l}}\right) \leq C_{\varepsilon}, \quad\left\|E_{l}\right\|_{L^{q}\left(B_{l} \backslash K_{l}\right)} \leq C_{\varepsilon, q}, \tag{6.36}
\end{equation*}
$$

where the constants do not depend on $n$, but do depend on $\varepsilon$ through $\bar{R}_{\varepsilon}$. This is proved by noting that these quantities are finite, and that a compactness argument shows that the bound is uniform for any choice of points which are at distance at least $1 / C$ from each other and the complement of some $K_{l} \subset B_{l}$, using, for instance, the explicit formulas for $W$ in [31]. Note that because the sets $\left\{K_{l}\right\}$ and the rectangles $\{K\}$ are disjoint, have measure between $\bar{R}_{\varepsilon}^{2} / C$ and $C \bar{R}_{\varepsilon}^{2}$ and diameter between $\bar{R}_{\varepsilon} / C$ and $C \bar{R}_{\varepsilon}$, we know that their overlap is bounded by a constant $C$ independent of $\varepsilon, n$.

Step 5: Rectification of the weight. We rectify the weights $m_{K}, m_{l}$ : For $K \in \mathcal{K}_{n}$ we let $H_{K}$ solve $-\Delta H_{K}=2 \pi\left(m_{0}^{\prime}-m_{K}\right)$ on $K$ and $\nabla H_{K} \cdot \vec{v}=0$ on $\partial K$. Similarly we let $H_{l}$ solve $-\Delta H_{l}=2 \pi\left(m_{0}^{\prime} \mathbf{1}_{K_{l}}-m_{l}\right), \nabla H_{l} \cdot \vec{v}=0$. By elliptic regularity, we deduce for any $q>1$ that $\left\|\nabla H_{K}\right\|_{L^{q}(K)}$ (resp., $\left\|\nabla H_{l}\right\|_{L^{q}\left(B_{l}\right)}$ ) is bounded by $C_{q, \varepsilon}\left\|m_{0}^{\prime}-m_{K}\right\|_{L^{\infty}(K)}$ (resp., $\left.C_{q, \varepsilon}\left\|m_{0}^{\prime}-m_{l}\right\|_{L^{\infty}\left(B_{l}\right)}\right)$. Since $m_{0}$ is $C^{1}$, we have $\left|\nabla m_{0}^{\prime}\right| \leq C / \sqrt{n}$, therefore, $\left\|m_{0}^{\prime}-m_{K}\right\|_{L^{\infty}(K)} \leq C \bar{R}_{\varepsilon} / \sqrt{n}$, while $\left\|m_{0}^{\prime}-m_{l}\right\|_{L^{\infty}\left(B_{l}\right)} \leq C$. We deduce that

$$
\begin{equation*}
\left\|\nabla H_{K}\right\|_{L^{q}} \leq \frac{C_{q, \varepsilon}}{\sqrt{n}}, \quad\left\|\nabla H_{l}\right\|_{L^{q}} \leq C_{q, \varepsilon} \tag{6.37}
\end{equation*}
$$

We let

$$
\begin{equation*}
E_{K}=E_{n}^{\text {int }}{ }_{\mid K} \tag{6.38}
\end{equation*}
$$

and

$$
\begin{align*}
\bar{E}_{n} & =E_{n}^{\mathrm{int}}+\sum_{K \in \mathcal{K}_{n}}-\nabla H_{K}+\sum_{i=1}^{k_{\varepsilon}}-\nabla H_{l} \\
& =\sum_{K \in \mathcal{K}_{n}} E_{K}-\nabla H_{K}+\sum_{l=1}^{k_{\varepsilon}} E_{l}-\nabla H_{l},  \tag{6.39}\\
\Lambda_{n} & =\bigcup_{K \in \mathcal{K}} \Lambda_{K} \bigcup_{l=1}^{k_{\varepsilon}} \Lambda_{l},
\end{align*}
$$

where $E_{K}$ and $\nabla H_{K}$ are set to 0 outside $K$ and similarly for $E_{l}, \nabla H_{l}$ outside $B_{l}$. Then div $\bar{E}_{n}=2 \pi\left(\sum_{p \in \Lambda_{n}} \delta_{p}-m_{0}^{\prime}\right)$ in $\mathbb{R}^{2}$. This completes the construction of $\bar{E}_{n}$.

### 6.4. Estimating the energy. Step 1: Energy estimate. We have

$$
W\left(E_{K}, \mathbf{1}_{K}\right)=\sum_{\substack{0 \leq i \leq N_{\varepsilon} \\ \tilde{L} \in \mathcal{L}_{K, i}}} W\left(\sigma_{m_{K}} J_{i, L}\left(\cdot-x_{\tilde{L}}\right), \tilde{L}\right)
$$

From (6.4) we find, letting $L=\sqrt{m_{K}}\left(\tilde{L}-x_{\tilde{L}}\right)$, using (6.29) and $|L|=|K| / q_{\varepsilon}^{2}$ that

$$
\begin{align*}
W\left(E_{K}, \mathbf{1}_{K}\right) & =\sum_{\substack{0 \leq i \leq N_{\varepsilon} \\
\tilde{L} \in \mathcal{L}_{K, i}}} W\left(\sigma_{m_{K}} J_{i, L}, \mathbf{1}_{\tilde{L}-x_{\tilde{L}}}\right) \\
& \leq|K|\left(\sum_{i=0}^{N_{\varepsilon}} \frac{n_{i, K}}{q_{\varepsilon}^{2}} W\left(\sigma_{m_{K}} J_{i}\right)+C \varepsilon\right) . \tag{6.40}
\end{align*}
$$

We estimate the integral of $\left|\bar{E}_{n}\right|^{2}$ on $\mathbb{R}^{2} \backslash \bigcup_{p \in \Lambda_{n}} B(p, \eta)$. From (6.39), this integral involves on the one hand the square terms

$$
\begin{equation*}
\sum_{l=1}^{k_{\varepsilon}} \int_{\left(B_{l}\right)_{\eta}}\left|E_{l}-\nabla H_{l}\right|^{2}+\sum_{K \in \mathcal{K}_{n}} \int_{K_{\eta}}\left|E_{K}-\nabla H_{K}\right|^{2} \tag{6.41}
\end{equation*}
$$

where $K_{\eta}=K \backslash \bigcup_{p \in \Lambda_{n}} B(p, \eta)$ and similarly for $\left(B_{l}\right)_{\eta}$, and on the other hand the rectangle terms

$$
\sum_{\substack{K, K^{\prime} \in \mathcal{K}_{n} \\ K \neq K^{\prime}}} \int_{K_{\eta} \cap K_{\eta}^{\prime}}\left(E_{K}-\nabla H_{K}\right) \cdot\left(E_{K^{\prime}}-\nabla H_{K^{\prime}}\right)+\sum_{1 \leq l \neq i \leq k_{\varepsilon}}+\cdots+\sum_{\substack{K \in \mathcal{K}_{n} \\ 1 \leq l \leq k_{\varepsilon}}}+\cdots
$$

We estimate the latter as follows: Since the rectangles in $\mathcal{K}_{n}$ do not overlap, the first sum is equal to zero. A nonzero rectangle term must involve some $B_{l}$, and moreover a given $B_{l}$ can only be present in a number of terms bounded independently of $n, \varepsilon$ because the overlap of the balls $B_{l}$ and the rectangles $K$ is bounded. Thus, from (6.35) we have at most $C \sqrt{n} / \bar{R}_{\varepsilon}$ nonzero rectangle terms. Moreover, since the $K_{l}$ 's are disjoint, and disjoint from the $K$ 's, in a rectangle term involving $B_{l} \cap K$ the integral can be taken over $B_{l} \backslash K_{l}$, and in a term involving $B_{l} \cap B_{i}$ it can be taken over $\left(B_{l} \cap B_{i} \backslash K_{i}\right) \cup\left(B_{i} \cap B_{l} \backslash K_{l}\right)$.

In any case, we use Hölder's inequality and the bound $\left\|E_{l}-\nabla H_{l}\right\|_{L^{q}\left(B_{l} \backslash K_{l}\right)} \leq$ $C_{\varepsilon, q}$ for some $q>2$, which follows from (6.36), (6.37), together with the bound

$$
\left\|E_{l}-\nabla H_{l}\right\|_{L^{q^{\prime}}\left(B_{l}\right)}, \quad\left\|E_{K}-\nabla H_{K}\right\|_{L^{q^{\prime}}(K)} \leq C_{\varepsilon, q}
$$

which follows from (6.40), (6.36) using Lemma 3.9, to conclude that each rectangle term is bounded by $C_{\varepsilon}$ and then that their sum is $O(\sqrt{n})$, meaning a quantity bounded by a constant depending on $\varepsilon$ times $\sqrt{n}$.

The limit as $\eta \rightarrow 0$ of the terms in (6.41) is estimated as above by expanding the squares and using Hölder's inequality with (6.37), (6.36), (6.40), together with the bound (6.35) to show that

$$
\begin{aligned}
\lim _{\eta \rightarrow 0} & \frac{1}{2}\left(\sum_{l=1}^{k_{\varepsilon}} \int_{\left(B_{l}\right)_{\eta}}\left|E_{l}-\nabla H_{l}\right|^{2}+\sum_{K \in \mathcal{K}_{n}} \int_{K_{\eta}}\left|E_{K}-\nabla H_{K}\right|^{2}+\pi \# \Lambda_{n} \log \eta\right) \\
& \leq \sum_{K \in \mathcal{K}_{n}} W\left(E_{K}, \mathbf{1}_{K}\right)+O(\sqrt{n})
\end{aligned}
$$

In view of the bound $O(\sqrt{n})$ for the rectangle terms and (6.40) we find using (6.29) that

$$
\begin{equation*}
W\left(\bar{E}_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right) \leq \sum_{\substack{K \in \mathcal{K}_{n} \\ 0 \leq i \leq N_{\varepsilon}}}|K| \frac{n_{i, K}}{q_{\varepsilon}^{2}} W\left(\sigma_{m_{K}} J_{i}\right)+C n \varepsilon+O(\sqrt{n}) . \tag{6.42}
\end{equation*}
$$

Step 2: We proceed to estimating $W\left(\bar{E}_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)$. We have, using (6.26), (6.25), (6.21), then the fact that $m_{0}^{\prime}-m_{K} \leq C \bar{R}_{\varepsilon} / \sqrt{n}$ on $K$, then (6.11) with (2.24), then (6.11) and finally (6.1), that

$$
\begin{aligned}
& \sum_{i=1}^{N_{\varepsilon}} \frac{|K| n_{i, K}}{q_{\varepsilon}^{2}} W\left(\sigma_{m_{K}} J_{i}\right) \\
& \quad \leq\left|\Sigma^{\prime}\right| \sum_{i=1}^{N_{\varepsilon}} \widetilde{P}\left(\frac{K}{\sqrt{n}} \times H_{\varepsilon}^{i}\right) W\left(\sigma_{m_{K}} J_{i}\right)+|K| \varepsilon \\
& \quad \leq\left|\Sigma^{\prime}\right| \sum_{i=1}^{N_{\varepsilon}} \int_{(K / \sqrt{n}) \times H_{\varepsilon}^{i}} W\left(\sigma_{m_{0}^{\prime}(x)} J_{i}\right) d \widetilde{P}(x, E)+|K|\left(\frac{C}{\sqrt{n}}+\varepsilon\right) \\
& \quad \leq\left|\Sigma^{\prime}\right| \sum_{i=1}^{N_{\varepsilon}} \int_{(K / \sqrt{n}) \times H_{\varepsilon}^{i}} W\left(\sigma_{m_{0}^{\prime}(x)} E\right) d \widetilde{P}(x, E)+|K|\left(\frac{C}{\sqrt{n}}+C \varepsilon\right) \\
& \quad=\left|\Sigma^{\prime}\right| \int_{(K / \sqrt{n}) \times H_{\varepsilon}} W(E) d P(x, E)+|K|\left(\frac{C}{\sqrt{n}}+C \varepsilon\right) .
\end{aligned}
$$

Here, we have used the fact that $W$ is bounded below by some (negative) constant, a fact proved in [42] that we use below several times.

We proceed by estimating $n_{0, K}$. From (6.26), we deduce that

$$
\sum_{i=1}^{N_{\varepsilon}}\left(n_{i, K}+1\right) \geq \frac{q_{\varepsilon}^{2}\left|\Sigma^{\prime}\right|}{|K|} \widetilde{P}\left(\frac{K}{\sqrt{n}} \times H_{\varepsilon}\right) \geq \frac{q_{\varepsilon}^{2}\left|\Sigma^{\prime}\right|}{|K|}\left(\frac{|K|}{\left|\Sigma^{\prime}\right|}-\widetilde{P}\left(\frac{K}{\sqrt{n}} \times H_{\varepsilon}^{c}\right)\right)
$$

and then it follows from (6.29) that

$$
n_{0, K}=q_{\varepsilon}^{2}-\sum_{i=1}^{N_{\varepsilon}} n_{i, K} \leq N_{\varepsilon}+\frac{q_{\varepsilon}^{2}\left|\Sigma^{\prime}\right|}{|K|} \widetilde{P}\left(\frac{K}{\sqrt{n}} \times H_{\varepsilon}^{c}\right)
$$

Summing over $K \in \mathcal{K}_{n}$, using the fact that

$$
\begin{equation*}
\left|\Sigma^{\prime} \backslash \bigcup_{\mathcal{K}_{n}} K\right|<C_{\varepsilon} \sqrt{n} \tag{6.44}
\end{equation*}
$$

and then (6.21), (6.6), we find that

$$
\sum_{K \in \mathcal{K}} \frac{|K|}{q_{\varepsilon}^{2}} n_{0, K} W\left(\sigma_{m_{K}} J_{0}\right) \leq C\left|\Sigma^{\prime}\right|\left(\tilde{P}\left(\Sigma \times H_{\varepsilon}^{c}\right)+\frac{1}{\sqrt{n}}+\varepsilon\right) \leq C n\left(\frac{C_{\varepsilon}}{\sqrt{n}}+\varepsilon\right)
$$

Summing (6.43) with respect to $K \in \mathcal{K}_{n}$ and adding the above estimate we find, in view of (6.44), (6.42) and (6.6) that

$$
\begin{equation*}
W\left(\bar{E}_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right) \leq n|\Sigma| \int_{\Sigma \times L_{\mathrm{loc}}^{p}} W(E) d P(x, E)+\operatorname{Cn}\left(\varepsilon+\frac{C_{\varepsilon}}{\sqrt{n}}\right) \tag{6.45}
\end{equation*}
$$

Note that at this point if we had chosen $J_{i}$ such that $W\left(J_{i}\right)<\inf _{H_{\varepsilon}^{i}} \mathbb{W}+\varepsilon$, we obtain

$$
W\left(\bar{E}_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right) \leq n|\Sigma| \int_{\Sigma \times \mathcal{M}_{+}} \mathbb{W}(v) d Q(x, v)+C n\left(\frac{C_{\varepsilon}}{\sqrt{n}}+\varepsilon\right) .
$$

Step 3: Energy bound for $\left(x_{1}, \ldots, x_{n}\right)$. From (6.45), the constructed fields $\left\{\bar{E}_{n}\right\}$ and points $\left\{\Lambda_{n}\right\}_{n}$ satisfy div $\bar{E}_{n}=2 \pi\left(\sum_{p \in \Lambda_{n}} \delta_{p}-m_{0}^{\prime}\right)$ in $\mathbb{R}^{2}$ with $\# \Lambda_{n}=n$ [cf. item (iii) in Proposition 6.4] and

$$
\begin{equation*}
\limsup _{n} \frac{W\left(\bar{E}_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)}{n} \leq|\Sigma| \int W(E) d P(x, E)+C \varepsilon \tag{6.46}
\end{equation*}
$$

Now let $\left\{x_{i}\right\}_{i}=\{p / \sqrt{n}\}_{p \in \Lambda_{n}}$ be the points in $\Lambda_{n}$ in the initial scale. The next step is to show that we can project $\bar{E}_{n}$ onto curl-free vectors and decrease its energy. This is well known is we replace the renormalized energy with the square of the $L^{2}$ norm, there is only a minor difference due to the fact that we take the finite part. To see this, let $H_{n}^{\prime}$ be the unique solution of $-\Delta H_{n}^{\prime}=\operatorname{div} \bar{E}_{n}$ which decays at infinity. Then $\bar{E}_{n}=-\nabla H_{n}^{\prime}+\nabla^{\perp} f_{n}$ for some function $f_{n}$. But $\bar{E}_{n}=0$ outside of $\Sigma$, by construction, while $H_{n}^{\prime}$ decays fast at infinity since $\operatorname{div} E_{n}$ has integral 0 . Letting $U_{\eta}=\bigcup_{p \in \Lambda_{n}} B(p, \eta)$, we first have

$$
\begin{aligned}
& \int_{B_{R} \backslash U_{\eta}}\left|\nabla^{\perp} f_{n}-\nabla H_{n}^{\prime}\right|^{2}-\int_{B_{R} \backslash U_{\eta}}\left|\nabla H_{n}^{\prime}\right|^{2} \\
&=-2 \int_{B_{R} \backslash U_{\eta}} \nabla^{\perp} f_{n} \cdot \nabla H_{n}^{\prime}+\int_{B_{R} \backslash U_{\eta}}\left|\nabla f_{n}\right|^{2} \\
& \geq-2 \int_{B_{R} \backslash U_{\eta}} \nabla^{\perp} f_{n} \cdot \nabla H_{n}^{\prime} .
\end{aligned}
$$

Since $\bar{E}_{n} \in L_{\text {loc }}^{q}$ for any $q<2$ and since $f_{n} \in W_{\text {loc }}^{1, q}\left(\mathbb{R}^{2}\right)$ for all $q$, the last term on the right-hand side converges as $\eta \rightarrow 0$ to the integral over $B_{R}$. Also integrating by
parts, using the Jacobian structure and the decay of $f_{n}$ and $H_{n}^{\prime}$, we have $\int_{B_{R}} \nabla^{\perp} f_{n}$. $\nabla H_{n}^{\prime} \rightarrow 0$ as $R \rightarrow+\infty$. Therefore, letting $\eta \rightarrow 0$ then $R \rightarrow+\infty$ in the above yields

$$
W\left(\bar{E}_{n}, \mathbf{1}_{\mathbb{R}^{2}}\right)-W\left(\nabla H_{n}^{\prime}, \mathbf{1}_{\mathbb{R}^{2}}\right) \geq 0
$$

Since $\Lambda_{n} \subset \Sigma^{\prime}$ by construction, we have $\sum_{i} \zeta\left(x_{i}\right)=0$. Together with (6.46), we deduce in view of (3.3) that

$$
\begin{gather*}
\limsup _{n \rightarrow \infty} \frac{1}{n}\left(w_{n}\left(x_{1}, \ldots, x_{n}\right)-n^{2} I\left(\mu_{0}\right)+\frac{n}{2} \log n\right) \\
\quad \leq \frac{|\Sigma|}{\pi} \int W(E) d P(x, E)+C \varepsilon . \tag{6.47}
\end{gather*}
$$

$\left[\right.$ Resp., $\left.\leq \frac{|\Sigma|}{\pi} \int \mathbb{W}(v) d Q(x, v)+C \varepsilon.\right]$
Step 4: Existence of $A_{n}$. We claim that if $n$ is large enough and if $E \in$ $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ is such that

$$
\begin{equation*}
d_{p}\left(E(\sqrt{n} x+\cdot), E_{n}^{\operatorname{int}}(\sqrt{n} x+\cdot)\right)<\eta_{1} / 2 \tag{6.48}
\end{equation*}
$$

for any $x \in \Sigma \backslash \Xi$ for some set $\Xi$ satisfying $|\Xi|<\eta_{0}|\Sigma|$, then

$$
\begin{equation*}
d_{\mathcal{B}}\left(f_{\Sigma} \delta_{x} \otimes \delta_{\theta_{\sqrt{n} x} E} d x, f_{\Sigma} \delta_{x} \otimes \delta_{\theta_{\sqrt{n} x} E_{n}^{\mathrm{int}}} d x\right)<C \varepsilon(|\log \varepsilon|+1) \tag{6.49}
\end{equation*}
$$

This would follow immediately from Lemmas $6.1,6.2$ and 6.3 if $\theta_{\sqrt{n} x} E_{n}^{\text {int }}$ belonged to some compact set independent of $x \notin \Xi$ and $n$. In our case, we note that if $x$ belongs to some $\tilde{L} \in \mathcal{L}_{K, i}$, where $K \in \mathcal{K}_{n}$ and $0 \leq i \leq N_{\varepsilon}$, then

$$
E_{n}^{\mathrm{int}}(x+\cdot)=\sigma_{m_{K}} J_{i, L}\left(\cdot+x-x_{\tilde{L}}\right)
$$

Moreover, since $J_{i} \in H_{\varepsilon}$, from (6.14) it follows that if $x-x_{\tilde{L}} \notin \Gamma\left(J_{i}\right) / \sqrt{m_{K}}$ then $E^{\prime}:=\sigma_{m_{K}} J_{i}\left(\cdot+x-x_{\tilde{L}}\right) \in G_{\varepsilon}$. If in addition, $\operatorname{dist}(x, \partial \tilde{L})>\eta_{0} R_{\varepsilon}$, then we deduce from (6.19) that $d_{p}\left(E_{n}^{\mathrm{int}}(x+\cdot), E^{\prime}\right)<\eta_{1} / 2$ and $d_{p}\left(E(x+\cdot), E^{\prime}\right)<\eta_{1}$. Then, from Lemma 6.2, we deduce that $d_{\mathcal{B}}\left(\delta_{E_{n}^{\mathrm{int}}(x+\cdot)}, \delta_{E^{\prime}}\right)<\varepsilon$ and $d_{\mathcal{B}}\left(\delta_{E(x+\cdot)}, \delta_{E^{\prime}}\right)<\varepsilon$ thus

$$
d_{\mathcal{B}}\left(\delta_{E_{n}^{\operatorname{int}}(x+\cdot)}, \delta_{E(x+\cdot)}\right)<2 \varepsilon
$$

In view of Lemma 6.3, we find

$$
d_{\mathcal{B}}\left(\frac{1}{|\Sigma|} \int_{\Sigma \backslash \tilde{\Xi}} \delta_{x} \otimes \delta_{\theta_{\sqrt{n} x} E} d x, \frac{1}{|\Sigma|} \int_{\Sigma \backslash \tilde{\Xi}} \delta_{x} \otimes \delta_{\theta_{\sqrt{n} x} E_{n}^{\mathrm{int}}} d x\right)<C \varepsilon(|\log \varepsilon|+1)
$$

where $\tilde{\Xi}$ is the union of $\Xi$ and of the union with respect to $0 \leq i \leq N_{\varepsilon}, K \in$ $\mathcal{K}_{n}$ and $\tilde{L} \in \mathcal{L}_{K, i}$ of $\frac{1}{\sqrt{n}}\left(x_{\tilde{L}}+\Gamma\left(J_{i}\right) / \sqrt{m_{K}}\right)$, of $\frac{1}{\sqrt{n}}\left\{x \in \tilde{L}: \operatorname{dist}(x, \partial \tilde{L}) \leq \eta_{0} R_{\varepsilon}\right\}$, and of $\Sigma \backslash \cup_{\mathcal{K}_{n}} \frac{K}{\sqrt{n}}$. It turns out that $|\tilde{\Xi}|<C \eta_{0}$ if $n$ is large enough, $C$ being of course independent of $\varepsilon$, and thus using Lemma 6.1 we deduce (6.49). The claim is proved.

To prove the existence of the set $A_{n}$, we note that the vector fields $J_{i}$ used in constructing $E_{n}^{\text {int }}$ depend on $\varepsilon$ but are independent on $n$. Then they are truncated to obtain $J_{i, K}$ where the side-lengths of $L$ are in $\left[R_{\varepsilon} / C, C R_{\varepsilon}\right]$, that is, in an interval
independent of $n$. It follows at once that there exists $\delta>0$ such that the points in $L$ may be perturbed by an amount $\delta$ so that for every $i, K$ and $\tilde{L} \in \mathcal{L}_{K, i}$ the perturbed $J_{i, L}^{\text {pert }}$ is at a distance at most $\eta_{1} / 4$ of $J_{i, K}$, for every $n$. Then in view of (6.44) and (6.37) it follows that for $n$ large enough the resulting $E_{n}^{\text {pert }}$ will satisfy (6.48) for $x$ far enough from $\partial \Sigma^{\prime}$, that is, outside a set of proportion relative to $\left|\Sigma^{\prime}\right|$ tending to 0 as $n \rightarrow \infty$. We deduce that $E_{n}^{\text {pert }}$ satisfies (6.49), hence if $n$ is large enough

$$
d_{\mathcal{B}}\left(P_{E_{n}^{\text {pert }}}, P\right)<C \varepsilon(|\log \varepsilon|+1)
$$

The same reasoning implies that if we let $\left\{x_{1}, \ldots, x_{n}\right\}$ be the points in $\Lambda_{n}$ in original coordinates, then perturbing the points in $\Lambda_{n}$ by an amount $\delta>0$ small enough, that is, perturbing the $x_{i}$ 's by an amount $\delta / \sqrt{n}$ at most we obtain points $y_{i}$ such that $w_{n}\left(y_{i}\right) \leq w_{n}\left(x_{i}\right)+n \varepsilon$. Since the ordering of the points is irrelevant, we let $S_{n}$ denote the set of permutations of $1, \ldots, n$ and define

$$
A_{n}=\left\{\left(y_{1}, \ldots, y_{n}\right): \exists \sigma \in S_{n},\left|x_{i}-y_{\sigma(i)}\right|<\delta\right\} .
$$

Then, given $\eta>0$, from the previous discussion and choosing $\varepsilon>0$ small enough we have for any $n$ and any $\left(y_{1}, \ldots, y_{n}\right) \in A_{n}$ that (4.16) is satisfied and the existence of $\bar{E}_{n}$ such that $\operatorname{div} \bar{E}_{n}=2 \pi\left(\sum_{i} \delta_{y_{i}^{\prime}}-m_{0}^{\prime}\right)$ and such that the associated $\left\{\bar{P}_{n}\right\}_{n}$ satisfies (4.17).

This completes the proof of Proposition 4.5.
Acknowledgements. We are grateful to Alexei Borodin, as well as Gérard Ben Arous, Amir Dembo, Percy Deift and Alice Guionnet for their interest and helpful discussions. We thank Peter Forrester for useful comments and references.

## REFERENCES

[1] Abrikosov, A. (1957). On the magnetic properties of superconductors of the second type. Soviet Phys. JETP 5 1174-1182.
[2] Alastuey, A. and Jancovici, B. (1981). On the classical two-dimensional one-component Coulomb plasma. J. Physique 42 1-12. MR0604143
[3] Alberti, G. and Müller, S. (2001). A new approach to variational problems with multiple scales. Comm. Pure Appl. Math. 54 761-825. MR1823420
[4] Ameur, Y., Hedenmalm, H. and Makarov, N. (2011). Random normal matrices and Ward identities. Available at arXiv:1109.5941.
[5] Ameur, Y., Hedenmalm, H. and Makarov, N. (2011). Fluctuations of eigenvalues of random normal matrices. Duke Math. J. 159 31-81. MR2817648
[6] Ameur, Y. and Ortega-Cerdì, J. (2012). Beurling-Landau densities of weighted Fekete sets and correlation kernel estimates. J. Funct. Anal. 263 1825-1861. MR2956927
[7] Anderson, G. W., Guionnet, A. and Zeitouni, O. (2010). An Introduction to Random Matrices. Cambridge Studies in Advanced Mathematics 118. Cambridge Univ. Press, Cambridge. MR2760897
[8] BAI, Z. D. (1997). Circular law. Ann. Probab. 25 494-529. MR1428519
[9] BECKER, M. E. (1981). Multiparameter groups of measure-preserving transformations: A simple proof of Wiener's ergodic theorem. Ann. Probab. 9 504-509. MR0614635
[10] Ben Arous, G. and Zeitouni, O. (1998). Large deviations from the circular law. ESAIM Probab. Statist. 2 123-134 (electronic). MR1660943
[11] BERMAN, R. J. (2014). Determinantal point processes and fermions on complex manifolds: Large deviations and bosonization. Comm. Math. Phys. 327 1-47. MR3177931
[12] Bethuel, F., Brezis, H. and Hélein, F. (1994). Ginzburg-Landau Vortices. Progress in Nonlinear Differential Equations and Their Applications 13. Birkhäuser, Boston, MA. MR1269538
[13] Borodin, A. and Serfaty, S. (2013). Renormalized energy concentration in random matrices. Comm. Math. Phys. 320 199-244. MR3046995
[14] Bourgade, P., Yau, H. T. and Yin, J. (2014). Local circular law for random matrices. Probab. Theory Related Fields 159 545-595. MR3230002
[15] Braides, A. (2002). Г-Convergence for Beginners. Oxford Lecture Series in Mathematics and Its Applications 22. Oxford Univ. Press, Oxford. MR1968440
[16] Caffarelli, L. A. (1998). The obstacle problem revisited. J. Fourier Anal. Appl. 4 383-402. MR1658612
[17] Cohn, D. L. (1980). Measure Theory. Birkhäuser, Boston, MA. MR0578344
[18] Dal Maso, G. (1993). An Introduction to $\Gamma$-convergence. Progress in Nonlinear Differential Equations and Their Applications 8. Birkhäuser, Boston, MA. MR1201152
[19] Di Francesco, P., Gaudin, M., Itzykson, C. and Lesage, F. (1994). Laughlin’s wave functions, Coulomb gases and expansions of the discriminant. Internat. J. Modern Phys. A 9 4257-4351. MR1289574
[20] DYSON, F. (1962). Statistical theory of the energy levels of a complex system. Part I. J. Math. Phys. 3 140-156.
[21] Fekete, M. (1923). Über die Verteilung der Wurzein bei Gewissen Algebraischen Gleichungen mit Ganzzahligen Koeffizienten. Math. Zeitschr. 17 228-249.
[22] Forrester, P. J. (2010). Log-Gases and Random Matrices. London Mathematical Society Monographs Series 34. Princeton Univ. Press, Princeton, NJ. MR2641363
[23] Frehse, J. (1972). On the regularity of the solution of a second order variational inequality. Boll. Un. Mat. Ital. (4) 6 312-315. MR0318650
[24] Friedman, A. (1982). Variational Principles and Free-Boundary Problems. Wiley, New York. MR0679313
[25] Frostman, O. (1935). Potentiel d'équilibre et capacité des ensembles avec quelques applications à la théorie des fonctions. Medd. Lunds Univ. Mat. Sem. 3 1-118.
[26] Ge, Y. and Sandier, E. (2013). On lattices with finite Coulombian interaction energy in the plane. Available at arXiv:1307.2621.
[27] Ginibre, J. (1965). Statistical ensembles of complex, quaternion, and real matrices. J. Math. Phys. 6 440-449. MR0173726
[28] Girko, V. L. (1984). Circle law. Theory Probab. Appl. 29 694-706.
[29] Jancovici, B., Lebowitz, J. L. and Manificat, G. (1993). Large charge fluctuations in classical Coulomb systems. J. Stat. Phys. 72 773-787. MR1239571
[30] Kinderlehrer, D. and Stampacchia, G. (2000). An Introduction to Variational Inequalities and Their Applications. Classics in Applied Mathematics 31. SIAM, Philadelphia, PA. MR1786735
[31] Lefter, C. and RăDULESCU, V. (1996). Minimization problems and corresponding renormalized energies. Differential Integral Equations 9 903-917. MR1392087
[32] Mehta, M. L. (2004). Random Matrices, 3rd ed. Pure and Applied Mathematics (Amsterdam) 142. Elsevier/Academic Press, Amsterdam. MR2129906
[33] Petz, D. and Hiai, F. (1998). Logarithmic energy as an entropy functional. In Advances in Differential Equations and Mathematical Physics (Atlanta, GA, 1997). Contemp. Math. 217 205-221. Amer. Math. Soc., Providence, RI. MR1606719
[34] Rider, B. (2004). Deviations from the circular law. Probab. Theory Related Fields 130 337367. MR2095933
[35] Rivière, N. M. (1971). Singular integrals and multiplier operators. Ark. Mat. 9 243-278. MR0440268
[36] Rota Nodari, S. and Serfaty, S. (2015). Renormalized energy equidistribution and local charge balance in 2D Coulomb systems. Int. Math. Res. Not. IMRN To appear. Available at http://imrn.oxfordjournals.org/content/early/2014/03/07/imrn.rnu031. abstract?sid=2cbcab81-182b-4236-8c06-bb873abbffb6.
[37] Rougerie, N. and Serfaty, S. (2015). Higher dimensional Coulomb gases and renormalized energy functionals. Comm. Pure Appl. Math. To appear. Available at arXiv:1307.2805.
[38] Saff, E. B. and Kuillaars, A. B. J. (1997). Distributing many points on a sphere. Math. Intelligencer 19 5-11. MR1439152
[39] Saff, E. B. and Totik, V. (1997). Logarithmic Potentials with External Fields. Grundlehren der Mathematischen Wissenschaften 316. Springer, Berlin. MR1485778
[40] Sandier, E. and Serfaty, S. (2015). 1D log gases and the renormalized energy: Crystallization at vanishing temperature. Probab. Theory Related Fields. To appear. Available at arXiv:1303.2968.
[41] Sandier, E. and Serfaty, S. (2007). Vortices in the Magnetic Ginzburg-Landau Model. Progress in Nonlinear Differential Equations and Their Applications 70. Birkhäuser, Boston, MA. MR2279839
[42] Sandier, E. and Serfaty, S. (2012). From the Ginzburg-Landau model to vortex lattice problems. Comm. Math. Phys. 313 635-743. MR2945619
[43] Sari, R. R. and Merlini, D. (1976). On the $v$-dimensional one-component classical plasma: The thermodynamic limit problem revisited. J. Stat. Phys. 14 91-100. MR0449401
[44] Serfaty, S. (2015). Coulomb Gases and Ginzburg-Landau Vortices. Eur. Math Soc, Zürich.
[45] Serfaty, S. and Tice, I. (2012). Lorentz space estimates for the Coulombian renormalized energy. Commun. Contemp. Math. 14 1250027, 23. MR2965672
[46] Srivastava, S. M. (1998). A Course on Borel Sets. Graduate Texts in Mathematics 180. Springer, New York. MR1619545
[47] SZEGÖ, G. (1924). Bemerkungen zu einer Arbeit Von Herrn M. Fekete: Uber die Verteilung etc. Math. Zeitschr. 21 203-208.
[48] TAO, T. and VU, V. (2015). Random matrices: Universality of local spectral statistics of nonHermitian matrices. Ann. Probab. 43 782-874. MR3306005
[49] TAO, T. and VU, V. (2010). Random matrices: Universality of ESDs and the circular law. Ann. Probab. 38 2023-2065. MR2722794
[50] Wigner, E. P. (1955). Characteristic vectors of bordered matrices with infinite dimensions. Ann. of Math. (2) 62 548-564. MR0077805
[51] Zabrodin, A. and Wiegmann, P. (2006). Large- $N$ expansion for the 2D Dyson gas. J. Phys. A 39 8933-8963. MR2240466

LAMA-CNRS UMR 8050
Université Paris-Est Créteil
61 Avenue du Général de Gaulle
94010 Créteil
France
E-MAIL: sandier@u-pec.fr

UMR 7598 Laboratoire Jacques-Louis Lions UPMC Univ. Paris 06
PARIS F-75005
France
AND
CNRS
UMR 7598 LJLL
PARIS F-75005
France
AND
Courant Institute of Mathematical Sciences New York University
251 Mercer st.
New York, New York 10012
USA
E-MAIL: serfaty@jussieu.fr


[^0]:    Received March 2014.
    ${ }^{1}$ Supported by the Institut Universitaire de France.
    ${ }^{2}$ Supported by a EURYI award.
    MSC2010 subject classifications. 82B05, 82D10, 82D99, 15B52.

[^1]:    ${ }^{3} \mathrm{An}$ exception is the result of [19] for a quadrupole potential.

[^2]:    ${ }^{4}$ For photos one can see http://www.fys.uio.no/super/vortex/.

[^3]:    ${ }^{5}$ The obstacle problem is a free-boundary problem and a much studied classical problem in the calculus of variations; for general reference, see [24, 30].

[^4]:    ${ }^{6}$ Cf., for example, Benedek Valko's webpage http://www.math.wisc.edu/~valko/courses/833/833. html.

