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PRECISE ASYMPTOTICS OF SMALL EIGENVALUES
OF REVERSIBLE DIFFUSIONS IN THE

METASTABLE REGIME

BY MICHAEL ECKHOFF

Universität Zürich

We investigate the close connection between metastability of the re-
versible diffusion processX defined by the stochastic differential equation

dXt = −∇F(Xt ) dt + √
2ε dWt , ε > 0,

and the spectrum near zero of its generator−Lε ≡ ε� − ∇F · ∇, where
F :Rd → R andW denotes Brownian motion onRd . For genericF to each
local minimum ofF there corresponds a metastable state. We prove that
the distribution of its rescaled relaxation time converges to the exponential
distribution as ε ↓ 0 with optimal and uniform error estimates. Each
metastable state can be viewed as an eigenstate ofLε with eigenvalue which
converges to zero exponentially fast in 1/ε. Modulo errors of exponentially
small order in 1/ε this eigenvalue is given as the inverse of the expected
metastable relaxation time. The eigenstate is highly concentrated in the basin
of attraction of the corresponding trap.
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1. Introduction. We address in this work the problem of characterizing—in
terms of potential theoretic quantities—the low-lying spectrum of the following
second-order, elliptic differential operator:

Lε ≡ −εeF/ε∇ · e−F/ε∇ = −ε� + ∇F · ∇, ε > 0,(1.1)

on L2(Rd, e−F/ε dx), where the precise conditions onF :Rd → R are given in
Assumption 1.2. Our main motivation is to derive precise uniform control in the
limit ε ↓ 0 of the distribution ofmetastable transition timesτ(x) of the diffusion
process(Xx

t ) on R
d generated by−Lε, that is, the solution to the stochastic

differential equation

dXx
t = −∇F(Xx

t ) dt + √
2ε dWt, Xx

0 = x.(1.2)

Here(Wt) denotes Brownian motion onRd starting in zero. By definitionτ(x) is
the first time of a transition from the basin of attraction corresponding to a given
local attractorx of ∇F , that is, a local minimum ofF , to small vicinities of the
more stable local attractors. The precise definition ofτ(x) is given in (1.16).

We continue the work started in [4] and generalize the analysis of [3] from
the discrete to the continuous state space setting. To each local attractorx there
corresponds a simple eigenvalueλx of Lε which is exponentially small in 1/ε.
Modulo this type of error this eigenvalue equals the inverse of the expectation
of τ(x). With the same precision an eigenfunction corresponding toλx is constant
in the basin of attraction ofx and exponentially small in “deeper” basins which
correspond to attractorsy satisfyingλy < λx . The results obtained in [4] then
yield in terms ofF the leading-order asymptotic behavior of these eigenvalues.
Moreover, below some threshold of orderεN no other eigenvalues occur. The
control of the low-lying part of the spectrum implies that the rescaled (by
its expectation) distribution of a metastable transition time converges—again
modulo in 1/ε exponentially small errors—to the exponential distribution with
parameter 1.

Metastability in random dynamical systems is an intensively studied phenom-
enon. A Markov process in the metastable regime, roughly speaking, exhibits
quasi-invariant sets of the state space, which may be viewed as metastable states,
in which the process is captured for long time periods. For systems with discrete
state space in this regime in [22] and [23] as well as [30] and [7] the authors study
different aspects in this area. Concerning systems with continuous state space in
this regime, we refer the reader to [20, 33, 40, 41], where the authors develop a
large deviation technique for diffusion processes to study spectral and dynamical
properties. From the point of view of asymptotic expansions in the small parameter
ε > 0 we mention [5, 6, 13–15, 19, 21, 30–32]. In most of these papers the authors
consider the process up to the time of exit from a single domain of attraction asso-
ciated to the unperturbed dynamical system. For the investigation of the spectrum
and its connection to metastability it is necessary to consider the process as it
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continues from one domain to another. In [9–11, 15, 21, 23] and in [5, 6, 32, 34],
where in the latter two articles the full description of the low-lying spectrum is
accomplished, the authors investigate properties of the spectrum of the generator
of the dynamical system that are connected to metastability. Unfortunately, these
approaches encounter the following shortcomings. Generally speaking, rigorous
asymptotic expansions, though giving sharp error estimates, suffer from strong reg-
ularity assumptions. On the other hand,L2-methods as applied in [34] and [9–11]
as well as large deviation theory lead to rough error estimates. In [3] and in [18] we
establish the characterization of the low-lying spectrum in the context of Markov
chains in the metastable regime. A key idea of [3, 4] and [17, 18] for irreversible
chains is to analyze metastability from the dynamical or from the spectral point of
view by potential theoretic methods, which particularly leads to a clear description
of the spectrum in terms of the geometry ofF . In addition to the work in [5, 6] and
in [32] we are able to establish the same precise relation of the small eigenvalues
to the geometric properties ofF . Our approach also considerably improves the
range of applicability as well as the quality of the error estimates. In [17, 18] this
aspect is particularly emphasized. Here we concentrate on the main new technical
complications which do not exist in systems with finite, discrete state space.

The technical tool to connect spectral to potential theory already appears in [40]
or in [35], relying on work of [44], and was rediscovered in [3]. Reference [40]
contains a description of the spectrum in terms of the underlying Markovian
process while in [44] and [35] the analytical counterpart is used to investigate
criticality of elliptic operators. This characterization is far more transparent for
processes with discrete state space as is demonstrated in [3] and in [17, 18]. The
fact that a point in discrete space can be visited by the process with strictly positive
probability, that is, has strictly positive capacity, might be seen as a main reason
for this difference. In continuous state spaces small balls are the equivalent of
points in discrete spaces. This choice entails the disadvantage that a function a
priori may change its sign on a small ball. Using level sets of functions instead of
balls, one quickly runs into technical complications whose solutions go beyond the
questions we are addressing. The approach presented in the previously mentioned
references naturally requires to work in theL∞-context. We hence shall follow
the strategy to first establish rather strong pointwiseL∞-estimates. Compared
to [3] and [34] a second complication arises from the fact that the state space
is noncompact. A treatment of the analogous problem concerning irreversible,
infinite-state Markov chains can be found in [18]. There is a well-established
L2-theory of weighted estimates of solutions of second-order elliptic differential
equations as developed in [1] or in [26, 27] involving a small parameter from which
pointwise bounds on solutions can be obtained. The development of weighted
estimates will serve to gain control of the growth of eigenfunctions at infinity.
We would like to mention that the methods introduced in [4] and in [18] suffice
to prove the same kind of estimates for whichL2-weighted estimates are not
available, even if the process is irreversible though technically simpler.
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The a priori input enables us to relate small eigenvalues ofLε to the capacity
matrix introduced in [28]. For genericF the analysis of this matrix then is a
straightforward generalization of that in [3] and [18] for Markov chains. Let us
mention that this matrix representation also can be used to treat the degenerate
situation, where there exist attractors of∇F of equal strength with respect to each
other. It turns out that to each small eigenvalue there corresponds a quasi-invariant
set and a time scale, which roughly speaking equals the expected time the process
generated byLε is captured this set. These time scales are defined in terms of
capacities and the invariant measure of the process. As is shown in [2] and [18]
in the discrete state space setting they determine the long-time behavior of the
process in a precise manner. These kind of results were extended in [4] to the
diffusion process generated byLε. They will serve as a crucial tool to investigate
small eigenvalues ofLε.

We now recall the main potential theoretic background. A set� with
locally C2,α boundary for someα > 0 henceforth will be referred to as aregular
set. Fix disjoint, nonempty closed regular setsA,B ⊂R

d such that� ≡ R
d\A\B is

connected (usually in the sequelA andB are balls). Theλ-capacity of the capacitor
(A,B) is given by

capλA(B) ≡ ε

∫
∂A

e−F/ε ∂nh
λ
A,B dσ − λ

∫
A

e−F/ε dy,(1.3)

where locally there isα > 0 such thatF :Rd → R is C1,α for someα > 0,
σ always denotes the Euclidean surface measure on the set the integration is
taken over,n is the unit normal at this surface pointing towardsA ∪ B and
the normal derivative is taken from outsideA and B. Here hλ

A,B denotes the
electrostatic equilibrium potential of the capacitor, that is, the weak solution
h ∈ W1,2(�, e−F/ε dx) of the Dirichlet problem

(Lε − λ)h(x) = g(x), x ∈ �, h − f ∈ W
1,2
0 (�, e−F/ε dx),(1.4)

where � ≡ R
d\A\B, g ≡ 0, f ≡ 1A and whereW

1,2
0 (�, e−F/ε dx) denotes

the closure ofC1
0(�) in W1,2(�, e−F/ε dx), the space of weakly differentiable

functions with first partial derivatives inL2(�, e−F/ε dx). Under Assumption 1.2
standard regularity theory will show that (1.4) is uniquely solvable and that
the solution isC2,α up to the boundary. Functionsh satisfying (1.4) for some
f and g ≡ 0 we sometimes refer to as (weakly)(Lε − λ)-harmonic functions
(with respect to the measuree−F/ε dx). In the commonly used terminology of
partial differential equations they are called weakly(	ε −e−F/ελ)-harmonic (with
respect to Lebesgue measure), where we introduce the formally symmetric, locally
elliptic, second-order differential operator in divergence form

	ε ≡ −ε∇ · e−F/ε∇ = e−F/εLε.(1.5)
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In particular, the well-developed regularity theory for divergence-type operators is
available. Thecommunication heightbetween setsA andB is defined by

F̂ (A,B) ≡ inf
c : [0,1]→Rd

c(0)∈A,c(1)∈B

maxF
(
c([0,1])),(1.6)

where the infimum is taken over all continuous curves. IfA ≡ {x} is a singleton,
for convenience we writêF(x,B) ≡ F̂ ({x},B) instead. Furthermore, for a finite
set of pointsI ∪ x such thatBI∪x is a disjoint union of open balls, where

BJ ≡ ⋃
y∈J

B(y, ε/4), J ⊂R
d,(1.7)

we introduce

Ax,I ≡ {y ∈ R
d |F̂ (y, x) < F̂ (y, I\x)}.(1.8)

In analogy to [18] we define the time scales

Tx,I ≡
∫
Ax,I

e−F/ε dy

cap0Bx
(BI\x)

.(1.9)

We recall from Theorem 3.1 in [4] the classical Eyring formula for the capacity.

THEOREM 1.1. Fix regular, disjoint, nonempty setsA and B. Assume that
there is only one solution ofF(z∗) = F̂ (A,B) > maxF(A ∪ B) + Rε log(1/ε)

such thatz∗ is a critical point ofF . If in addition to the conditionF ∈ C1,α for
someα > 0 the Hessian atz∗ of F exists and is nondegenerate, then for someR,

cap0A(B) = (
1+ O(1)ε log(1/ε)

) (2π)d/2−1|λ∗|√|det HessF(z∗)|ε
d/2e−F̂ (A,B)/ε,(1.10)

whereλ∗ is the unique, negative eigenvalue of the Hessian atz∗. The modulus of
the Landau symbol is dominated by a constantC ≡ C(d,F ).

Let M denote the set oflocal minimaof F . Forx ∈ M andI ⊂M\x nonempty
with nondegenerate Hessian atx andz∗ as in Theorem 1.1, we obtain from (1.10)
that the time scale introduced above satisfies

Tx,I = (
1+ O(1)ε log(1/ε)

)
2π

√
|det HessF(z∗)|
|λ∗|det HessF(x)

e(F̂ (x,I )−F(x))/ε.(1.11)

Let us now describe the main results of this paper. We have to introduce some
more notation. For a regular domain� let L�

ε denote the self-adjoint operator with
Dirichlet boundary conditions corresponding to the quadratic form

q�
ε (h) ≡ ε

∫
�

e−F/ε|∇h|2 dx(1.12)
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of the operatorLε on L2(�, e−F/ε dx) with domainW
1,2
0 (�, e−F/ε dx). Denote

the principal eigenvalue of the Dirichlet operatorL�
ε by

λ(�) ≡ inf σ(L�
ε ),(1.13)

where σ(L�
ε ) is the spectrum ofL�

ε . In the sequel we impose the following
conditions onF .

ASSUMPTION 1.2. F ∈ W
2,∞
loc (Rd) ∩ C1(Rd) and ∇F is locally Hölder

continuous. There are constantsc > 0 and C1 satisfying inf{F>C1} |∇F | ≥ c.
Moreover,µε ≡ λ({F > C1}) ≥ δ for someδ > 0 independent of smallε > 0.

Let us remark that the conditions under which (1.11) holds are not at all
borderline to our approach. In fact, the only condition we need is that either
δTx,I\x > Ty,I\y or Tx,I\x < δTy,I\y , wherex, y ∈ M, x = y, I ⊂M, for some
δ > 0. In particular, as long as this condition is valid we can deal with all kinds
of degenerate situations ofF in the relevant regions. This just leads to different
asymptotic behaviors ofTx,I . We refer the reader to [17, 18] where in the context of
Markov chains precise, minimal conditions on the time scales are given. We would
also like to mention that Assumption 1.2 can be weakened in several directions.
The condition inf{F>C1} |∇F | ≥ c can be relaxed to the existence of a subsetM̃
of the set of local minimaM of F with the property thatδ minx∈M̃ Tx,M\M̃ >

supy∈M\M̃ Tx,M̃ for someδ > 0. In particular,F may have infinitely many local
minima where the minima inM\M̃ are not as “deep” as those iñM. Moreover,
the analysis works for a large class of functionsF ≡ Fε depending onε also [for
further comment concerning this point see the remark after (4.47)]. One could
further considerably relax the regularity assumptions onF . It is also possible to
study the irreversible situation where∇F is replaced by a general vector fieldb.
Finally, a generalization to Riemannian manifolds is straightforward.

The condition on the principal eigenvalue is quite natural and flexible. If, for
example,F is in additionC2 and lim sup|x|→∞ |�F(x)|/|∇F(x)|2 < ∞, it is easy
to see thatµε > δ/ε for someδ > 0. ForF ≡ Fε depending onε the bound onµε

can be replaced by, for example,εM for some constantM or (even exponentially
small in 1/ε with small rate depending on the geometry ofF in {F < C1}). If F is
uniformly strictly convex outside some convex set, one could use Brascamp–Lieb’s
inequality to show thatµε ≥ inf{F>C1} min(σ (∇∇ tF )). As we only focus on the
new technical complications in the continuous state space setting we do not aim at
the most general conditions under which the analysis works.

Assumption 1.2 implies thatF has local uniform, exponentially tight level sets,
that is,

∫
{F>α} e−F/ε dx ≤ Ce−α/ε for some constantC ≡ C(d, |{F ≤ α}|). Indeed,

for a pointx ∈ {F > α} the solutionγ to γ̇ (t) = ∇F(γ (t)) with F(γ (0)) = α

andγ (T ) = x we may estimateF(x) − α = ∫ T
0 |∇F(γ (t))| |γ̇ (t)|dt ≥ c dist(x,

{F > α}) for α ≥ C1. Therefore, in this work we may use in compact
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(ε-independent) sets (obvious generalization fromF being C2 to F being C1)
the results given in [4].

The first result, stated in Theorem 4.2 and referred to as the sharp uncertainty
principle, is strikingly reminiscent of the uncertainty principle in quantum
mechanics. We recall that the tunneling time of a quantum-mechanical particle
moving in a double-well potential approximately is given by the inverse of the
spectral gap. Letλ(�) be the principal eigenvalue of the Dirichlet operatorL�

ε

with zero boundary conditions onRd\�, where � is an open, regular set.
Furthermore, introduce for a Borel setB ⊂R

d the transition time

τx
B ≡ inf{t ≥ 0|Xx

t ∈ B} and write shorthand τx
I ≡ τx

BI
(1.14)

of the diffusion given by (1.2) fromx to the unionBI of small balls, defined
in (1.7), which are centered at the points inI .

THEOREM 1.3. Assume thatF satisfies Assumption1.2. Then there exists
N ≡ N(d) ≥ 0 such that for allρ > Nε log(1/ε), x ∈ M, I ⊂M\x satisfying
Tx,I = TI ≡ maxy∈M\I Ty,I ≥ e−ρ/εTI∪x ,

E[τx
I ] = (

1+ O(1)ε−Ne−ρ/ε) 1

λ(Rd\BI )
= (

1+ O(1)ε−Ne−ρ/ε)TI .(1.15)

Here the modulus of the Landau symbol is dominated by a constantC ≡
C(d,N,F ).

We also are able to compute the limit law of the distribution of the rescaling
τ(x)/E[τ(x)] of ametastable transition timeτ(x), x ∈ M, defined by

τ(x) ≡ τx
M(x)∪�c, M(x) ≡ {y ∈ M|F(y) < F(x)},(1.16)

where�⊂R
d is a regular domain containing the set{F < C1}. Let us define

ρ ≡ ρ(F, ε) by

eρ/ε ≡ min
{
Tx,I\x
Ty,I\y

∣∣∣x, y ∈ M, x = y, I ⊂M, Tx,I\x ≥ Ty,I\y
}
.(1.17)

Then we have:

THEOREM 1.4. Suppose thatF satisfies Assumption1.2 with µε ≥ δε for
someδ > 0. Assume furthermore that either� is bounded or

∫
{F>C1} |∇F |d ×

e−(F−C1)/γ dy < ∞ for someγ > 0. There existN ≡ N(d) ≥ 0 andC ≡ C(d,F )

such that for allρ > Nε log(1/ε)

P
[
τ(x) > T E[τ(x)]]

= (
1+ O(1)ε−Ne−ρ/ε)exp

(−(
1+ O(1)ε−Ne−ρ/ε)T )

,
(1.18)

where the modulus of the Landau symbol is bounded byC uniformly inε andT .
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A more detailed version of this theorem is Theorem 5.2 [see also the remark
following (5.2)].

The main ingredient to prove (1.18) is that besides principal eigenvalues we
are able to analyze all other exponentially small eigenvalues and relate them to
the metastable structure given byF . We then have [see (4.6) for a more detailed
version]

THEOREM 1.5. Assume thatF satisfies Assumption1.2. There existN ≡
N(d) ≥ 0 and a constantC ≡ C(d,F ) such that for allρ > Nε log(1/ε) the
following holds:

(i) For everyx ∈ M there exists a simple eigenvalueλx of Lε such that

λx = (
1+ O(1)ε−Ne−ρ/ε)λ(

R
d\BM(x)

)
,(1.19)

whereM(x) is defined in(1.16).
(ii) Let Mx ≡ {y ∈ M|λy < λx}. There is an eigenfunctionφx corresponding

to λx , normalized byφx(x) ≡ 1 and a setM̃x of cardinality |Mx | such that
B(y,

√
ε ) ∩ M̃x is a singleton for ally ∈ Mx and for all z ∈ {F < C1}

φx(z) = (
1+ O(1)ε−Ne−ρ/ε)

P
[
τ z
x < τz

M̃x

]
+ O(1)ε−Ne−ρ/ε

P
[
τ z

M̃x
< τz

x

]
.

(1.20)

Here the Landau symbols are bounded byC in absolute value.
(iii)

σ(Lε) ∩ [0, εN) = {λx |x ∈ M}.(1.21)

Equation (1.19) in combination with (1.15) and (1.18) relates exponentially
small eigenvalues ofLε to the metastable structure of the diffusionX. Further-
more, under the conditions required for (1.11) we have determined the leading
asymptotic in (1.15).

Let us finally describe the organization of the paper. Using sharp Harnack- and
Hölder-type estimates, in Section 2 we derive analogous estimates for a priori
nonpositive harmonic functions. As a result we gain in Lemma 2.3 pointwise
control on the oscillation of eigenfunctions corresponding to small eigenvalues
in terms of suprema over suitable small balls close to the local minima ofF .
In Section 3 we prove bounds of those suprema by exploiting the strong drift
of the diffusion toward local minima ofF . The a priori input then gives precise
control of eigenfunctions in compact sets. As soon as we have established this
structural information we are in a position to generalize the analysis developed in
the discrete state space setting to the diffusion setting. In particular, in Section 4
we relate the low-lying spectrum to the capacity matrix introduced in [28] and
derive the asymptotic information in terms of the time scales introduced in (1.9).
As a consequence we obtain the limit law of metastable transition times defined
in (1.16).
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2. Pointwise asymptotics in bounded sets. Fix an open, connected, regular
set� and recall the definitionW1,2

0 (�, e−F/ε dx). This section is devoted to the

following simple idea. A weak solutionφ ∈ W
1,2
0 (�, e−F/ε dx) of the eigenvalue

problem

(Lε − λ)φ(x) = 0, x ∈ �,(2.1)

with small energyλ cannot create large oscillations everywhere in a region where
F is small. We start with the following.

2.1. A priori bounds on principal eigenvalues.Recall the definition of the
(Lε − λ)-equilibrium potentialhλ

A,B , A, B closed and regular with connected
complementRd\A\B, λ ≥ 0, introduced in (1.4). Furthermore, letwλ

A,B be the
solution of the Poisson problem (1.4) withf ≡ 0 andg ≡ hλ

A,B . We also shall
use the conventionhλ

A ≡ hλ
A,A andwλ

A ≡ wλ
A,A. Sincehλ

A,B andwλ
A,B are weak

solutions of the corresponding problem for the operator	ε − e−F/ελ defined
in (1.5), Theorem 8.8 in [24] in combination with Theorem 9.19 in [24] show
that the unique solutions if they exist are locallyC2,α up to the boundary. Define
for K ⊂ (A ∪ B)c

sλ
K(A,B) ≡ sup

K

wλ
A,B

hλ
A,B

.(2.2)

We abbreviate

sλ(A,B) ≡ sλ
(A∪B)c(A,B),

sλ
K(A) ≡ sλ

K(A,B ≡ A),

sλ
Ac ≡ sλ

Ac(A,B ≡ A).

(2.3)

Recall the definition of the self-adjoint operatorL�
ε with Dirichlet boundary

conditions at∂� corresponding to the quadratic form defined in (1.12) and its
principal eigenvalueλ(�) ≡ inf σ(L�

ε ). Forλ /∈ σ(L�
ε ) we denote by

Gλ
� ≡ (L�

ε − λ)−1(2.4)

the resolvent operator. A priori we have that positive kernel of the resolventGλ
� ,

defined by the semigroup of the solutionXx of (1.2) for λ < λ(�), is in
L2(�2, e−(F (x)+F(y))/ε dx dy).

We refer to the lower bound in (2.5) on the principal eigenvalue as the
uncertainty principle.

LEMMA 2.1. Let � be a bounded, regular, open, connected set. Then for all
regular, closed setsA, B, such thatA ∪ B = �c it follows that

λ(�) ≥ 1

s0(A,B)
.(2.5)
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PROOF. We claim that the following variational formula of Donsker and
Varadhan (see [15] or [36]) for the principal eigenvalue holds:

λ(�) = inf
f ∈C1(�)

f |∂�=0,
∫
� f 2=1

sup
u∈C2(�),u|∂�=0

u(x)>0,x∈�

∫
�

Lεu(x)

u(x)
f (x)2 dx.(2.6)

Since	ε satisfies the conditions of Theorem 8.6 in [24], we haveλ(�) > 0. By
the weak maximum principle Theorem 8.1 in [24] it follows thatG0

� is a positive
operator, that is, the kernel is nonnegative and thus strictly positive sinceG0

� is
injective. Theorem XIII.44 in [37] tells us thatλ(�) is a simple eigenvalue and
that an eigenfunctionφ ∈ W

1,2
0 (�, e−F/ε dx) almost surely does not change sign.

By the same arguments given before (2.2) this function is inC2,α(�). Inserting
u ≡ φ on the right-hand side of (2.6) yields one inequality. On the other hand, for
every u in the class of functions the supremum is taken over, we may choose
f ≡ C(ue−F/εφ)1/2 with normalizingC such thatf 2 is a density. We obtain
the remaining assertion by insertingf on the right-hand side of (2.6) since the
integral equalsC2 ∫

� Lεuφe−F/ε dx = C2λ(�)
∫
� uφe−F/ε dx = λ(�). Here we

have used thatLε is symmetric onC2,α(�) and thatLεφ(x) = L�
ε φ(x).

To obtain (2.5), we simply insertu ≡ w0
A,B ∈ C2,α(�) and useLεu = h0

A,B ∈
C2,α(�) on�, using that both functions exist by Theorem 8.3 in [24].�

From the variational principle, Theorems 4.5.2 and 4.5.1 in [12], we also obtain
the following sharp upper bound as we shall see in Theorem 4.2.

LEMMA 2.2. Let� be a regular, open set such thatdist(M ∩ �,∂�) > ρ for
someρ > 0. Then for someC ≡ C(d,F |�,ρ) and allx ∈ M ∩ �,

λ(�) ≤ (1+ Ce−β/ε/ε)
cap0B(x,ε)(�

c)∫
A

β

x,�c
e−F/ε dx

,(2.7)

where we have definedAβ
x,�c ≡ {y ∈ �|F̂ (y, x) < F̂ (y,�c) − β} for all β > 0

such thatB(x,ρ/2)⊂A. Here F̂ denotes the communication height introduced
in (1.6).

PROOF. Insertu ≡ h0
B(x,ε),�c with x ∈ M∩� and by conventionh0

B(x,ε),�c ≡ 1
onB(x, ε) into the variational principle Theorems 4.5.2 and 4.5.1 in [12]:

λ(�) = inf
u∈W

1,2
0 (�,e−F/ε dx)\0

∫
� e−F/ε|∇u|2 dx∫
� e−F/ε|u|2 dx

(2.8)

to obtain by Green’s first formula

λ(�) ≤ cap0B(x,ε)(�
c)∫

A
β

x,�c
e−F/ε(h0

B(x,ε),�c)2 dx
.(2.9)
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Invoking Corollary 4.8 in [4], we deriveh0
�c,B(x,ε)(y) ≤ Ce−β/ε/ε for someC ≡

C(d,F |Aβ
x,�c) and ally ∈ A

β
x,�c\B(x,2ε). This estimate in combination with the

maximum principle showsh0
B(x,ε),�c(y) ≥ 1 − Ce−β/ε/ε for all y ∈ A

β
x,�c . This

establishes (2.7).�

2.2. Uniform regularity estimates for(Lε − λ)-harmonic functions changing
sign. For a regular domain� ⊂R

d and a functionf :Rd → R we define the
oscillation off in � as

osc� f ≡ sup
�

f − inf
�

f.(2.10)

We are now in a position to turn the idea mentioned in the beginning of this section
into

LEMMA 2.3. Let β(F ) > 0 be the Hölder exponent ofF locally aroundM.
There exists a constantC ≡ C(d,F ) with the following property. Let h ∈
W2,d(Rd) be a strong solution of the equation(Lε − λ)h = 0 in B(x, ε1/(1+β)),
β ∈ (β(F )/2, β(F )), where x ∈ M and 0 ≤ λ ≤ ε. Then there exists̃x ∈
B(x, ε1/(1+β)) such thath does not change sign inB(x̃, ε).

Let�, � ⊂�, be regular domains. Letg ∈ L∞
loc(R

d) and leth be a nonnegative,
strong (i.e., twice weakly differentiable) solution of the equation(Lε − λ) ×
h = g in �. Assume that there are0 < r < 1/2 and B(x,2

√
ε )⊂� such that

(1 − r)sup� h ≤ supB(x,ε) h. Then for all 0 ≤ λ < λ(�\B(x, ε)) there isC ≡
C(d,F |B(x,2

√
ε )) such that

osc� h ≤
(

4r + Cεd/2λ + 4 sup
�\B(x,ε)

hλ
Rd\�,B(x,ε)

)
sup

B(x,ε)

h

+ Cεd/2 sup
B(x,2

√
ε )

|g|.
(2.11)

Having established positivity of eigenfunctions in vicinities of the local minima
of F , we may use strong pointwise regularity such as the local (boundary)
maximum principle Theorem 9.20 in [24] (Theorem 9.26 in [24]), the Harnack
inequality Theorem 8.20 or 9.22 in [24] and the (boundary) Hölder estimates
Corollary 9.24 in [24] (Corollary 9.28 in [24]).

For later purpose also let us define forx ∈ R
d

δ(x) ≡ δF,ε(x) ≡ sup
{
δ > 0|8δ sup

B(x,8εδ)

|∇F | < 1
}
.(2.12)

Clearly, εδ only depends on|∇F |/ε and 8εδ(x)supB(x,4εδ(x)) |∇F |/ε = 1.
Combination of Harnack’s and Hölder’s principles gives:
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THEOREM 2.4. Assume that∇F is locally Hölder continuous. Fix 0 <

ρ ≤ ε. Let 0 ≤ h ∈ W2,d(Rd) be a strong, nonnegative solution of the equation
(Lε − λ)h = 0 in B(x,2

√
ρ ), wherex ∈ M and0 ≤ λ ≤ 1. Then there existsC =

C(F |B(x,2
√

ρ )) andα = α(F |B(x,2
√

ρ )) > 0 such that for all0< r <
√

ρ

oscB(x,r) h ≤ C
(
r/

√
ρ

)α inf
B(x,r)

h.(2.13)

Assume that0 ≤ h ∈ W2,d(Rd) is a strong, nonnegative solution of the equation
(Lε −λ)h = f in �, where� is an open, regular set, 0≤ λ ≤ 1 andf is in Ld(�).
There are constantsC = C(d) andα = α(d) > 0 such that for allx ∈ � and all
0< ρ < εδ(x) satisfyingB(x,4ρ)⊂� and all 0< r < ρ,

oscB(x,r) h ≤ C(r/ρ)α
(

inf
B(x,r)

h + ‖f ‖Ld(B(x,r)∩�)

)
.(2.14)

For x ∈ ∂� let Vx be the exterior cone atx. We still have for some constant
C ≡ C(d,Vx) andα ≡ α(d,Vx) > 0 and all 0< r < ρ < εδ(x)

oscB(x,r)∩� h ≤ C(r/ρ)α
(
oscB(x,ρ)∩� h + ‖f − λh‖Ld(B(x,r)∩�)

)
+ C oscB(x,

√
rρ )∩∂� h,

(2.15)

whereoscB(x,r)∩∂� h ≡ lim supy→B(x,r)∩∂� h − lim infy→B(x,r)∩∂� h.

We also need the boundary Harnack inequality, which is a consequence of
Theorem 8.0.1 in [36].

THEOREM 2.5. Assume that∇F is locally Hölder continuous. Let � be an
open set with uniformly Lipschitz continuous boundary. There existC ≡ C(d), ρ ≡
ρ(d) > 0 and a functionR : ∂� → (0,∞), R ≤ δ, with the following properties.
Fix z ∈ ∂� and write∂� ∩ Bz = graphχ for some ballBz aroundz and some
function χ . Fix 0 ≤ r ≤ ρ and let 0 < u,v ∈ W2,d(�) be positive solutions of
Lεh = 0 in � ∩Bz ∩B(z,8rεR(z)) andh = 0 on∂� ∩Bz ∩B(z,8rεR(z)). Then

u(x)

v(x)
≤ C

u(y)

v(y)
, x, y ∈ � ∩ Bz ∩ B

(
z, rεR(z)

)
.(2.16)

PROOF. Denote by 1/γ (z) the best Lipschitz constant ofχ at z in B(z,8ε)

and let 1/β(z) be the best Hölder constant of∇F in B(z,8ε). DefineR(z) ≡
min(β(z), γ (z), δ(z)), whereδ(z) is given in (2.12). Let us introduce the function
ũ(x̃) ≡ u(x), x̃ ≡ (x − z)/(εR(z)), and likewiseṽ. Furthermore, let̃L ≡ −� +
b̃ · ∇, where b̃(x̃) ≡ b̃εR(z)(x̃) ≡ R(z)∇F(x). Fix r > 0 and letu and v be
Lε-harmonic inB(z,8rεR(z))∩Bz ∩�, vanishing identically onB(z,8rεR(z))∩
Bz ∩ ∂�. We then computẽLũ = L̃ṽ = 0 in B(0,8r) ∩ B̃z ∩ �̃, where �̃ ≡
�̃εR(z) ≡ {x̃|x ∈ �} and likewiseB̃z, and clearlyũ = ṽ = 0 onB(0,8r)∩ B̃z ∩∂�̃.
Note that by definition ofR(z) under this transformation, the best Lipschitz
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constant ofχ̃ (x̃) ≡ χ(x) at z and the best Hölder constant ofb̃ in B(0,8) are
bounded by 1. Moreover, the supremum norm ofb̃ in B(0,8) is that of∇F in
B(z,8εR(z)) and hence is bounded by 1 by definition ofδ(z). The boundary
Harnack principle Theorem 8.0.1 in [36] applied toD ≡ B(0,8) ∩ B̃z ∩ �̃ gives
the existence ofC ≡ C(d) andρ ≡ ρ(d) > 0 such that̃u(x)/ṽ(x) ≤ Cũ(y)/ṽ(y)

for all 0< r ≤ ρ andx̃, ỹ ∈ B(0, r) ∩ B̃z ∩ �̃. �

On several occasions we shall meet the following obvious representation
formula. The solutionh of the Poisson–Dirichlet problem (1.4) for an open,
connected, regular set� in a relatively compact, open, connected, regular set
� ⊂⊂� is given by

h(x) = Gλ
�g(x) + Hλ

�h(x), x ∈ �,(2.17)

whereHλ
�f is the(Lε −λ)-harmonic extension off to � and where the resolvent

Gλ
� is defined in (2.4). Several times in the sequel we shall use the following

obvious consequence of (2.17) and the weak maximum principle:

sup
K

|h| ≤ s0
K(∂�)sup

�

(λ|h| + |g|) + sup
K

H 0
�|h|, K ⊂� ⊂�.(2.18)

Let Gλ
�(x, y)eF(y)/ε be the (symmetric) kernel ofGλ

� in L2(�2,

e−(F (x)+F(y))/ε dx dy). It is easy to see that(	ε − e−F/ελ)Gλ
�eF/εf = f weakly

for all f ∈ L2(�). SinceGλ
�eF/εf (x) = ∫

� Gλ
�(x, y)f (y) dy by definition, and

since L2(B(y, r)), y ∈ �, r > 0, is separable,Gλ
�(·, y) is (	ε − e−F/ελ)-

harmonic in�\B(y, r) and almost allz ∈ B(y, r) ∩ �. Theorem 8.8 in [24] and
Theorem 9.19 in [24] imply thatGλ

�(·, z) is C2,α(�\B(y, r)) for thosez. Sym-
metry ofGλ

�(x, z)eF(z)/ε implies the same assertion for allz ∈ B(y, r). Therefore,
Gλ

�(x, y)eF(y)/ε is in C2,α(�2\D), whereD ≡ {(x, x)|x ∈ R
d}. We recall from,

for example, [4] that the(Lε − λ)-harmonic extensionHλ
�f , � regular, open and

connected, of a functionf ∈ L∞(∂�) is given by

h(x) = Hλ
�f (x) = −ε

∫
∂�

f (y) ∂n(y)G
λ
�(y, x)e(F (x)−F(y))/ε dσ (y)

= −ε

∫
∂�

f (y) ∂n(y)G
λ
�(x, y) dσ(y),

(2.19)

wheren(y) denotes the outer unit normal aty ∈ ∂� and the normal derivative is
taken from the inside of�. Here we have used thate−F(x)/εGλ

�(x, y) is symmetric
in x andy, that the normal derivative at∂� exists and thatGλ

�(x, y) vanishes on
the boundary.

As already pointed out, the problem is that a priori we cannot apply Theorem 2.4
to an eigenfunctionφ. However, by combination of Theorem 2.4 with the Poisson
representation formula (2.19) we still can control the regularity ofφ.
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PROOF OFLEMMA 2.3. By standard comparison arguments with the ordinary
Laplace operator inB ≡ B(x,R) as can be found, for example, in the proof of
Theorem 2.1(i) in [36] one findsδ = δ(F |B) > 0 andC(F |B) such that

s0
B ≤ Cε(1−β)/(1+β) for R ≡ δε1/(1+β),(2.20)

where s0
B is defined in (2.3) and whereβ ≡ β(F ) > 0 is smaller than or

equal to the optimal Hölder exponent ofF locally aroundx. For the con-
venience of the reader we shall formulate the details of the proof in our
situation. DefinevR(y) ≡ (R2 − |y − x|2)/(2dε) for |y − x| ≤ R. We compute
−ε�vR = 1 for |y −x| ≤ R. Since|∇F(y) · ∇vR(y)| ≤ supB |∇F ||y −x|/(dε) ≤
δ supB |∇F |/(dε1−1/(1+β)) and sincex ∈ M, it follows that LεvR ≥ 1/2 for
δ ≡ sup{r ∈ (0,1) | r supB(x,rε1/(1+β)) |∇F | ≤ dε1−1/(1+β)/2} > 0 and|y − x| ≤ R

so that vR(y) ≥ (1/2)wB(y) in B. Recall the notion of the principal eigen-
value λ(�) of the Dirichlet operatorL�

ε introduced in (1.13). For the purpose
of (5.24) and (5.32) we note that on the other hand the same arguments show
vR(y) ≤ (3/2)wB(y) in B and therefore for someC ≡ C(d,F ) and allδ ∈ (1/8,1)

wB(y) = eO(1)ε
(2.21)

for R ≡ δε andy ∈ B
(
x,R(1− 1/100)

)
andλ(B) ≥ 1/(Cε),

where the last inequality is a consequence of (2.20) and (2.5).
Since the uncertainty principle (2.5) tells usλ(B) ≥ 1/s0

B , the condition on
λ ensures thatGλ

B exists and thath satisfies (2.19). Choose a ballB̃ ⊂B of
radius 0< ρ < ε such that supB |h| = sup

B̃
|h|. Since−∂n(y)G

λ
B(x, y) is a positive

strong solution for everyy ∈ ∂B̃, we may apply (2.15) and obtain for some
C ≡ C(d,F |B), β = β(F |B) and ally0, y1, y2 ∈ B̃,

|h(y1) − h(y2)| ≤ ε
∫
∂B |h(z)|∣∣∂n(z)G

λ
B(y1, z) − ∂n(z)G

λ
B(y2, z)

∣∣dσ(z)

≤ C
(
ρ/ε1/(1+β))α sup

∂B

|h|ε
∫
∂B

−∂n(z)G
λ
B(y0, z) dσ (z)

≤ C
(
ρ/ε1/(1+β))α sup

B̃

|h|sup
B

hλ
B,

(2.22)

wherehλ
B ≡ Hλ

B1∂B . Applying (2.17) tohλ
B and� ≡ B, we obtain

sup
B

hλ
B ≤ λs0

B sup
B

hλ
B + 1.(2.23)

Combination of (2.23) with (2.22) implies

|h(y1) − h(y2)| ≤ C(ρ/ε1/(1+β))α sup
B̃

|h|
1− λs0

B

.(2.24)

The bounds onλ ands0
B show that the denominator can be absorbed in the constant.

We thus have proven for someC andα > 0 only depending onF |B that for all
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y1, y2 ∈ B̃,

sup
y1,y2∈B̃

|h(y1) − h(y2)| ≤ C
(
ρ/ε1/(1+β))α sup

B̃

|h|.(2.25)

Now let us assume that there isy ∈ B̃ such thath(y) = 0. We apply (2.18) for
� ≡ B̃ and deduce from (2.25), using the condition onB̃ and choosingρ ≡ ε,

sup
B̃

|h| ≤ λs0
B̃

sup
B̃

|h| + Cεαβ/(1+α) sup
B̃

|h|.(2.26)

It follows thath vanishes identically inB̃ for small ε > 0 and hence by analytic
continuation everywhere inRd .

For the proof of (2.11) letcn ≡ (7Cεα)n(Cεα + C|B|(2λ + supB |g|/sup
B̃

h)),
where B ≡ B(x,2ε1/(1+β)). We claim the existence ofC ≡ C(d,F |B), α ≡
α(d,F |B) > 0, such that for alln the inequalitycn−1 > M ≡ max(r,C|B|(2λ +
supB |g|/sup

B̃
h),sup

�\B̃ hλ

Rd\�,B̃
), B̃ ≡ B(x, ε), implies

osc
B̃

h ≤ cn sup
B̃

h.(2.27)

For n ≡ 1 this is nothing more than (2.13). Assume (2.27) for somen ≥ 1. It
follows from h ≥ 0 and (2.17) applied toh for K ≡ �\B̃ in � ≡ �\B̃—in slight
abuse of notation—that

inf
�

h ≥ 0+ (1− cn)

(
1− sup

�\B̃
hλ

Rd\�,B̃

)
sup
B̃

h

≥ (1− cn)(1− r)

(
1− sup

�\B̃
hλ

Rd\�,B̃

)
sup
�

h,

(2.28)

where we use the convention thathλ

Rd\�,B̃
≡ 0 in B̃. Thus

osc� h ≤
(
cn + r + sup

�\B̃
hλ

Rd\�,B̃

)
sup
�

h

≤
((

cn + r + sup
�\B̃

hλ

Rd\�,B̃

)/
(1− r)

)
sup
B̃

h

≤ 2
(
cn + r + sup

�\B̃
hλ

Rd\�,B̃

)
sup
B̃

h.

(2.29)
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From (2.13) again we hence obtain

osc
B̃

h ≤ Cεα2
(
cn + r + sup

�\B̃
hλ

Rd\�,B̃

)

+ C|B|
(
λ/(1− r) + sup

B

|g|/sup
B̃

h

)
sup
B̃

h

≤ cn+1 sup
B̃

h

(2.30)

sincecn > M . Choosingn maximal in (2.27), from (2.29) we obtain the estima-
te sincecn ≤ M . �

2.3. A priori bounds on conditioned, expected exit times from bounded sets.In
this section we prove an estimate on the supremas0

K(A,B) for regular, closed sets
A andB with bounded complement of their union.

For the sake of convenience we set

TJ ≡ max
y∈M\J Tx,J , J ⊂M, J = M,(2.31)

where the time scaleTx,J is defined in (1.9). In the caseJ ≡ M we use the
convention thatTM ≡ 1/εd−1. For every finite set of pointsI ⊂R

d such that
minx,y∈I,x =y dist(x, y) > 2δ we setBI ≡ BI (ε/4), where

BI (δ) ≡ ⋃
x∈I

B(x, δ).(2.32)

We then have:

LEMMA 2.6. Fix disjoint, regular, nonempty, closed setsA,B ⊂R
d such that

BI ⊂A andBJ ⊂B, whereI ≡ M ∩A andJ ≡ M ∩B. There areN ≡ N(d) and
C = C(d) such that

s0
K(A,B) ≤ Cε−N(TI∪J + |Rd\A\B|).(2.33)

We start with the following bound on the Green functionG0
�(x, y) defined

in (2.4).

LEMMA 2.7. For all regular, open, bounded sets� there existsC = C(d)

such that for allx, y ∈ � and all 0 < ρ < δ(y) satisfying |x − y| > ρε and
dist(x ∪ y, ∂�) ≥ 4ρε,

G0
�(x, y) ≤ ChB(y,ρε),�c(x)e−F(y)/ε

capB(y,ρε)(�
c)

.(2.34)

For |x − y| < ρε, 0< ρ ≤ δ(x)ε anddist(x, ∂�) > 4ρε we have

G0
�(x, y) ≤ C

ε
G�(|x − y|) + Ce−F(x)/ε

capB(x,ρε)(�
c)

,(2.35)
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whereG� is the Green function of the Laplace operator inR
d .

PROOF. Let hy ≡ h0
B(y,ρε),�c . The second Green formula as, for example,

in (2.8) in [4] for � ≡ �\B(y,ρε)\B(x, r) and for� ≡ B(y,ρε) shows for all
0< r < |x − y| − ρε,

ε

∫
∂B(y,ρε)

e−F/εG�(·, x) ∂nhy dσ

= −ε

∫
∂B(x,r)

hy ∂nG�(·, x) + ε

∫
∂B(y,ρε)

e−F/ε ∂nG�(·, x) dσ

= −eO(1)(r/(|x−y|−ρε))αhy(x)e−F(x)/εε

∫
∂�

∂nG�(x, ·) dσ

= e−F(x)/εhy(x),

(2.36)

where∂n is the normal derivative taken from the interior with respect to the outer
unit normal at the boundary. The last equation uses (2.19) and the fact thatr > 0
can be chosen arbitrarily small. Invoking the Harnack inequality Corollary 9.25
in [24] on the left-hand side of (2.36), we thus have for someC = C(d)

G�(y, x)capB(y,ρε)(�
c) ≤ Ce−F(x)/εhy(x).(2.37)

Equation (2.34) now follows from the symmetry ofG�(y, x)eF(x)/ε in x andy.
For the proof of (2.35) we first observe that consideringy ≡ x in (2.36) a similar

calculation gives for all 0< ρ ≤ 1

ε

∫
∂B(x,ρε)

e−F/εG�(·, x) ∂nhx = e−F(x)/ε.(2.38)

Analogously to (2.37), we findC independent ofε such that for ally ∈ ∂B(x,ρε),

G�(y, x) ≤ C
e−F(x)/ε

capB(x,ρε)(�)
.(2.39)

For, choose a sequence of pointsy0 = y, . . . , yk = z ∈ ∂B(x,2ρε) such that
ρε/100< |yi − yi+1| < ρε/3 and ballsBi of radii ρε/3 such thatyi−1, yi ∈ Bi .
Applying the Harnack inequality to each ball, we deriveG�(yi, x)/G�(yi+1,

x) ≤ C for someC ≡ C(d) and 0< ρ ≤ δ(x). Since the arclength of a ball
depends linearly on the distance, we get thatk is bounded independent ofε and
y, z ∈ ∂B(x,2ρε) and thus

G�(y, x)/G�(z, x) ≤ Ck,(2.40)

from which (2.39) follows. Assume first that� = B(x,ρε). Invoking the Dirichlet
principle for the capacity, we derive for 0≤ r ≤ ρ

capB(x,rε)

(
B(x,ρε)c

) ≤ εCe−F(x)/ε cap�B(x,rε)

(
B(x,ρε)c

)
,(2.41)
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where cap� denotes the capacity with respect to the Laplace operator. SinceG�

is rotationally invariant, it follows that

cap�B(x,rε)

(
B(x,ρε)c

) = 1/
(
G�(ρε) − G�(rε)

) ≥ 1/G�(ρε).(2.42)

Combination of (2.41) and (2.39) shows

GB(x,ρε)(y, x) ≤ C

ε
G�(|x − y|), |x − y| < ρε.(2.43)

To obtain the full estimate we note that the functionG�(·, x) − GB(x,ρε)(·, x) − h

is a weaklyLε-harmonic function inB(x,ρε) and equals zero on∂B(x,ρε),
whereh is the solution of the Dirichlet problem inB(x,ρε) with boundary values
GB(x,ρε)(·, x). By (2.39) and (2.43) we thus have proven for|x − y| < ρε

G�(y, x) ≤ C

ε
G�(|x − y|) + Ce−F(x)/ε

capB(x,ρε)(�)
(2.44)

which gives (2.35). �

For later purpose we notice that the definition ofδ in (2.12) implies

inf
�

F − ε ≤ inf
�εδ

F ≤ sup
�εδ

F ≤ sup
�

F + ε.(2.45)

Indeed, fix arbitraryx ∈ � and lety ∈ ∂B(x, εδ(x)). We then obtain, using (2.12),

F(y) − F(x) =
∫ 1

0
∇F

(
(1− t)x + ty

) · (y − x)dt ≤ |x − y|/δ(x) = ε(2.46)

andF(y) − F(x) ≥ −ε by replacing the roles ofx andy.

PROOF OF LEMMA 2.6. Applying (2.16), respectively (2.15), tow0
A,B ,

respectivelyh0
A,B , with the obvious choicez ∈ ∂B, respectivelyz ∈ ∂A, we may

assume thatx ∈ R
d\Ã\B̃, whereÃ ≡ A ∪ (∂A)Rε, B̃ ≡ B ∪ (∂B)Rε and where

R : ∂A ∪ ∂B → (0,∞) is as in Theorem 2.5. Letεr :Rd\A\B̃ → (0,∞) be the
maximum ofεδ and the distance fromB. We may assume thatR is bounded by 1.
We now may write, using (2.35) for� ≡ R

d\A\B and allx ∈ R
d\Ã\B̃,

w0
A,B(x)

h0
A,B(x)

=
∫

Rd\A\B
G0

Rd\A\B(x, y)h0
A,B(y)

h0
A,B(x)

dy

≤ C

∫
B̃\B

G0
Rd\A\B(x, y)h0

A,B(y)

h0
A,B(x)

dy

+ C

ε
+ Ce−F(x)/ε

capB(x,εr(x))(A ∪ B)
|B(x, ε)|

+ C

∫
Rd \A\B̃

y : |y−x|>ε

h0
B(y,r(y)ε),A∪B(x)h0

A,B(y)

h0
A,B(x)capB(y,r(y)ε)(A ∪ B)

e−F(y)/ε dy.

(2.47)
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Using the Harnack inequality forh0
A,B on B(y, εr(y)), we observe forx ∈ (A ∪

B ∪ B(y, εr(y)))c that

h0
B(y,εr(y)),A∪B(x)h0

A,B(y) ≤ CH0
(A∪B∪B(y,εr(y)))c1∂B(y,εr(y))hA,B(x)

≤ Ch0
A,B(x).

(2.48)

By (2.16) foru ≡ G0
Rd\A\B(x, ·) andv ≡ h0

A,B and by (2.34) once more we have
for all y ≡ z + tR(z)εn(z), z ∈ ∂B, 0< t ≤ 1, the bound

G0
Rd\A\B(x, y)h0

A,B(y)

≤ CG0
Rd\A\B

(
x, z + R(z)εn(z)

)
h0

A,B

(
z + R(z)εn(z)

)

≤ C
h0

B(z+R(z)εn(z),R(z)ε/4),A∪B(x)h0
A,B(z + R(z)εn(z))

capB(z+R(z)εn(z),R(z)ε/4)(A ∪ B)c
,

(2.49)

wheren is the outer unit normal vector field at the boundary ofB. We hence may
apply the Harnack inequality again to the right-hand side of (2.49), proving

G0
Rd\A\B(x, y)h0

A,B(y) ≤ C
h0

A,B(x)

capB(z+R(z)εn(z),R(z)ε/4)(A ∪ B)c
.(2.50)

Invoking Proposition 4.7 in [4], we have for all 0< ρ < 1

capB(y,ρε)(A ∪ B) ≥ e−F̂ (y,A∪B)/ε(ρε)d/(Cρε).(2.51)

Inserting (2.50) and (2.51) into the integrals on the right-hand side of (2.47), we
thus may bound the right-hand side byC times

1

ε
+ 1

ε
e(F̂ (x,I∪J )−F(x))/ε

+ |{F = F̂ (·,A ∪ B)}\A\B|
+ |{dist(·,B) ≤ Rε}| sup

z∈∂B,0<t<1
e|F(z+tR(z)εn(z))−F(z+R(z)εn(z))|/ε

+ 1

εd−1

∫
{F<F̂ (·,A∪B)}\A\B̃

e(F̂ (y,I∪J )−F(y))/ε dy.

(2.52)

SinceR(z) ≤ δ(z), (2.45) tells us that the supremum appearing in the fourth term is
bounded byε. We readily verify (2.33) by computation of a Laplace-type integral.

�

3. Growth estimates at infinity. Because of the strong drift of−∇F toward
the local minima ofF , the influence of the values of a solutionφ of (2.1) at infinity
on its values in compact sets can be neglected. Technically, this will be achieved
by weightedL2-estimates near infinity in the spirit of Agmon and Helffer and
Sjöstrand (see [1] and [26]) in combination with pointwise estimates based on the
maximum principle in compact sets.
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3.1. Laplace transforms in compact sets.The following lemma provides us
good control on Laplace transformshλ

A,B in compact sets away from its first
pole λ(Rd\A\B) in terms of the maximal conditioned expected exit time from
R

d\A\B.

LEMMA 3.1. Fix regular, closed, disjoint, nonempty setsA and B with
bounded complementRd\A\B. Assume thatBI ⊂A and BJ ⊂B, where I ≡
M ∩ A and J ≡ M ∩ B. Assume that0 ≤ λs0(A,B) ≤ 1/2. Then for some
N ≡ N(d) andC ≡ C(d) and allx /∈ A ∪ B,

hλ
A,B(x)

h0
A,B(x)

≤ 1+ λCε−N(TI∪J + |Rd\A\B|).(3.1)

Moreover,

wλ
A,B(x)

w0
A,B(x)

≤ 1+ λCε−N(TI∪J + |Rd\A\B|).(3.2)

PROOF. Equation (2.5) and the condition onλ show thatGλ
� andHλ

� , where
� ≡ {α < F < β}, exist. The Harnack inequality, Theorem 8.20 in [24], the
weak maximum principle and (2.17) applied toh ≡ hλ

A,B − h0
A,B yield for all

x ∈ � ≡ R
d\A\B

hλ
A,B(x)

h0
A,B(x)

− 1 = λ
1

h0
A,B(x)

G0
�

(
h0

A,B

(
hλ

A,B

h0
A,B

− 1
))

(x) + λ
G0

�h0
A,B(x)

h0
A,B(x)

≤ λs0(A,B)sup
�

(
hλ

A,B

h0
A,B

− 1
)

+ λs0(A,B).

(3.3)

Taking the supremum on the left-hand side and assuming it is finite, we have
proven

sup
�

hλ
A,B

h0
A,B

≤ 1+ 2λs0(A,B).(3.4)

Simply by continuity at the boundary, the supremum stays finite near boundary
pointsx0 ∈ ∂A. Sinceh0

A,B takes its minimal value at zero by the Hopf maximum
principle Theorem 3.2.5 in [36], it follows that

lim
��x→x0

hλ
A,B(x) − 0

h0
A,B(x) − 0

= ∂n(x0)h
λ
A,B(x0)

∂n(x0)h
0
A,B(x0)

< ∞.(3.5)

Equation (3.1) now follows from (2.33).
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For the proof of (3.2) we apply (2.17) toh ≡ wλ
A,B − w0

A,B and obtain for all
x /∈ A ∪ B

wλ
A,B(x)

w0
A,B(x)

− 1= λ

w0
A,B(x)

G0
Rd\A\B

(
h0

A,B

w0
A,B

h0
A,B

wλ
A,B

w0
A,B

)
(x)

+ 1

w0
A,B(x)

G0
Rd\A\B

(
h0

A,B

(
hλ

A,B

h0
A,B

− 1
))

(x)

≤ λs0
A,B sup

Rd\A\B

wλ
A,B

w0
A,B

+ sup
Rd\A\B

hλ
A,B

h0
A,B

− 1.

(3.6)

By the Hopf maximum principle we again may take the supremum overR
d\A\B

in this inequality. The assertion thus follows from (3.2) and (2.33).�

3.2. Weighted estimates.Let F̃ be aC∞-function on a regular domain�.
Denoting byLF̃

ε the operator defined in (1.1), we have that theeF̃ /(2ε)-transform

HF̃
ε ≡ e−F̃ /(2ε)LF̃

ε eF̃ /(2ε) equals the Schrödinger operator

HF̃
ε = −ε� + V F̃

ε , V F̃
ε ≡ |∇F̃ |2/(4ε) − �F̃/2.(3.7)

Fix u ∈ C2(�) ∩ C1(�). The well-known basic identity (see, e.g., Theorem 3.1.1
in [25])

ε

∫
�

|∇eϕ/εu|2 dx +
∫
�

(
V F̃

ε − |∇ϕ|2/ε)|eϕ/εu|2 dx

= ε

2

∫
∂�

∂n|eϕ/εu|2 dσ +
∫
�

e2ϕ/εuHF̃
ε udx

(3.8)

for L2-decay estimates is a consequence of Green’s first formula and Gauss’s
divergence theorem. Equation (3.7) holds for all Lipschitz continuous functionsϕ

on�. Fix C3 > C2 > C1 and let us now assume thatF̃ is close toF in C1(�) such
that sup{F<C3}∩� |�F̃ | ≤ ess− sup{F<C3}∩� |�F | and such that the conditions in

Assumption 1.2 are also satisfied byF̃ for slightly modified constants̃C1 < C2,
c̃ andµ̃ε defined with respect tõF instead [e.g., letF̃ (x) ≡ ∫

ϕδ(x − y)F (y) dy

for δ > 0 sufficiently small, whereϕδ is the density of the centered normal
distribution with covariance matrix(δ δij )i,j≤d ]. Being only interested in bounds
on eigenfunctions in compact sets, we can bypass conditions like a uniform lower
bound onV F̃

ε . For, setR2 ≡ sup{|x||F̃ (x) < C2}, let L ≥ R2 and assume that
B(0,R2 + L)⊂{F̃ < C3}. Let χ :R → [0,1] be a smooth, decreasing cut-off
function withχ = 1 on (−∞,1], χ = 0 on [9,∞) andχ(4) = 1/2 and introduce
nonnegative functionsJ1(x) ≡ (1 − J2(x)2)1/2 ≡ J (x) ≡ χ((|x|2 − (R2)

2)/L2).
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The IMS localization formula (see Theorem 3.2 in [8]) reads

HF̃
ε = J1H

F̃
ε J1 + J2H

F̃
ε J2 − |∇J1|2 − |∇J2|2

= J1H
F̃
ε J1 + J2H

F̃
ε J2 − |∇J |2

1− J 2 .

(3.9)

Since on the left-hand side of (3.8) there appears the quadratic form ofHF̃
ε applied

to eϕ/εu and since by Assumption 1.2 and monotonicity in volume of the principal
eigenvalue forL > R2, (1280/15)1/2 sup|χ ′|/(µ̃ε)

1/2

J2H
F̃
ε J2 − 1{J<1/2}|∇J |2/(1− J 2) ≥ µ̃ε1{J<1/2}/8(3.10)

onW
1,2
0 ({J = 1}), we have

ε

∫
�

|∇Jeϕ/εu|2 dx

+
∫
�

(
J 2V F̃

ε + µ̃ε

8
1{J<1/2} − 1

ε
|∇ϕ|2 − 1{J>1/2}

|∇J |2
1− J 2

)
|eϕ/εu|2 dx

≤ ε

2

∫
∂�

∂n|eϕ/εu|2 dσ +
∫
�

e2ϕ/εuHF̃
ε udx.

(3.11)

Choose� ≡ {F̃ > C̃1, J > 0} and letϕ̃J be the solution to the eiconal equation

|∇ϕ̃|2 = J 2|∇F̃ |2, ϕ̃ = C̃1 on {F̃ = C̃1}, ∇ϕ̃(x0) = ∇F̃ (x0),(3.12)

for somex0 ∈ {F̃ = C̃1}. By Theorem 5.5 in [23] and by local flattening of the set
{F̃ = C̃1}, we can construct a unique, smooth solution defined on a neighborhood
of this level set. In fact, we may assume that{J > 0, F̃ > C̃1} is contained in the
domain ofϕ̃J . Moreover, as in Lemma 3.2.1 in [25] the solution can be identified
with the Agmon distance corresponding to the potentialJ 2|∇F̃ |2. More precisely,
for a pointx ∈ {J > 0, F̃ > C̃1}

ϕ̃J (x) − C̃1 = ρ(x) ≡ inf
c : [0,1]→suppJ

c(0)=x,F̃ (c(1))=C̃1

∫ 1

0
J (c(t))|∇F̃ (c(t))||ċ(t)|dt,(3.13)

where the infimum is taken over all continuously differentiable curves. The proof
of the upper boundϕ̃J (x) − C̃1 ≤ ρ(x) is the same as that in Lemma 3.2.1
in [25] while the proof of the lower bound is a slight modification of the
corresponding assertion. For convenience of the reader we shall give the details
of this modification. LetXp ≡ (∇ξp,−∇xp) be the Hamiltonian vector field
corresponding to the Hamiltonianp(x, ξ) ≡ |ξ |2 − J (x)2|∇F̃ (x)|2, (x, ξ) ∈
R

2d . As in Proposition 5.4 in [23] we define	 to be the set of points
(x, ξ) such that there is an integral curveγ (t) ≡ (x(t), ξ(t)) of Xp satisfying
F̃ (x(0)) = C̃1, ξ(0) = ∇F̃ (x(0)) and(x(T ), ξ(T )) = (x, ξ). Moreover, the proof



266 M. ECKHOFF

of Theorem 5.5 in [23] shows{(x,∇ϕ̃J (x))|F̃ (x) > C̃1}⊂	. Replacing	+ in the
proof of Lemma 3.2.1 in [25] by	, we compute analogously(d/dt)ϕ̃J (x(t)) =
∇ϕ̃J (x(t)) · ẋ(t) = 2|ξ(t)|2 = J |∇F̃ |(x(t)) |ẋ(t)|, where we use thatγ (t) is an
integral curve ofXp, ξ(t) = ∇ϕ̃J (x(t)) and thatϕ̃J satisfies the eiconal equation.
The latter equation now gives

∫ T
0 J |∇F̃ |(x(t))|ẋ(t)|dt = ϕ̃J (x) − ϕ̃J (x(0)). As

x(t) ∈ suppJ for all t ≤ T , this clearly impliesρ(x) ≤ ϕ̃J (x) − C̃1. SinceJ = 1
on{F̃ < C2}, it is easy to see thatρ(x) and thereforẽϕJ (x)− C̃1 equalsF̃ (x)− C̃1

for all x ∈ {F̃ < C2}. Thus forc̃2R/24 larger than sup{C̃1<F̃<C3} |�F̃ |/|∇F̃ |2 and

c̃2R/48 larger than 20sup(χ ′)2/((c̃L)2(1 − χ2)), the choiceϕ ≡ (1 − Rε)ϕ̃J /2
shows that the second term on the left-hand side of (3.11) is bounded below by∫

{J>1/2,F̃>C̃1}

(
R

16
|∇F̃ |2 − 1

2
�F̃ − |∇J |2

1− J 2

)
|eϕ/εu|2 dx

≥ R

48

∫
{C̃1<F̃<C2}

|∇F̃ |2|eϕ/εu|2 dx.

(3.14)

We therefore obtain forC3 sufficiently large depending oñµε and R2 + L

the existence of a constantC depending onc̃ and sup{C̃1<F̃<C3} |�F̃ |/|∇F̃ |2
satisfying

ε

∫
{C̃1<F̃<C2}

∣∣∇e(1−Rε)F̃ /(2ε)u
∣∣2 dx

+ (1/C)

∫
{C̃1<F̃<C2}

e(1−Rε)F̃ /ε|u|2 dx

≤ ε

2

∫
∂�

∂n

∣∣e(1−Rε)F̃ /(2ε)u
∣∣2 dσ +

∫
�

e(1−Rε)F̃ /εuH F̃
ε udx.

(3.15)

This estimate readily implies:

LEMMA 3.2. There are constantsC ≡ C(F |{F > C1}), C1 introduced in
Assumption1.2,R ≡ R(F |{F > C1}) such that for everyC2 > C1 andC3 > C2,R

and for every functionh ∈ C2(�) ∩ C1(�) we have∫
{C1<F<C2}

ε|∇e−CF/2h|2 + (
(1/C) − λ

)
e−CF |h|2 dx

≤ (ε/2)

∫
∂�

∂n|e−CF/2h|2 dσ +
∫
�

e−CF h(Lε − λ)hdx,

(3.16)

where� ≡ {C1 < F < C3}, provided Assumption1.2holds.

PROOF. Insertingh ≡ eF̃ /(2ε)u and the definition ofHF̃
ε , we obtain (3.16)

with F̃ in place ofF . ApproximatingF in C1(�) by a sequencẽFn of functions
in C∞(�) and observing that the analogous quantitiesµ̃n, c̃n, C̃1,n corresponding
to F̃n tend toµ,c,C1, respectively, we derive the assertion.�
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For a subset� ⊂R
d and a function r :Rd → (0,∞) we introduce its

r-neighborhood by

�r ≡ {x ∈ R
d |dist(x,�) < r(x)}.(3.17)

Recall definition (2.32) ofBI (γ ) and (2.12) ofδ. Combination of the Harnack
inequality, Theorem 8.20 in [24] with (3.16) gives:

PROPOSITION 3.3. Let F satisfy Assumption1.2. For every regular, open
domain�⊂R

d containing{F < C1} and every bounded, regular subset� ⊂� ∩
{F > C1} there exists a constantC ≡ C(d,F |� ∩ {F > C1},�) such that
for every nonnegative functionφ ∈ C2

0(�) the solutionh ∈ W1,2(� ∩ {F >

C1}, e−F/ε dx) to the boundary value problem

(Lε − λ)h = 0, 0≤ λ ≤ 1/C, ε

h − φ ∈ W
1,2
0 (� ∩ {F > C1}, e−F/ε dx),

(3.18)

satisfies for ally ∈ �

h(y) ≤ Cε(1−d)/2 sup
{F=C1}

φ.(3.19)

Moreover, if µε > δε for someδ > 0, then there existsC ≡ C(d,F ) such that for
all y ∈ � ∩ {F > C1} and all 0 ≤ λ ≤ ε

h(y) ≤ C sup
B(y,εδ(y))

|∇F |dε−Ce(F(y)−C1)/(2ε)−dist(y,{F<C1})/C.(3.20)

The reason for writing the poor a priori estimate at infinity in (3.20) is that in the
last section concerning the distribution function of transition times we shall need
some bound on the principal eigenfunction which is uniform in volume.

PROOF OF PROPOSITION 3.3. We first assume that� is bounded. Since
h ≤ h̃sup{F=C1} φ, h̃ ≡ hλ{F≤C1},�c by the weak maximum principle, it suffices

to prove the assertion for̃h. By the boundary Hölder estimates (2.15) we may
restrict ourselves to the case dist(y, ∂�∪{F = C1}) > δ(y), whereδ(x) is defined
in (2.12). Application of (3.16) and the Harnack inequality, Theorem 8.20 in [24],
to h̃ ∈ C2(�)∩C1(�) in combination with the condition onλ imply the existence
of C(d) > 0 such thate−CF(y)h̃(y)2|B(y, εδ(y))|/C(d) is bounded above by

Ce−CC1

(
ε|{F = C1}| sup

{F=C1}
|∇F | + ε

∫
{F=C1}

∂nh̃ dσ

)
,(3.21)

whereC is the constant appearing in Lemma 3.2. The assertion follows since by
definition δ(y)supB(y,εδ(y)) |∇F | = 1/8 and since the integral equals∫
{F=C1} ∂nh

λ
�c∪{F≤C1} dσ by Green’s second formula and∂nh

λ
�c∪{F≤C1} ≤ 0 on∂�
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by the Hopf maximum principle and the fact thathλ
�c∪{F≤C1} ≥ 1 and equal to 1

on {F = C1}.
For � unbounded, fix a sequence�n ⊂⊂� of regular, open and bounded

domains and denote byhn the solution to the boundary value problem with�

replaced by�n. Note thathn ↑ h̄ so that h̄ is (Lε − λ)-harmonic in � by
(2.17) and (2.19) as the Hopf maximum principle tells us that Poisson’s kernel
is nonnegative. Since the solution is unique by the weak maximum principle and
since the right-hand side of (3.19) on eachhn does not depend onn, the estimate
again follows.

Equation (3.20) is a consequence of (3.8). For, as already mentioned, this
equation may be rewritten in terms ofLF̃

ε as

ε

∫
�

|∇eϕ/εv|2e−F̃ /ε dx − 1

ε

∫
�

|∇ϕ|2|eϕ/εv|2e−F̃ /ε dx

= ε

2

∫
∂�

∂n

∣∣e−(F̃ /2−ϕ)/εv
∣∣2 dσ +

∫
�

e−(F̃−2ϕ)/εvLF̃
ε v dx,

(3.22)

wherev ≡ eF̃ /(2ε)u. Again by a simple approximation argument, we may assume
thatF̃ = F . Let us introduce the functionv ≡ (1−Jε)h, whereJε is some smooth
cut-off function equal to 1 on{F ≤ C1}, equal to zero on{F ≤ C1}ε and with
modulus of its gradient bounded byC/ε. Chooseϕ(x) ≡ δε dist(x, {F < C1}) and
� ≡ {F > C1}. ϕ = 0 on∂� and it is not difficult to see thatϕ satisfies the eiconal
equation|∇ϕ|2 = (δε)2 in � (see Exercise 5.7 in [23]). Since on the left-hand
side there appears the quadratic form of the operatorLε and sincev satisfies the
boundary condition zero on{F = C1}, we obtain from (3.22)

(µε − δ2ε)

∫
�\{F≤C1}ε

|eϕ/εh|2e−F/ε dx ≤ εNe−C1/ε(3.23)

for some N ≡ N(d), where we use thath is bounded byεN for some N

in {F ≤ C1}ε. By the Harnack inequality in combination with the condition
on µε, it follows for some δ > 0 after possibly increasingN that h(y) ≤
δ(y)d/2εNe(F(y)−C1)/(2ε)−δ dist(y,{F<C1}) for all y /∈ {F ≤ C1}ε which implies the
assertion if� is bounded. By the same approximation argument as given above
we derive the estimate in the general case.�

3.3. Laplace transforms. We now want to sharply compare in compact
sets eigenfunctions to linear combinations of electrostatic equilibrium potentials
h0

A,B ≡ H 0
(A∪B)c1A for small neighborhoodsA andB of relevantlocal minima.

More precisely, letφ ∈ W
1,2
0 (�, e−F/ε dx) be a solution of the eigenvalue

problem (2.1) for a regular domain{F < C1}⊂�⊂R
d . By Lemma 2.3 for every

x ∈ M we find x̃ ∈ B(x, ε1/(1+β)) such thatφ does not change sign in the ball
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B(x̃, ε) for someβ ≡ β(F ) > 0. LetM̃ ≡ M̃φ be a collection of such points. Let
us define

�0 ⊂⊂�1 ⊂⊂�2 ⊂⊂� where� ⊂⊂� stands for� ⊂�(3.24)

via �0 ≡ B
Ĩ

for Ĩ ⊂M̃, where the former set was defined before (2.32),�1 ≡
{F < C1} ∩ � whereC1 is given in Assumption (1.2) and�2 ≡ {F < C2} ∩ � for
some large constantC2 > C1. Clearly, by, for example, (2.17)

φ = ∑
y∈Ĩ

φλ
y , φλ

y ≡ Hλ
�\�0

1∂Byφ(3.25)

in �2\�0 provided λ < λ(�\�0). Generally speaking,φ and φ0, where we
abbreviateφλ ≡ ∑

y∈M̃ φλ
y , are not close to each other everywhere in unbounded

regions� even if �2 ≡ �. In fact, we allow� to be equal toRd and in this
caseφ0 stays bounded while in generalφ is unbounded near infinity. However,
exploiting the drift ofF toward the local minima, we can show thatφ is close
to φ0 in bounded regions�1\�0 independent ofε and containing all relevant
local minima. For similar problems in discrete space we refer the reader to [18].

Let us first generalize Lemma 3.1 to the noncompact case. Recall the definition
of the maximal time scaleTI , I ⊂M, given in (2.31). Combining this lemma with
the weighted estimates written in Proposition 3.3, we can prove:

PROPOSITION 3.4. Assume thatF satisfies Assumption1.2 and let� be a
regular domain independent ofε > 0 and containing{F < C1}, where C1 is
defined in Assumption1.2. Fix I ⊂M and let�0 be a union of|I | balls By ≡
B(ỹ, ε/4)⊂B(y, ε1/(1+β)), y ∈ I . There areN ≡ N(d) ≥ 0 and β ≡ β(F ) > 0
such that for allC2 > C1 andR > 0 we findC ≡ C(d,F,C2, {F < C2},R) with
the following property. For all 0 ≤ λ ≤ εN/TI , all nonnegativef ∈ L∞(Rd)\0
satisfyingsup∂By

f ≤ R inf∂By f and allx ∈ {F < C1}\�0 it follows that

Hλ
�\�0

1∂�0f (x)

≤ (
1+ Cε−N (

λTI + e−(C2−C1)/ε
))

H 0
{F<C2}\�0

1∂�0f (x)
(3.26)

and for ally ∈ I

wλ
By,BI ∪�c(x) ≤ (1+ Cε−NλTI )w

0
By,BI ∪�c

2
(x) + ε−NTI e

−(C2−F(x))/ε.(3.27)

Before we turn to the proof of this proposition, we note the following a
priori lower bound on principal eigenvalues in unbounded domains, which is an
immediate consequence of (3.26).

COROLARRY 3.5. In the situation of the previous proposition we have

λ(�\B
Ĩ
) ≥ ε−N

TI

.(3.28)
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At this point we shall need the following consequence of Proposition 4.7 in [4]
giving decay of the Poisson kernel in bounded sets. We identifyHλ

� as an operator
acting on functions defined onRd via Hλ

� = 1�∪∂�Hλ
�1∂� and likewise for

functions a priori defined on�, which by definition take the value zero outside�.

LEMMA 3.6. There isC ≡ C(d,F |�2) such that for allα < β − Cε logε ≤
C2 + 1 and all regular, open, connected sets� ⊂K ⊂� satisfyingK ⊂{F ≤ α}
and{F < β}⊂�

‖1K\�H 0
�\�1∂�‖ = sup

K\�
h0

�c,�
≤ Ce−(β−α)/ε/ε.(3.29)

PROOF. The existence ofC ≡ C(d,F |�2) follows from Propositions
4.3 and 4.7 in [4] such that for allx ∈ K

h0
�c,�(x) ≤ C

cap0B(x,δ(x)ε)(�
c)

cap0B(x,δ(x)ε)(�
c ∪ �)

≤ Ce−(β−α)/ε
/(

δ(x) sup
B(x,εδ(x))

|∇F |
)
.

(3.30)

Equation (3.29) holds sinceδ(x)supB(x,εδ(x)) |∇F | = 1/8. �

PROOF OF PROPOSITION 3.4. Lethλ denote the function on the left-hand
side of (3.26) and set�2 ≡ (�\�0) ∩ {F < C2}. We first note that (2.33)
gives the existence of constantsN ≡ N(d) and C ≡ C(d,F |{F < C1}, |{F <

C1}|) such thats0(BM\I ,BI ∪ {F > C1}) < Cε−N . Therefore, forλ < εN/(2C)

Lemma 3.1 in combination with (3.19) for� ≡ �2 ∩ {F > C1} and h ≡
Hλ

�2∩{F>C1}1{F=C1}hλ
BM\I ,BI ∪�c

2
and the weak maximum principle yields

sup
�2\�0

hλ ≤ sup
∂�0

f sup
�2\�0

hλ
BM\I ,BI ∪�c

2

≤ Cε(1−d)/2 sup
∂�0

f sup
{F=C1}

hλ
BM\I ,BI ∪�c

2

≤ Cε−N sup
∂�0

f,

(3.31)

whereC ≡ C(d,F |�,�2). We now use the equation

hλ = Hλ
�2\�0

1∂�0f + Hλ
�2\�0

1∂�2h
λ(3.32)

in �1\�0 so that by the condition onf , (3.31) and (3.1) in combination with (2.33)
for A ≡ �0 and B ≡ �c

2 for someC ≡ (d,F |�, {F < C2},R), N ≡ N(d) as
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above and allx ∈ �1\�0,

hλ(x)

Hλ
�1\�0

1∂�0f (x)
≤ 1+ Cε−N

hλ
�c

2,�0
(x)

hλ
�0,�

c
2
(x)

≤ 1+ Cε−N
h0

�c
2,�0

(x)

1− h0
�c

2,�0
(x)

≤ 1+ Cε−Ne−(C2−C1)/ε,

(3.33)

where we have used Corollary 4.7 in [4] in the latter inequality. To derive the
result, it remains to compareHλ

�1\�0
1∂�0f with H 0

�1\�0
1∂�0f . But (3.1) once

more forA ≡ By , y ∈ I , andB ≡ �c
2 shows after possibly increasingN for some

C ≡ C(d,R), someN ≡ N(d) and allx ∈ �1\�0

Hλ
�1

1∂�0f (x)

H 0
�1

1∂�0f (x)
≤ 1+ Cε−NλTI(3.34)

again by the condition onλ. This proves the first equation in (3.26).
For the proof of (3.27) we note that we already have proven (3.28). Therefore,

the Cauchy inequality in combination with (3.26) forf ≡ 1Bx implies for largeN

sup
�1\�0

wλ
Bx,BI ∪�c ≤ ε−NTI .(3.35)

Similarly to the argumentation in (3.31), (2.17) in combination with
(3.35) and (3.29) gives for ally ∈ �1\�0

wλ
Bx,BI ∪�c(y) = wλ

Bx,BI ∪�c
2
(y) + Hλ

�1\�0
1∂�2w

λ
Bx,BI ∪�c(y)

≤ wλ
Bx,BI ∪�c

2
(y) + ε−NTI e

−(C2−F(y)/ε/ε.
(3.36)

The assertion in (3.27) now follows from (2.33) in combination with (3.2).
For unbounded� an argument analogous to that given at the end of the proof

of Lemma 3.1 shows (3.26) and (3.27) since the constants are uniform in�. �

An immediate corollary from Proposition 3.4 is the following relation between
eigenfunctions with small eigenvalue and equilibrium potentials. Recall that we
have defined forβ > 0

A
β
I,J ≡ {y ∈ R

d |F̂ (y, I ) ≤ F̂ (y, J\I ) − β}.(3.37)

COROLARRY 3.7. ChooseN ≡ N(d), β ≡ β(F ) > 0 and C ≡ C(d,F,C2,

{F < C2}) as in Proposition3.4 and let φ be a solution of (2.1) such that
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0 ≤ λ ≤ εN/T
Ĩ
, where M̃ is defined before(3.24). Let φy , y ∈ Ĩ , be defined

in (3.25).For largeC2 it follows for all x ∈ �1\�0

φ(x) = ∑
y∈Ĩ

φy(x), φy(x) = (
1+ O(1)ε−NλT

Ĩ

)
H 0

�2\�0
1∂Byφ(x).(3.38)

Moreover, let x ∈ Ĩ be such thatsup∂Bx
|φ| = sup∂B

Ĩ
|φ|. Then

φ(y) = (
1+ O(1)ε−N(λT

Ĩ
+ e−β/ε)

)
φ(x), y ∈ A

β

x,Ĩ
,(3.39)

where the modulus of the Landau symbols is dominated byC.

PROOF. We may assume thatφ is normalized such that it is positive onBy .
The Harnack inequality ensures the existence ofC ≡ C(d,F |B(y,

√
ε )) such that

supBy
φ ≤ C infBy φ. Equation (3.26) forf ≡ 1∂Byφ gives (3.38).

For the proof of (3.39) we first note that Corollary 4.8 in [3] in combination
with (3.38) and the condition onx implies for ally ∈ Ĩ\x and allz ∈ � ≡ A

β

x,Ĩ

|φy(z)| ≤ 2h0
By,B

Ĩ
(z)sup

∂Bx

|φ| ≤ Ce−β/ε|φ(x)|/ε,(3.40)

where we have used the Harnack inequality to replace the supremum in the latter
inequality. Furthermore, for allz ∈ �,

|φx(z)| ≥ (1/2)
(
1− h0

B
Ĩ\x,Bx

(z)
)
inf
Bx

|φx | ≥ (1/3)|φ(x)|.(3.41)

In particular,φ does not change sign in�. In view of (3.38) again and (3.40) we
now may chooser ≡ Cε−N(λT

Ĩ
+ e−β/ε) in (2.11) applied toφ and� ≡ �. Since

{F < C1}⊂�, (3.1) for A ≡ �c
1 and B ≡ Bx and (3.29) forα ≡ supBx

F and
β ≡ C1 show sup�\Bx

hλ
�c,Bx

≤ Ce−(C1−α)/ε/ε, and (3.39) follows from (2.11);
note that we may replaceε there byε/4 without any harm. �

4. Small eigenvalues. In this section we derive precise asymptotics of the
exponentially small eigenvalues ofLε in a regular domain� containing{F < C1},
whereC1 was introduced in Assumption 1.2. We first relate these eigenvalues to
the capacity matrix defined in (4.1). In the last section we show that for genericF

they are exponentially close to certain principal eigenvalues. In the following
section we therefore study principal eigenvalues in detail.

4.1. Sharp uncertainty principle. In the sequel we want to derive necessary
conditions on small eigenvalues by relating them to a matrix which in leading
order equals the capacity matrix introduced in [28]. Namely, fix an eigenvalue
0 ≤ λ < ε with corresponding eigenfunctionφ. Recall the choice ofM̃ ≡ M̃φ

given before (3.24). The existence of̃M is guaranteed by Lemma 2.3. Recall the
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definition ofB
Ĩ
, Ĩ ⊂M̃, given in (1.7). We defineC

Ĩ
(λ,φ) to be the matrix with

entries

C
Ĩ
(λ,φ)yz ≡ ε

∫
∂Bz

e−F/ε φ

φ(z)
∂nh

λ

y,Ĩ
dσ − δzyλ

∫
By

e−F/ε φ

φ(y)
dx,(4.1)

wherey, z ∈ Ĩ . For the sake of convenience we henceforth write shorthand for
Ĩ , J̃ ⊂M̃:

hλ

Ĩ ,J̃
≡ hλ

B
Ĩ
,B

J̃
∪�c, capλ(Ĩ , J̃ ) ≡ capλB

Ĩ
(B

J̃
∪ �c),

λ
Ĩ
≡ λ(�\B

Ĩ
).

(4.2)

Note that the choice of̃y ∈ B(y,
√

ε ), ỹ ∈ Ĩ , y ∈ M, a priori depends onφ.

LEMMA 4.1. Let 0 ≤ λ < λ
Ĩ

for some Ĩ ⊂M̃. Then λ ∈ σ(L�
ε ) im-

plies detC
Ĩ
(λ,φ) = 0. Moreover, the vector �φ ≡ (φ(ỹ))

ỹ∈Ĩ
solves the system

C
Ĩ
(λ,φ) �φ = 0.

PROOF. This characterization is a consequence of Green’s second formula
applied toB

Ĩ
and�\B

Ĩ
showing for ally ∈ Ĩ

0=
∫
�

e−F/εhλ

y,Ĩ
(L − λ)φ dx

= ∑
z∈Ĩ

∫
∂Bz

e−F/εφ ∂nh
λ

y,Ĩ
dσ − λ

∫
By

e−F/εφ dx,
(4.3)

where we have used that the normal derivative ofφ at∂B
Ĩ

taken from inside�\B
Ĩ

equals the negative of the normal derivative taken from insideB
Ĩ
. �

Lemma 4.1 can be used to analyze principal eigenvalues leading to the sharp
uncertainty principle Theorem 4.2. As in [3] or [18] one provesλ

Ĩ
< λ

Ĩ∪x
for

x ∈ M̃\Ĩ so that from Lemma 4.1 it follows that

ε

∫
∂Bx

e−F/εφ
Ĩ
∂nh

λ
Ĩ

x,Ĩ
dσ − λ

Ĩ

∫
Bx

e−F/εφ
Ĩ
dy = 0,(4.4)

whereφ
Ĩ

is the principal eigenfunction ofL�
ε such thatφ

Ĩ
(x) = 1. This equation

implies:

THEOREM 4.2. There existN ≡ N(d) and C ≡ C(d,F ) with the following
properties. For nonempty, properly containedĨ ⊂M̃ and x ∈ M\Ĩ such that
T

x,Ĩ
= T

Ĩ
< εNT

Ĩ∪x
we have

λ
Ĩ
=

(
1+ O(1)ε−N T

Ĩ∪x

T
Ĩ

)
cap0(x, Ĩ )∫

A
x,Ĩ

e−F/ε dy
,(4.5)
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whereA
x,Ĩ

≡ A0
x,Ĩ

was defined in(3.37) and where the modulus of the Landau

symbol is dominated byC.

PROOF. Taylor’s formula shows for ally ∈ Br
x\Bx , 0 < r < ε, and some

0< λ0 ≡ λ0(y) < λ
Ĩ
,

h
λ

Ĩ

x,Ĩ
(y) = h0

x,Ĩ
(y) + λ

Ĩ
w0

x,Ĩ
(y) + λ2

Ĩ
ẇ

λ0

x,Ĩ
(y)/2.(4.6)

By the Cauchy inequality and (3.28) we may bound for some universalC

ẇ
λ0

x,Ĩ
(y) ≤ (

C/(λ1 − λ0)
)
w

λ1

x,Ĩ
(y) ≤ Cε−NT

Ĩ∪x
w

λ1
x,λ1

(y)(4.7)

for someλ1 < eN/T
Ĩ∪x

not depending ony so that from (4.6) it follows that

h
λ

Ĩ

x,Ĩ
(y) = h0

x,Ĩ
(y) + λ

Ĩ
w0

x,Ĩ
(y) + O(1)λ

Ĩ

T
Ĩ∪x

T
Ĩ

w
λ1

x,Ĩ
(y),(4.8)

where we have used (3.28) once more. From (4.8) and (4.6) we obtain fory ∈ ∂Bx

the double side estimate
λ

Ĩ

CεN

T
Ĩ∪x

T
Ĩ

∂nw
λ1

x,Ĩ
(y) ≤ ∂nh

λ
Ĩ

x,Ĩ
(y) − ∂nh

0
x,Ĩ

(y) − λ
Ĩ
∂nw

0
x,Ĩ

(y) ≤ 0,(4.9)

where the normal derivative is taken from outsideBx . Denote byβ(F ) > 0 the
optimal Hölder exponent ofF aroundM and fixβ ∈ (β(F )/2, β(F )) and define
Bx,β ≡ Bx(ε

1/(1+β)). We want to estimate forλ ≡ 0, λ1

ε

∫
∂Bx

e−F/εhλ
Bx,Rd\Bx,β

∂nw
λ

x,Ĩ
dσ

= −
∫
Bx,β\Bx

e−F/εhλ
Bx,Rd\Bx,β

dy

+ ε

∫
∂Bx,β

e−F/εwλ

x,Ĩ
∂nh

λ
Bx,Rd\Bx,β

dσ,

(4.10)

where the latter equality uses Green’s second formula. By (3.27)wλ

x,Ĩ
is bounded

by

(1+ CλT
Ĩ∪x

)w0
x,Ĩ∪�c + Cε−Ne−(C2−F)/ε sup

F≤C1

T
Ĩ∪x

(4.11)

for someC ≡ C(d,F |{F ≤ C2}, |{F ≤ C2}|), where in slight abuse of notation
wλ

x,Ĩ∪�c
≡ wλ

Bx,B
Ĩ
∪�c for � ≡ {F < C2}. Combination of (4.10) and (4.11)

with (3.1), (3.2) and (2.33) yields for someC as before and someN ≡ N(d)

ε

∫
∂Bx

e−F/ε ∂nw
λ

x,Ĩ
dσ

≥ (1− Cε−NλT
Ĩ∪x

)ε

∫
∂Bx

e−F/ε ∂nw
0
x,Ĩ∪�c dσ

− Cε−N cap0Bx
(Rd\Bx,β)T

Ĩ∪x
e−(C2−F(x))/ε/ε.

(4.12)
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Again by Green’s second formula we compute forβ > Nε log(1/ε)

−ε

∫
∂Bx

e−F/εh0
x,Ĩ

∂nw
0
x,Ĩ∪�c dσ

=
∫
�\B

Ĩ∪x

e−F/εh0
x,Ĩ

dy

= ∑
y∈Ĩ

∫
A

β
y,x\By

e−F/εh0
x,Ĩ

dz +
∫
A

β

x,Ĩ
\Bx

e−F/εh0
x,Ĩ

dz

+
∫
�\⋃

y∈Ĩ
A

β
y,x\Aβ

x,Ĩ

e−F/εh0
x,Ĩ

dz.

(4.13)

SinceF is bounded below byF̂ (x, Ĩ ) − β on �\⋃
y∈Ĩ

A
β
y,x\Aβ

x,Ĩ
, we simply

bound the last integral in (4.13) by
∣∣∣∣∣�

∖ ⋃
y∈Ĩ

Aβ
y,x\Aβ

x,Ĩ

∣∣∣∣∣e−(F̂ (x,Ĩ )−β)/ε.(4.14)

For the integrals in the sum on the right-hand side by Corollary 4.8 in [4] we may
boundh0

x,Ĩ
onBε

y\By , y ∈ Ĩ , by

h0
x,Ĩ

= H 0
Bε

y\By
1∂Bε

y
h0

x,Ĩ
≤ Ce−(F̂ (x,Ĩ )−F(y))/ε/ε(4.15)

and onAβ
y,x\Bε

y by Ce−(F̂ (x,Ĩ ))−F)/ε/ε, so that

∫
A

β
y,x\By

e−F/εh0
x,Ĩ

dz ≤ C|Aβ
y,x\By |e−F(z∗(x,Ĩ ))/ε/ε.(4.16)

Concerning the second term on the right-hand side of (4.13), we again use
Corollary 4.8 in [4] applied toh0

B
Ĩ
,B ≥ h0

Ĩ ,x
, B ≡ Bx\(Rd\Bx)

ε/100, on A
β

x,Ĩ
\Bx

in combination with Green’s second formula showing that for someN ≡ N(d) and
someC ≡ C(d,F |Aβ

x,Ĩ
, |Aβ

x,Ĩ
|)

∫
A

β

x,Ĩ
\Bx

e−F/εh0
x,Ĩ

dz +
∫
Bx

e−F/ε dz

≥
∫
A

β

x,Ĩ
\Bx

e−F/ε(1− h0
B

Ĩ
,B

)
dz +

∫
Bx

e−F/ε dz

≥ (1− Cε−N/T
Ĩ
)

∫
A

β

x,Ĩ

e−F/ε dz.

(4.17)
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Inserting (4.17), (4.16) and (4.14) into (4.13) and the result into (4.12), we derive

ε

∫
∂Bx

e−F/ε∂nw
λ

x,Ĩ
dσ +

∫
Bx

e−F/ε dz

≥ −
(

1+ CλT
Ĩ∪x

+ C
ε−N + eβ/ε

T
Ĩ

)∫
A

β

x,Ĩ

e−F/ε dz

− Cε−NT
Ĩ∪x

e−C2/ε,

(4.18)

where we have used cap0
Bx

(Rd\Bx,β) ≤ Ce−F(x)/ε/εd−1 following from Proposi-
tion 4.7 in [4]. Using (4.10) in combination with (4.18) in (4.4), we now conclude

cap0(x, Ĩ ) =
(

1+ O(1)ε−N

(
1+ eβ/ε

T
Ĩ

+ e−(C2−F(x))/ε + T
Ĩ∪x

T
Ĩ

))

× λ
Ĩ

∫
A

β

x,Ĩ

e−F/ε dz,

(4.19)

where we have replacedφ
Ĩ

by 1+ O(1)e−N(1/T
Ĩ

+ e−(C2−F(x))/ε) in view of
(3.39) and (2.7). SinceC2 can be made arbitrarily large, the proof is completed by
choosingβ ≡ Nε log(1/ε) and thatAβ

x,Ĩ
may be replaced byA0

x,Ĩ
without harm.

�

Equation (4.5) implies the following intuitive sharp uncertainty principle.

COROLARRY 4.3. In the situation of the previous theorem, we have

λ
Ĩ
=

(
1+ O(1)ε−N T

Ĩ∪x

T
Ĩ

)
1

E[τx
B

Ĩ
∪�c ] ,(4.20)

whereE[τx
B

Ĩ
∪�c ] is the expected time of the first visit ofB

Ĩ
∪ �c of the diffusion

generated byLε and starting inx.

PROOF. We first note that by (2.18) for� ≡ �\{F ≥ C1} and� ≡ �\{F ≥
C2}, C2 > C1,

s0
�\B

Ĩ∪x

(B
Ĩ
∪ �c)

≤ s0
�\B

Ĩ∪x

+ sup
�

h0
�c,B

Ĩ∪x
s0
∂�(B

Ĩ
∪ �c) + s0

∂Bx
(B

Ĩ
∪ �c).

(4.21)

Since for largeC2 the first term on the right-hand side of (4.21) is bounded by
Cε−NT

Ĩ∪x
for someN ≡ N(d) andC ≡ C(d,F |{F < C2}, |{F < C2}|) by (3.27)

in combination with (2.33), after possibly increasingC2 we obtains0
�\B

Ĩ∪x

(B
Ĩ

∪
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�c) ≤ Cε−NT
Ĩ∪x

+ s0
∂Bx

(B
Ĩ
∪ �c). Invoking (6.1) in [4] in combination with the

fact that the nominator in this estimate is computed in (4.17), we conclude

s0
�\B

Ĩ∪x

(B
Ĩ
∪ �c) ≤

(
1+ Cε−N T

Ĩ∪x

T
Ĩ

)
s0
∂Bx

(B
Ĩ
∪ �c).(4.22)

It follows from (2.11), (4.22) and (6.1) in [4] that

sup
Bx

w0
I∪�c ≤

(
1+ Cε−N T

Ĩ∪x

T
Ĩ

)
inf
Bx

w0
I∪�c.(4.23)

It follows from Green’s second formula and (4.23) that modulo the error term
appearing above

w0
I∪�c(x)cap0(x, I )

= ε

∫
∂Bx

e−F/εw0
I∪�c∂nh

0
x,I dσ

= −ε

∫
∂Bx

e−F/ε ∂−nw
0
I∪�c dσ +

∫
�\Bx

e−F/εh0
x,I dy

=
∫
�

e−F/εh0
x,I dy.

(4.24)

The latter integral was computed in (4.17) so that the assertion follows from (4.5).
�

We want to analyze the diagonal entries of the matrixC
Ĩ
(λ,φ) in more detail.

LEMMA 4.4. In the situation of the previous theorem there areN ≡ N(d) and
C ≡ C(d,F ) satisfying, for all 0≤ λ ≤ λ0, λ0 ≡ ε−N/T

Ĩ∪x
,

C
Ĩ
(λ,φ

Ĩ
)xx = −(

1+ O(1)ε−NλT
Ĩ∪x

)
× (

λ − λ
Ĩ
− (λ − λ

Ĩ
)2O(1)ε−NT

Ĩ∪x

) ∫
A

x,Ĩ

e−F/ε dy.
(4.25)

PROOF. Performing a Taylor expansion atλ ≡ λ
Ĩ

to second order of the
Laplace transform on the left-hand side of (4.25), we compute similarly to (4.9)
using (4.4)

C
Ĩ
(λ,φ

Ĩ
)xx = (λ − λ

Ĩ
)

(
ε

∫
∂Bx

e−F/εφ
Ĩ
∂nw

λ
Ĩ

x,Ĩ
dσ −

∫
Bx

e−F/εφ
Ĩ
dx

)

+ (λ − λ
Ĩ
)2ε

∫ 1

0
s ds

∫
∂Bx

dσe−F/εφ
Ĩ
∂nẇ

(1−s)λ
Ĩ
+sλ

x,Ĩ
.

(4.26)

Analogously to (4.8) by the Cauchy formula and (3.28) on∂Bx we have the
estimate

∂nẇ
(1−s)λ

Ĩ
+sλ

x,Ĩ
≥ (

C/(λ1 − λ)
)
∂nw

λ1

x,Ĩ
≥ (100C/λ0) ∂nw

λ1

x,Ĩ
(4.27)
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for some universal constantC, (1/100)λ0 ≤ λ1 < λ0 and all 0≤ λ < (1/200)λ0.
Moreover, (4.18) remains valid forλ ≡ λI , λ1 so that analogously to (4.19) forC2
large the last term on the right-hand side of (4.26) is of order

(λ − λ
Ĩ
)2ε−NT

Ĩ∪x

∫
A

β

x,Ĩ
\Bx

e−F/ε dy(4.28)

while the first term can be estimated by

(λ − λ
Ĩ
)

(
1+ O(1)ε−N

(
λ

Ĩ
T

Ĩ∪x
+ 1+ eβ/ε

T
Ĩ

))∫
A

β

x,Ĩ

e−F/ε dx.(4.29)

In view of (3.28) from (4.29) and (4.28) for someN ≡ N(d) andβ ≡ Nε log(1/ε)

the assertion follows. �

4.2. Small eigenvalues.We now turn to the investigation of small eigenvalues
of Lε. Namely, we will show how the capacity matrix introduced in (4.1) can
be used to analyze the spectrum ofL�

ε near zero. The proof of Theorem 4.6
proceeds close to the line of arguments of the analogous assertion in [18] or in [3].
In particular, for proofs, which are straightforward generalizations, we refer the
reader to the counterparts therein.

In addition to the notation introduced in (2.31) let us define

M(x) ≡ {y ∈ M|F(y) < F(x)}, Tx ≡ Tx,M(x), x ∈ M,(4.30)

in case thatM(x) = ∅. We use the conventionTx ≡ dx ≡ ∞ for M(x) ≡ ∅.

ASSUMPTION 4.5. F is generic in the sense thatρ > Nε log(1/ε) for some
N ≡ N(d) > 0, whereρ was introduced in (1.17).

From this assumption and its consequence Lemma 4.8 it follows that
M � x �→ Tx is injective [see (4.47) for a proof ]. We hence obtain an ordering
of M via

x < y if and only if Tx > Ty.(4.31)

We also define

M<x ≡ {y ∈ M|y < x}, M≤x ≡ {y ∈ M|y ≤ x}.(4.32)

We also shall need

Tx ≡ min
y∈M<x

min
z∈M<x\y Ty,z.(4.33)

Let us briefly outline the strategy of finding small eigenvalues. Starting the
process in a local minimum ofF , we believe that for exponentially long times
in 1/ε it behaves like the process obtained by reflecting the original one at the
boundary of the corresponding valley. For eachx ∈ M, we thus look for a solution
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of the equation appearing in Lemma 4.1 near the ground-state energy of the
associated Dirichlet operatorL�

ε , where� ≡ �\BM̃<x
—recall the choice ofM̃

given before (3.24). We then show that these solutions are the only candidates
for eigenvalues belowεN for someN and that they have to be simple in case.
Since from, for example, [39] or [8] we already know that there are|M| many
eigenvalues, these candidates in fact constitute all eigenvalues belowεN . We use
the conventionsT∅ ≡ ∞, hλ

A,∅ ≡ 1, A = ∅, hλ
∅,B ≡ 0, B = ∅, λ∅ ≡ 0 and

α/∞ ≡ 0 for α > 0. The result is

THEOREM 4.6. For some N ≡ N(d) there is C ≡ C(d,F ) dominating
all moduli of the Landau symbols appearing below in case that Assumptions
1.2 and 4.5 hold. There are|M| simple eigenvaluesλx < λy , x, y ∈ M, x < y,
satisfying

σ(L�
ε ) ∩ [0, εN) = {λx |x ∈ M}.(4.34)

For every x ∈ M, x = minM, we have Tx ≥ eρ/εTx and Tx ≥ eρ/ε ×
maxy∈M\M≤x Ty , where ρ is defined in(1.17). Furthermore, there existβ ≡
β(F ) > 0, a setM̃<x of |M<x | points such thatM̃<x ∩ B(y, ε1/(1+β)), y ∈ M<x ,
is a singleton, and

λx =
(

1+ O(1)ε−N

(
Tx

Tx

+ maxy∈M\M≤x Ty

Tx

))
λM̃<x

,(4.35)

where we use the notation introduced in(4.2) for the principal eigenvalueλ
Ĩ
.

Moreover, every eigenfunctionφx corresponding toλx satisfies for all z ∈
{F < C1} ∩ �

φx(z) =
(

1+ O(1)ε−N TM≤x

TM<x

)
h0

x,M̃<x
(z)

+ ∑
y∈M̃<x

O(1)ε−N Tx

Ty,x

h0
y,M̃≤x

(z).
(4.36)

Combination of 4.2 with (4.35) and (1.11) yields the following.

COROLARRY 4.7. In the situation of Theorem4.6we have for allx ∈ M

λx = (
1+ O(1)ε−Ne−ρ/ε) 1

TM(x)

.(4.37)

In particular, under the conditions of Theorem1.1 it follows that

λx = (
1+ O(1)ε log(1/ε)

)|λ∗|
√

det HessF(x)

|det HessF(z∗)|e
−(F̂ (x,I )−F(x))/ε.(4.38)
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PROOF. It only remains to show that we may replacẽM(x) by M(x) within
the error estimates inTM̃(x) = T

x,Ĩ
, Ĩ ≡ M̃(x), where we use (4.43). This is

obvious for the nominator of the latter time scale. For the denominator we have
by the Hopf maximum principle on∂Bx for smallδ > 0

∂nh
0
x,Ĩ

= −∂nh
0
Ĩ ,x

= −∂nH
0
(Bx∪B

Ĩ
(δ))c1∂B

Ĩ(δ)
(1− h0

x,Ĩ
)

= −(
1− O(1)e−(F̂ (x,Ĩ )−maxF(B

Ĩ
(δ)))/ε/ε

)
∂nh

0
B

Ĩ
(δ),Bx

= (
1− O(1)e−(F̂ (x,I )−maxF(B

Ĩ
(δ)))/ε/ε

)
∂nh

0
Bx,B

Ĩ
(δ),

(4.39)

where the second equality again is a consequence of Corollary 4.8 in [4]. We thus
obtain

cap0Bx
(B

Ĩ
) = (

1− O(1)e−(F̂ (x,I )−maxF(B
Ĩ
(δ)))/ε/ε

)
cap0Bx

(
B

Ĩ
(δ)

)
.(4.40)

Applying the same arguments toI ≡ M(x), we obtain

T
x,Ĩ

= (
1− O(1)ε−N/Tx,I

)
Tx,I(4.41)

for δ ≡ ε1/(1+β), whereβ > 0 is the Hölder exponent ofF locally at M. The
assertion then follows from (4.43).�

We have to introduce some more notation. Fix a setM̃ of cardinality |M|
such thatB(x, ε1/(1+β)) ∩ M̃ is a singleton, whereβ ≡ β(F ) > 0 is the constant
appearing in Proposition 3.4.̃M inherits the ordering ofM in an obvious way. Let
us defineẼx ≡ ∞ for x ≡ minM̃ and forx ∈ M̃\minM̃ set

Ẽx ≡ min
y∈M̃<x

Ty,M̃≤x\y.(4.42)

The first lemma actually is a special case of Lemma 4.5 in [18] or Lemma 5.3
in [3].

LEMMA 4.8. For all x ∈ M̃ it follows for someN ≡ N(d), C ≡ C(d,F ) > 0
if ρ > Cε logε (

1+ O(1)ε−Ne−ρ/ε)Tx = TM̃<x
= Tx,M̃<x

.(4.43)

For x ∈ M̃\minM̃ we have

T̃x ≥ Ẽx ≥ eρ/εTx.(4.44)

Moreover, for x, y ∈ M̃, y < x,

max
z∈M̃\M̃≤x

Tz,M̃≤x\y ≤ e−ρ/εTy,M̃≤x\y.(4.45)

In particular, for y ∈ M̃<x ,

Ty,M̃≤x\y = TM̃≤x\y.(4.46)
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For the proof that the mapx �→ Tx is one-to-one, we first note that (4.41)
also holds for someβ ≡ β(F ) > 0 and arbitraryI ⊂M and Ĩ such thatĨ ∩
Bx(ε

1/(1+β)), x ∈ M, is a singleton. We then have forx < y by definition and
Assumption 4.5

Tx ∼ TM̃<x
= max

z∈M̃<x

Tz,M̃<x
= Tx,M̃<x

> eρ/εTy,M̃<x
≥ eρ/εTy,M̃<y

∼ eρ/εTy.

(4.47)

We would like to explain the geometrical background of the previous crucial
lemma. The exponential rate of the time scaleTx,I is given by

F̂ (x, I ) − F(x) = ε logTx,I + O(1) log(1/ε),(4.48)

where F̂ is the communication height defined in (1.6). The latter equality is a
consequence of Proposition 4.7 in [4], where the Landau symbol denotes a quantity
with modulus bounded by a constantC ≡ C(d,F |{F ≤ C1}). The first observation
is that the restriction̂E of the communication height̂F to singletons inM satisfies
the ultrametric triangle inequality, that is,Ê(x, y) ≤ max(Ê(x, z), Ê(z, y)) for all
x, y, z ∈ M. Using the conventionÊ(x, x) ≡ 0, it is also positive definite and
symmetric and therefore it is an ultrametric by definition. It is not difficult to
see that the ultrametric triangle inequality is equivalent to the assertion that an
ultrametric ball is centered at each of its interior points, that is, forI ⊂M and
x ∈ M\I and ally ∈ M\I such thatÊ(y, x) < r ≡ Ê(x, I ) ≡ maxy∈I Ê(x, y) we
haveÊ(y, I ) = r . We would like to point out that the time scales still exhibit this
ultrametric structure under very general conditions without knowing (4.48). If, for
example,F ≡ Fε also depends onε with degenerate growing level sets at local
minimal values, the process behaves like a Brownian motion when started there.
It therefore might be that the process stays in such regions rather because it takes
much time for Brownian motion to leave a large set. This feature is taken care of
in the definition of the time scaleTx,I in (1.9), which then is large not because the
capacity cap0(x, I ) is small but because the invariant measure

∫
Ax,I

e−Fε/ε dx of a
basinAx,I is fairly large. Under the same genericity assumption as Assumption 4.5
one can still prove ultrametricity and we refer the interested reader to [18], where
under minimal conditions this point is made rigorous.

Lemma 4.8 is a special case of Lemma 5.3 in [3]. Indeed, within the notation
used therein a glance at the proof of Lemma 5.3 in [3] shows that it actually holds
for any set of times scalesTx,J , x ∈ MN , J ⊂MN\x (depending on a parameter
N ≡ 1/ε), on some finite setMN such that(1/N) logTx,J = e(x, J ) − f (x) +
O(1) log(N)/N for some functionf ≡ fN and some ultrametrice ≡ eN on MN .
The quantityδN appearing there (see Definition 1.2 in [3]) corresponds toe−ρ/ε in
our case choosingMN ≡ M,M̃. With our favorite choice of the set of time scales
we then haveeN = Ê ≡ F̂ |M = F̂ |M̃ andfN = F in our context.



282 M. ECKHOFF

We now analyze the possible solutions of the capacity matrix introduced
in (4.1).

Henceforth, we assume for somex ∈ M\minM thatλx is an eigenvalue ofL�
ε

satisfying for someα > 0

eα/ε/Ex < λx < e−α/εTM≤x .(4.49)

Furthermore, φx denotes a corresponding eigenfunction.

For y ∈ M≤x according to Lemma 2.3 we choose a setM̃≤x of |M≤x | points
each of them lying in one ballB(y, ε1/(1+β)), y ∈ M<x , for β ≡ β(F ) appearing
in the choice ofĨ in Corollary 3.7 such thatφx does not change sign inB(ỹ, ε).
Equation (3.39) implies thatφx does not change sign inB(x, ε/4). Indeed, assume
that |φx | attains its supremum in some ballB(y, ε/4), where y ∈ Ĩ ≡ M̃<x ,
y /∈ B(x, ε1/(1+β)) in Corollary 3.7. It follows from (3.39) in combination with
the upper bound in (4.49) thatφx does not change sign inAβ

y,M̃≤x
for arbitrary

but fixedβ > 0. Choosingu ≡ |φx | restricted toA
β

y,M̃≤x
in (2.6) for� ≡ A

β

y,M̃≤x
,

it follows λ(�) ≥ λx . On the other hand, we obtain from (2.7) in combination
with Proposition 4.7 in [4] thatλ(�) ≤ ε−Nεβ/εTy,M̃≤x\y ≤ ε−Nεβ/ε/Ẽx . Since

Ẽx ≤ εNEx , we thus have derived a contradiction to the lower bound in (4.49) for
β < α. In view of (3.39) we now may assume that̃M≤x ∩ B(x, ε1/(1+β)) = x.
Note that by the obvious generalization of (4.41) the various time scales in the
error estimates appearing in Theorem 4.6 may be replaced without harm by those
defined with respect toM̃<x instead. In addition, the replacement ofM≤x by M̃≤x

changesα only by an amount of orderNε log(1/ε). Therefore,

In the sequel we identifyM<x with the setM̃<x .

Let Cx ≡ diag(eF(y)/ε)y∈M≤xCM≤x (λ,φx), whereCM≤x (λ,φx) is the matrix
defined in (4.1) for Ĩ ≡ M≤x . Note that by Green’s second formula and
hλ

z,M≤x
|∂Bz = 1 it follows that the latter matrix is symmetric. Hence(

Kx(λ) −�gx(λ)

−(
diag(e(F (x)−F(y))/ε)y≤x �gx(λ)

)t
eF (x)/εCM≤x (λ,φx)xx

)

≡ Cx(λ)

=
(
ε

∫
∂Bz

e−(F−F(z))/ε φx

φx(z)
∂nh

λ
y dσ

− δzyλ

∫
By

e−(F−F(y))/ε φx

φx(y)
du

)
zy∈M≤x

.

(4.50)

During the rest of the section we write shorthandhλ
y ≡ hλ

y,M≤x
. Let us furthermore

define

Nx ≡ Dx − Kx,(4.51)
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where

Dx ≡ diag
(
ε

∫
∂By

e−(F−F(y))/ε φx

φx(y)
∂nh

λ
y dσ

− λ

∫
By

e−(F−F(y))/ε φx

φx(y)
du

)
y<x

.

(4.52)

Equipped with the ultrametric structure in the form written in Lemma 4.8 and
the control of Laplace transforms and of eigenfunctions obtained in the previous
section, one simply can write a Neumann series [see (4.58); recall that a matrixA

is invertible if the series
∑

k≥0 ‖1−A‖k converges in one multiplicative norm‖ · ‖
in which caseA−1 = ∑

k≥0(1 − A)k ] for 1 − Dx(λ)−1Nx(λ) for λ nearλM<x

proving invertibility ofKx(λ). We then compute

detCx = det

(
Kx 0

−(
diag

(
e(F (x)−F(y))/ε

)
y≤x �gx

)t
Gx

)
= Gx detKx(4.53)

where

Gx ≡ Cx(·)xx − (
diag

(
e(F (x)−F(y))/ε)

y≤x �gx

)t · K−1
x �gx.(4.54)

This follows by simply adding the column vector(
Kx

−(
diag

(
e(F (x)−F(y))/ε

)
y≤x �gx

)t
)

K−1
x �gx

(which clearly is a linear combination of the first columns ofCx) to the last column
in Cx . From this representation we obtain thatλx is very close toλM<x . We begin
with:

LEMMA 4.9. There isN ≡ N(d) such that for allα > 0 and someC ≡
C(d,F,α) dominating the supremum norms of the Landau symbols appearing
below and all

eα/ε/Ex < λ < e−α/ε/TM≤x ,(4.55)

the inverse ofKx(λ) exists. More precisely, uniformly inλ

(
Kx(λ)−1�gx(λ)

)
y = O(1)

1

εNλTy,x

, y ≤ x.(4.56)

Moreover, we obtain

λ ∈ σ(Lε) ⇐⇒ Gx(λ) = 0,(4.57)

whereGx(λ) is defined in(4.54).
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PROOF. Formally the inverseKx(λ)−1 is given by the Neumann series, that
is,

Kx(λ)−1 = (
1 − Dx(λ)−1Nx(λ)

)−1
Dx(λ)−1

=
∞∑

s=0

(
Dx(λ)−1Nx(λ)

)s
Dx(λ)−1.

(4.58)

In order to make sense out of this calculation and to extract the exponential
decay estimate written in (4.56) out of the sum, a straightforward computation
for s ∈ N\0 gives the random walk representation(

Dx(λ)−1Nx(λ)
)s

Dx(λ)−1

=
( ∑

ω : y→z

|ω|=s

|ω|∏
t=1

Cx(λ)ωt−1ωt

Cx(λ)ωt−1ωt−1

1

Cx(λ)zz

)
yz,y,z<x

,
(4.59)

where forJ ⊂M<x we write shorthandω :y →J for a sequenceω = (ω0, . . . ,ωT )

such thatω0 = y, ωT ∈ J , ωt ∈ M≤x\J and ωt−1 = ωt for all t = 1, . . . , T .
|ω| denotes the lengthT of the sequence. By means of (4.46) we may apply (4.25)
for x ≡ y < x—in slight abuse of notation—and̃I ≡ M≤x\y and conclude us-
ing (4.5) in combination with Proposition 4.7 in [4] that for someC ≡ C(d,F )

andN ≡ N(d) and allλ satisfying (4.55)

Cx(λ)yy ≥ (1/C)

∫
Ax,M<x

e−(F−F(y))/ε dy

× (
λ − λM≤x\y

)(
1+ (

λ − λM≤x\y
)
O(1)TM≤x

)
= (1/C)λεN .

(4.60)

In addition, (3.26) forI ≡ M<x in combination with the upper bound in (4.55)
proves for someC ≡ C(d,F ) and ally, z ∈ M≤x , y = z,

∂nh
λ
z ≥ C ∂nh

0
z ≥ C ∂nh

0
z,y = −C ∂nh

0
y,z(4.61)

on ∂By . Harnack’s inequality applied toφx |B(y, ε) and Corollary 4.8 in [4] show
for someN ≡ N(d)

−Cx(λ)yz = −ε

∫
∂By

e−(F−F(y))/ε φx

φx(y)
∂nh

λ
z dσ

≤ Cε

∫
∂By

e−(F−F(y))/ε ∂nh
0
y,z dσ

≤ Cε−N/Ty,z.

(4.62)

Now fix y ∈ M≤x , z ∈ M≤x\y and a sequenceω ≡ (ω0, . . . ,ωT ) : z → y such
thatωt+1 = ωt for t = 0, . . . , T − 1, ωt ∈ M<x for t = 1, . . . , T − 1. We observe
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that there is 1≤ t0 ≤ T such that

F̂
(
ωt0−1,ωt0

) ≥ F̂ (z, y).(4.63)

For, if we assume that the contrary is true for allt0 = 1, . . . , T − 1, it follows from
ultrametricity of M<x × M<x � (y, z) �→ F̂ (y, z) that F̂ (ω1, y) = F̂ (z, y). By
the same argument this implieŝF(ω2, y) = F̂ (z, y) and so forth. We conclude
F̂ (ωT −1,ωT ) = F̂ (ωT −1, y) = F̂ (z, y) so thatt0 ≡ T does the job. Chooset0
satisfying (4.63). Combining this with the trivialityTy,z ≥ Ex for y, z ∈ M≤x ,
y = z, y < x, whereEx is defined in (4.42), we obtain

|ω|∏
t=1

Tωt−1,ωt =
t0−1∏
t=1

Tωt ,ωt−1e
F̂ (ωt0−1,ωt0)−F(z)/ε

|ω|∏
t=t0+1

Tωt−1,ωt

≥ Tz,yE
|ω|−1
x .

(4.64)

Combination of (4.64), (4.62) and (4.60) tells us that the computations in (4.58)
are justified and that fory < x

(
Kx(λ)−1�gx(λ)

)
y = ∑

ω : y→x

|ω|∏
t=1

Cx(λ)ωtωt−1

Cx(λ)ωt−1ωt−1

= ∑
ω : y→x

O(1)
1

εNλTy,x

(
O(1)

1

εNλEx

)|ω|−1

= O(1)
1

εNλTy,x

∞∑
t=1

(|M<x | − 1)t−1ε−N(t−1)e−ρ(t−1)/ε

= O(1)
1

εNλTy,z

.

(4.65)

We thus obtain (4.56).
Equation (4.57) then is a direct consequence of (4.53) and Lemma 4.1 for

Ĩ ≡ M≤x . �

We are searching for solutionsλ nearλM<x of the equation appearing in (4.57).
We want to apply Lagrange’s theorem to this equation (see [42]) which tells us
the following: Fix a pointa ∈ C and an analytic function� defined on a domain
containing the pointa. Assume that there is a contour in the domain surroundinga

such that on this contour the estimate|�(ζ)| < |ζ − a| holds. Then the equation

ζ = a + �(ζ)(4.66)

has a unique solution in the interior of the contour. Furthermore, the solution can
be expanded in the form

ζ = a +
∞∑

n=1

(n!)−1 ∂n−1
ζ �(a)n.(4.67)
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We are in a position to prove Theorem 4.6.

PROOF OFTHEOREM 4.6. Equation (4.57) can be written as

−Cx(λ)xx + �j(ζ ) = 0,(4.68)

where we have setζ ≡ λ
∫
A

β
x,M<x

e−F/ε du/cap0(x,M<x) and

�j(ζ ) ≡ ∑
y<x

Cx(λ)xy

(
Kx(λ)−1�gx(λ)

)
y.(4.69)

Fix constant arbitraryα > 0 and let us denote byUx the interval of allζ such that

eα/εTx/Ex < ζ < e−α/εTx/TM≤x .(4.70)

Defining ζM<x ≡ λM<x cap0(x,M<x)/
∫
A

β
x,M<x

e−F/ε du, β > 0 small, it follows

ζM<x = eO(1) from Theorem 4.2 and we may apply (4.25) for allζ ∈ Ux to obtain
for someN ≡ N(d)

−Cx(λ)xx =
∫
A

β
x,M<x

e−F/ε du

cap0(x,M<x)

× eO(1)ε−N (
ζ − ζM<x + (

ζ − ζM<x

)2
Rx(ζ )

)
,

(4.71)

where

Rx(ζ ) = O(1)eρ/εTM≤x

cap0(x,M<x)∫
A

β
x,M<x

e−F/ε du
= O(1)ε−Neρ/ε TM≤x

Tx

(4.72)

by Proposition 4.7 in [4]. In view of (4.71) it follows that (4.68) is equivalent to

ζ = ζM<x + �x(ζ )(4.73)

for some function�x satisfying

�x(ζ ) = cap0(x,M<x)∫
A

β
x,M<x

e−F/ε du
ε−NeO(1)�x(ζ ) + (

ζ − ζM<x

)2
Rx(ζ ).(4.74)

Furthermore, (4.62) shows for allζ ∈ Ux and ally < x

−Cx(λ)xy = O(1)
1

Tx,y

.(4.75)

Thus for all|ζ − ζM<x | = 1 we deduce from (4.5) and (4.56) that for allζ ∈ Ux

cap0(x,M<x)∫
A

β
x,M<x

e−F/ε du
ε−N |�x(ζ )| ≤ ∑

y<x

ε−Neρ/εT 2
x

Tx,yTy,x

≤ ε−Neρ/εTx

Tx

.(4.76)
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By means of (4.72) and (4.76) it follows for|ζ − ζ
�j−1

| = 1

|�x(ζ )| ≤ ε−Neρ/εTx

Tx

+ ε−Neρ/εTM≤x

Tx

.(4.77)

SinceTx ≥ Ex , in view of (4.44) we may apply Lagrange’s theorem to (4.73)
giving the existence of a unique solutionζx = λx

∫
A

β
x,M<x

e−F/ε du/cap0(x,M<x)

of (4.68) satisfying|ζ̃j − ζM<x | < 1. We rewrite (4.73) in the form

ζx = ζM<x
+ O(1)

(
ε−Neρ/εTx

Tx

+ ε−Neρ/εTM≤x

Tx

)
.(4.78)

Since from invertibility of Kx(λx) it follows that the kernel ofCx(λx) is at
most one-dimensional, Lemma 4.1 implies thatλx is simple. Using (4.5) for
Ĩ ≡ M<x from (4.78) we derive that (4.35) holds. Moreover, usingλx < λM≤x ,
which follows from (4.5) and (2.5) in combination with (2.33) from Lemma 4.1
we conclude that (

φx(y)
)
y<x = φx(x)Kx(λx)

−1�gx(λx).(4.79)

Hence from (4.56) andλx = eO(1)λM<x we obtain from (3.38) and (3.39)
that (4.36) is satisfied. Now it is very easy to finish the theorem. In view of
Lemma 4.8 and Assumption 4.5 choosingα < lim inf ε↓0 ρ the union of the
intervals described in (4.55) contains an interval of the form[0, εN), N ≡ N(d).
Noting that [39] after possibly increasingN gives the existence of|M| eigenvalues
in this interval, we obtain (4.34). Actually, similarly to (2.7) one can also use the
variational formula, Theorems 4.5.1 and 4.5.2 in [12], by (4.36) obvious choice
φ̃x ≡ 1β

Ax,M\x , x ∈ M, for some smallβ > 0 as a trial function forφx to obtain the
existence of these eigenvalues—and already rather precise upper bounds.�

5. Distribution of metastable transition times. In the sequel we show how
the structure of the low-lying part of the spectrum developed in the previous
section determines in a precise way the asymptotic behavior of the distribution
of metastable transition timesτ(x) defined in (1.16).

We first would like to point out that Theorem 4.6 holds in more generality with
only obvious changes in the notation. Namely, if we define�\BI instead of�, for
some nonempty, properly contained subsetI ⊂M, then Theorem 4.6 still holds

for the Dirichlet realizationLI
ε ≡ L

�\BI
ε in L2(�\BI , e

−F/ε dx) whenM(x) is
replaced byM(x) ∪ I for all x ∈ M\I . Moreover, we could have looked only for
the principal eigenvalue and its eigenfunctions ofLI

ε and the same procedure then
leads to:

THEOREM 5.1. Fix a nonempty, properly contained subsetI ⊂M. Then
Theorem4.6 still holds for the operatorLI

ε with the modification thatM has
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to be replaced byM\I , M(y), y ∈ M\I , by its union withI , M<y , M≤y are
defined with respect to the time scalesTy ≡ Ty,M(y)∪I andM̃<y , M̃≤y are chosen
depending on the exchange ofM<y , M≤x .

Let x ∈ M\I be the unique solution to the equationTx,I = TI , where the latter
was defined in(2.31). In addition to the equivalent of(4.36) in this situation we
have on{F < C1}

φx =
(

1+ O(1)ε−N TI∪x

TI

)
φx(x)h0

x,I(5.1)

with the usual dependence of the constantN and the constant dominating the
Landau symbol and where we use the conventionTM ≡ 1.

For I ≡ M(x) = ∅ modulo factors of order 1+ O(1)ε−N(TM≤y /TM<x ),
respectively, the small eigenvalues ofLI

ε equalλy , y ∈ M\M<x , whereλx are
given by (4.34) forI ≡ ∅.

As we shall see, it is not difficult to obtain the leading part in the following
result from Theorem 5.1. But for reasonable control of the remainder term we
have to prove additional a priori large deviation type estimates to which most of
this section is devoted. Recall the definition (1.2) of the diffusion generated byLε

starting inx and that of the hitting timeτx
B in (1.14) and setτx

I∪�c ≡ τx
BI ∪�c in

slight abuse of notation.

THEOREM 5.2. Suppose the assumptions of Theorem4.6are met and assume
that either� is bounded or

∫
{F>C1} |∇F |de−(F−C1)/γ dy < ∞ for someγ > 0.

Assume, moreover, that µε defined in Assumption1.2 satisfiesµε ≥ δε for some
constantδ > 0 independent inε > 0. Let x ∈ M\I be the unique local minimum
such thatTx,I = TI . Letλx be the principal eigenvalue ofLI

ε . Then for allt ≥ 0

P[τx
I∪�c > t] = e−λxt

(
1+ O(1)ε−N TI∪x

TI

)
,(5.2)

where the modulus of each Landau symbol is bounded by a constantC ≡ C(d,F )

andN ≡ N(d) > 0.

For I ≡ M(x), x ∈ M, we obtain Theorem 1.4 from (4.20), the generalization
of (4.35) and (4.41).

REMARK. We note that the a priori bound onµε is the natural choice. More
precisely, forF of sufficient regularity this is the case as can be proven by a
semiclassical approximation similarly to Theorem 11.1 in [8]. Moreover, this
property is trivially fulfilled if lim inf|x|→∞ |�F(x)|/|∇F(x)|2 < ∞.
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REMARK. As the reader might observe while reading the proof of (5.2), the
methods are fully sufficient to obtain the following result from the generalization
of Theorem 4.6 described in the first part of Theorem 5.1. In the situation of the
previous theorem letσ(LI

ε) = {λy |y ∈ M\I } be the low-lying spectrum ofLI
ε .

Then for someκ ≡ κ(d,F ) > 0 and allt ≥ 0

P[τx
I∪�c > t] = e−λxt

(
1+ O(1)ε−N TI∪x

TI

)

+ ∑
y∈M\I\x

e−λytO(1)ε−N
TM<y

TI

+ e−εκ tO(1)ε−N

(
1

TI

+ e−(C1−F(x))/ε

)
(5.3)

with the usual dependence of the errors. Since the computations [starting
with (5.4)] necessary for this result are a bit tedious, to keep this work at a
reasonable length we omit its proof. Instead we refer the interested reader to [3]
for a proof in discrete space, which unfortunately does not generalize directly to
the continuous state space setting. The full strength of this expansion would be
achieved if one proves lower bounds on eigenfunctions, that is, in view of (3.38) on
transition probabilitiesh0

A,B(z), in regions where they are small by, for example,
applying large deviation principles. This would lead to a replacement ofO(1) in
the sum above by exp(−(rate+ o(1))/ε), where the rate depends on the properties
of the flow of∇F .

PROOF OFTHEOREM 5.2. Assumption 4.5 assures thatx is unique. Letφx

be a corresponding eigenfunction to the principal eigenvalueλx of LI
ε normalized

such thatφx(x) = 1. Fix y ∈ Bx and write

P[τy
I∪�c > t] = e−tLI

ε
(
1�\BI

)
(y).(5.4)

Using the spectral decomposition corresponding to the principal eigenvalue ofLI
ε ,

we compute

e(F (y)−F(x))/εe−tLI
ε
(
1�\BI

)
(y)

= e−λxt
(φx,1�\BI

)F−F(x)

‖φx‖2
F−F(x)

φx(y) + e−tLI
ε �x

(
1�\BI

)
(y),

(5.5)

where‖ · ‖F denotes the norm induced by the inner product(·, ·)F on L2(�\BI ,

e−F/ε dz) and where�x is the orthogonal projection onto(φx)
⊥. To estimate the

second term on the right-hand side of (5.5) we introduce�1 ≡ {F < C1} and
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�k ≡ {−ε ≤ F − C1 − kε < 0} for k ∈ N and write

e−tLI
ε �x

(
1�\BI

)
(y)

= E
[
�x

(
1�\BI

)
(X

y
t ), τ

y
I∪�c > t

]
= E

[
�x

(
1�\BI

)
(X

y
t ),X

y
t ∈ Ax,I (β), τ

y
I∪�c > t

]
+ E

[
�x

(
1�\BI

)
(X

y
t ),X

y
t ∈ �1\Ax,I (β), τ

y
I∪�c > t

]
+ ∑

k∈N

E
[
�x

(
1�\BI

)
(X

y
t ),X

y
t ∈ �k, τ

y
I∪�c > t

]
,

(5.6)

where we recall definition (3.37) ofAβ
x,I . To estimate the right-hand side we start

with the claim that

1�1\BI
�x

(
1�\BI

) = O(1)ε−N TI∪x

TI

1
A

β
x,I

+ O(1)1
�1\Aβ

x,I \BI

.(5.7)

Combination of (5.1) with Corollary 4.7 in [3] gives onAβ
x,I , β > Cε log(1/ε),

φx = ∑
y∈I

1
A

β
y,x\BI

O(1)e−(F̂ (y,x)−F)/ε/ε + O(1)1
�1\Aβ

I,x\Aβ
x,I

+
(

1+ O(1)ε−N

(
TI∪x

TI

+ e−(F̂ (x,I )−F)/ε/ε

))
1

A
β
x,I

,

(5.8)

whereA
β
I,x ≡ ⋃

y∈I A
β
y,x and thus

‖φx‖2
F−F(x)

=
(

1+ O(1)ε−N

(
TI∪x

TI

+ e−2(F̂ (x,I )−F(x)−β)/ε

))∫
A

β
x,I

e−(F−F(x))/ε
(5.9)

whereas
(
φx,1�\BI

)
F−F(x) =

(
1+ O(1)ε−N

(
TI∪x

TI

+ e−(F̂ (x,I )−F(x)−β)/ε

))

×
∫
A

β
x,I

e−(F−F(x))/ε.

(5.10)

Equations (5.9) and (5.10) give the claim and thus the first term on the right-hand
side of (5.6) is of orderε−N(TI∪x/TI )P[τy

I∪�c > t] for someN ≡ N(d,F ). In
addition, together with (5.8) they imply that the first term on the right-hand side
of (5.5) equals the leading part in (5.2).

The remaining part of the proof is devoted to the estimate of the second
and the third terms on the right-hand side of (5.6). Next, we generalize
Proposition 5.9 in [2] to our setting. This generalization is—besides technical
details—straightforward. We have:
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LEMMA 5.3. For someN ≡ N(d,F ) uniformly inε > 0 and t > 0,

P[τx
I > t] ≥ e−ε−N t/TI εN .(5.11)

For the proof of this lemma it will be useful to introduce the following renewal
structure. LetW , W(k), k ∈ N ∪ 0, be a sequence of independent Brownian
motions onR

d starting in zero defined on a common probability space; denote
by Xz, Xz,(l), the strong solution to (1.2) defined with respect toW , W ≡ W(l),
respectively, starting inx ≡ z. Fix two regular domainsA⊂� ⊂Bc and define the
stopping times

σz
l ≡ inf

{
t ≥ 0| ∃0<s<tX

z,(l)
s /∈ �,X

z,(l)
t ∈ A

}
,

ρz
l ≡ inf

{
t ≥ 0|Xz,(l)

t ∈ B
}
.

(5.12)

Moreover, fory ∈ A setS0 ≡ 0, z0 ≡ y, Sl ≡ Sl−1+σ
zl−1
l , zl ≡ X

zl−1,(l)
t for t ≡ Sl .

PROOF OF LEMMA 5.3. Now chooseB ≡ BI ∪ �c, A ≡ Bx and � ≡
Bx(ε/2). We may write, using the strong Markov property and independence, for
everyk ∈ N

P[τx
I ≥ t] ≥ P[Sk > t, ∀1≤l≤kσ

zl−1
l < ρ

zl−1
l ]

= P[ ∀1≤l≤kσ
zl−1
l < ρ

zl−1
l ]P[Sk > t | ∀1≤l≤k σ

zl−1
l < ρ

zl−1
l ]

≥
(

inf
z∈∂Bx

P[σz
1 < ρz

1]
)k

P[Sk > t | ∀1≤l≤kσ
zl−1
l < ρ

zl−1
l ]

≥ (
1− Ce−(F̂ (z,I )−F(x))/ε/ε

)k
P[Sk > t | ∀1≤l≤k σ

zl−1
l < ρ

zl−1
l ],

(5.13)

where the last inequality follows by the strong Markov property and Corollary 4.8
in [4] yielding

P[σz
1 < ρz

1] ≥ inf
y∈∂B(x,ε/2)

P[τy
x < τ

y
I∪�c ] ≥ 1− Ce−(F̂ (z,I )−F(x))/ε/ε.(5.14)

The claim is proven once we show that for someN and all t > 0 andk ≡ ε−Nt

the second term in the product of (5.13) is bounded below. For, we recall an
inequality going back to Paley and Zygmund—also referred to as the second
moment inequality—saying that

P
[
X > (1− δ)E[X]] ≥ δ2E[X]2/E[X2], δ ∈ (0,1),(5.15)

for any random variableX with finite expectation. We want to apply this inequality
to the variableX ≡ Sk/k, where we chooseδ ≡ 1 − l/(Rk/ infz∈∂Bx E[σz

1 |
σz

1 < ρz
1]), where R is specified later on, and the probability measureP ≡
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P[·| ∀1≤l≤kσ
zl−1
l < ρ

zl−1
l ]. Therefore, we notice that by independence

E[Sk| ∀1≤l≤kσ
zl−1
l < ρ

zl−1
l ]

= ∑
n≤k

E[σzn−1
n | ∀1≤l≤kσ

zl−1
l < ρ

zl−1
l ]

≥ ∑
n≤k

E
[
E[σy

1 , σ
y
1 < ρ

y
1 ]|y≡zn−1

, ∀1≤l<nσ
zl−1
l < ρ

zl−1
l

]

× infz0∈∂Bx P[ ∀1≤l≤k−nσ
zl−1
l < ρ

zl−1
l ]

P[ ∀1≤l≤kσ
zl−1
l < ρ

zl−1
l ]

≥ (k/C) inf
z∈∂Bx

E[σz
1 |σz

1 < ρz
1].

(5.16)

In the last inequality we have used independence once more in combination with
the Harnack inequality for harmonic measures (see, e.g., Theorem 4.3 in [36]
which is applicable after a scaling argument to get rid of the dependence onε)
saying that forZy,(1) ≡ X

y,(1)
t at t ≡ τ

y
Bx(ε/2)c and Zy ≡ X

y
t at t ≡ τ

y
x again

by independence for someC ≡ C(d,F ) and ally, ỹ ∈ ∂Bx ,

P[σy
1 < ρ

y
1 , ∀2≤l≤n σ

zl−1
l < ρ

zl−1
l ]

=
∫
∂Bx(ε/2)

P
[
Zy,(1) ∈ dz

]
P[τ z

x < τz
I∪�c,Z

z ∈ dz̃]

× P[ ∀1≤l<n σ
zl−1
l < ρ

zl−1
l ]

= eO(1)
P

[
σ

ỹ
1 < ρ

ỹ
1 , ∀2≤l≤nσ

zl−1
l < ρ

zl−1
l

]
.

(5.17)

Similarly, one proves

E[(Sk)
2| ∀1≤l≤kσ

zl−1
l < ρ

zl−1
l ]

= ∑
n≤k

E[(σ zn−1
n )2| ∀1≤l≤kσ

zl−1
l < ρ

zl−1
l ]

+ ∑
n,m≤k

m=n

E[σzn−1
n σ

zm−1
m | ∀1≤l≤k σ

zl−1
l < ρ

zl−1
l ]

= O(1)k sup
z∈∂Bx

E[(σ z
1)2|σz

1 < ρz
1]

+ O(1)k(k − 1) sup
z∈∂Bx

E[σz
1 |σz

1 < ρz
1]2.

(5.18)
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We thus obtain for allz ∈ ∂Bx

P[Sk > t | ∀1≤l≤kρ
zl−1
l < σ

zl−1
l ]

≥ (1/C)

(
1− t

/(
Rk inf

z∈∂Bx

E[σz
1 |σz

1 < ρz
1]

))2

× k2 inf
z∈∂Bx

E[σz
1 |σz

1 < ρz
1]2

×
(
k(k − 1) sup

z∈∂Bx

E[σz
1 |σz

1 < ρz
1]2 + k sup

z∈∂Bx

E[(σ z
1)2|σz

1 < ρz
1]

)−1

.

(5.19)

It remains to estimate the right-hand side of the previous inequality from below.

By the strong Markov property we compute

E[(σ z
1)2, σ z

1 < ρz
1] = E

[(
τ z
Bx(ε/2)c

)2
P[τy

x < τ
y
I∪�cy]|y≡Xz

t ,t≡τ z
Bx(ε/2)c

]
+ 2E

[
τ z
Bx(ε/2)cE[τy

x , τ y
x < τ

y
I∪�c ]|y≡Xz

t ,t≡τ z
Bx(ε/2)c

]
+ E

[
E[(τ y

x )2, τ y
x < τ

y
I∪�c ]|y≡Xz

t ,t≡τ z
Bx (ε/2)c

]
.

(5.20)

By the Cauchy inequality in combination with (2.21) and (2.18) forh ≡ wλ
Bx(ε/2)c ,

K ≡ � ≡ � ≡ Bx(ε/2) and forh ≡ hλ
Bx(ε/2)c the first term on the right-hand side is

bounded byCE
[
τ z
Bx(ε/2)c ]/λ(Bx(ε/2)) ≤ C. For the second term we compute by

the strong Markov property and Assumption 4.5 for someN and ally ∈ ∂Bx(ε/2)

andz ∈ M\I\x satisfyingTz,I∪x = TI∪x

E[τy
x , τ y

x < τ
y
I∪�c ]

≤ E[τy
x , τ y

x = τ
y
M∪�c ]

+ E[τy
z |τy

z = τ
y
M∪�c ]P[τy

z = τ
y
M∪�c ] sup

u∈∂Bz

P[τ z
x < τz

I∪�c ]

+ P[τy
z = τ

y
M∪�c ] sup

u∈∂Bz

P[τ z
x < τz

I∪�c ]E[τ z
x |τ z

x < τz
I∪�c ]

≤ ε−N + (ε−N + Cε−NTI∪x)e
−(F̂ (x,z)−F(x)+F̂ (z,x)−F(z))/ε/ε2

≤ ε−N (
1+ Ce−(F̂ (x,z)−F(x))/ε),

(5.21)
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where we have used (2.33) in the second inequality. For the third term on the right-
hand side of (5.20) we obtain similarly to (5.21) by the strong Markov property

E[(τ y
x )2, τ y

x < τ
y
I∪�c ]

≤ E[(τ y
x )2, τ y

x = τ
y
M∪�c ]

+ P[τy
z = τ

y
M∪�c ]E[(τ y

z )2|τy
z = τ

y
M∪�c ] sup

u∈∂Bz

P[τu
x < τu

I∪�c ]

+ P[τy
z = τ

y
M∪�c ] sup

u∈∂Bz

P[τu
x < τu

I∪�c ]E[(τu
x )2|τu

x < τu
I∪�c ]

+ 2P[τy
z = τ

y
M∪�c ]E[τy

z |τy
z = τ

y
M∪�c ]

× sup
u∈∂Bz

P[τu
x < τu

I∪�c ]E[τu
x |τu

x < τu
I∪�c ],

(5.22)

so that in combination with the Cauchy inequality forλ < εN/TI∪x ∧ (λ(�\
BI∪x)/C) and someµ < εN ∧ (λ(�\BM)/C), Proposition 3.4 and (2.33)

E[(τ y
x )2, τ y

x < τ
y
I∪�c ]

≤ ε−N/µ + (ε−N/µ + ε−NTI∪x/λ)e−(F̂ (x,z)−F(x)+F̂ (z,x)−F(z))/ε/ε2

≤ ε−N + ε−Ne−(F̂ (x,z)−F(x))/ε + ε−Ne−ρ/ε.

(5.23)

In case thatM = I ∪ x the bounds in (5.21) and (5.23) remain valid if the terms
involving exponentials are replaced by zero by an even simpler argumentation and
an obvious generalization of (2.33) to the caseI ∪ J = M. Furthermore, for some
C ≡ C(d) andε > 0 small enough, using (2.21) again,

E[σz
1, σ z

1 < ρz
1] ≥ E[σz

B(x,ε/2)c ] inf
y∈∂B(x,ε/2)

P[τy
x < τ

y
I∪�c ]

+ inf
y∈∂B(x,ε/2)

E[τy
x , τ y

x < τ
y
I∪�c ]

≥ E[σz
B(x,ε/2)c ]/2≥ ε/C

(5.24)

since the latter probability converges exponentially fast in 1/ε to 1. On the other
hand, combination of (2.21) and (5.21) gives

E[σz
1, σ z

1 < ρz
1] ≤ E[σz

B(x,ε/2)c ] + sup
y∈∂B(x,ε/2)

E[τy
x , τ y

x < τ
y
I∪�c ]

≤ Cε + ε−N (
1+ Ce−(F̂ (x,z)−F(x))/ε).

(5.25)

Combination of (5.20) with the remark following, (5.21) and (5.23) and the
resulting bound with (5.24), (5.25) and (5.14) shows that the right-hand side
of (5.19) is bounded below byε−N for someN ≡ N(d,F ) and all k ≥ ε−Nt .

�
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With the uniform a priori estimate (5.11) we can proceed with the generalization
of Proposition 6.1 in [2] to our setting. Forβ ∈ (F (x),∞) we denote byCx(β) the
connected component ofx in {F < β}.

LEMMA 5.4. There isC ≡ C(d,F ) > 0 such that for someN ≡ N(d,F ), all
β > F(x) + Cε log(1/ε), all t > 0 and ally ∈ Bx ,

P[Xy
t /∈ Cx(β)|τy

I∪�c > t] ≤ ε−NTI∪xe
−(β−F(x))/ε.(5.26)

PROOF. Let T ≡ infz∈∂Bx(ε/2) E[σz
1 |σz

1 < ρz
1]/2, where we have chosenA ≡

Bx(ε/2)c, � ≡ Bc
x and B ≡ BI ∪ �c in the definition (5.12). Decomposing

the event{Xy
t /∈ Cx(β), τ

y
I > t} according to the number of returns toBx from

Bx(ε/2)c before timet , we have forK ≡ min{k ∈ N|kT ≥ t}
P[Xy

t /∈ Cx(β), τ
y
I∪�c > t]

= ∑
n≥0

∑
1≤k≤K

P
[
X

y
t /∈ Cx(β), T y

n < t < T
y
n+1 ∧ τ

y
I∪�c,

ηy
n ∈ [

(k − 1)T , kT ∧ t
)]

,

(5.27)

whereη
y
n denotes the first instant of reachingBx(ε/2)c after the momentT y

n of the
nth return toBx from Bx(ε/2)c before timet when starting iny. For thekth term
in thenth inner sum on the right-hand side of the last equation we may write using
the strong Markov property

P
[
X

y
t /∈ Cx(β), T y

n < t < T
y
n+1 ∧ τ

y
I∪�c, η

y
n ∈ [

(k − 1)T , kT ∧ t
)]

= E
[
P[Xz

t−r /∈ Cx(β), τ z
I∪x∪�c > t − r]|z≡X

y
r ,r≡η

y
n
,

ηy
n ∈ [

(k − 1)T , kT ∧ t ∧ τ
y
I∪�c

)]
,

(5.28)

where for someC ≡ C(d,F ), someN ≡ N(d), all λ < εN/TI∪x , all r ∈ [(k −
1)T , kT ) and allz ∈ ∂Bx(ε/2) by the exponential Chebyshev inequality, the strong
Markov property, (3.26) and Corollary 4.8 in [4],

P[t − r < τz
I∪x∪�c,X

z
t−r /∈ Cx(β)]

≤ e−λ(t−kT )
E

[
eλτz

I∪x∪�c , τ z
β ≤ τ z

I∪x∪�c

]
≤ e−λ(t−kT )

E
[
e
λτz

β , τ z
β ≤ τ z

I∪x∪�c

]
sup

y∈∂Cx(β)

E
[
eλτ

y

I∪x∪�c
]

≤ e−λ(t−kT )CP
[
τ z
β ≤ τ z

I∪x∪�c

]
≤ e−λ(t−kT )Ce−(β−F(x))/ε/ε,

(5.29)
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where we have introducedτ z
β ≡ inf{t > 0|F(xz

l ) ≥ β}. Combination of this
estimate with (5.28) and (5.27) leads to

P[Xy
t /∈ Cx(β), τ

y
I∪�c > t]

≤ C

ε
e−(β−F(x))/ε

× ∑
1≤k≤K

e−λ(t−kT )
∑
n≥0

P
[
ηy

n ∈ [
(k − 1)T , kT ∧ t ∧ τ

y
I∪�c

)]
.

(5.30)

From the definition ofT in the beginning of the proof and the second moment
inequality (5.15) it follows for someN ≡ N(d,F ) and allz ∈ ∂Bx(ε/2) and all
r ∈ [(k − 1)T , kT ∧ t ∧ τ

y
I∪�c)

P[kT ∧ t − r < σz
1 < ρz

1] ≥ P[T < σz
1 < ρz

1]

≥ P[σz
1 < ρz

1]
E[σz

1 |σz
1 < ρz

1]2
4E[(σ z

1)2|σz
1 < ρz

1]
≥ εN,

(5.31)

where the last line involves a computation almost the same as in (5.14) and
in (5.20) to (5.23) which we leave to the reader. Moreover, similarly to (5.24)
the reader may convince himself that

E[σz
1 |σz

1 < ρz
1] ≥ εN (

z ∈ ∂Bx(ε/2)
)

(5.32)

after possibly increasingN . Using (5.31), we compute by the strong Markov
property

P[(k − 1)T ≤ ηy
n < kT ∧ t < η

y
n+1 < τ

y
I∪�c ]

= E
[
P[kT ∧ t − r < σz

1 < ρz
1]|z≡X

y
r ,r≡η

y
n
,

ηy
n ∈ [

(k − 1)T , kT ∧ t ∧ τ
y
I∪�c

)]
≥ εN

P
[
ηy

n ∈ [
(k − 1)T , kT ∧ t ∧ τ

y
I∪�c

)]
.

(5.33)

Letηy
x be the first times after(k−1)T such thatXy

s reachesBx(ε/2). Combination
of (5.32) and (5.33) with (5.30) shows for someN

P[Xy
t /∈ Cx(β), τ

y
I∪�c > t]

≤ ε−Ne−(β−F(x))/ε

× ∑
1≤k≤K

e−λ(t−kT )
P[(k − 1)T ≤ ηy

x < kT ∧ t ∧ τ
y
I∪�c ].

(5.34)
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On the other hand, we have by the strong Markov property again in combination
with the a priori lower bound (5.11)

P[τy
I∪�c > t] ≥ P[(k − 1)T ≤ ηy

x < kT ∧ t < t < τ
y
I∪�c ]

= E
[
P[τy

I∪�c > t − r]|z≡X
y
r ,r≡η

y
x
,

(k − 1)T ≤ ηy
x < kT ∧ t ∧ τ

y
I∪�c

]
≥ e−ε−N(t−(k−1)T )/TI εN

P[(k − 1)T ≤ ηy
x < kT ∧ t ∧ τ

y
I∪�c ].

(5.35)

The last two estimates, the choice ofλ and T in combination with (5.32)
prove (5.26). �

Now we are in a position to estimate the second and third terms on the right-
hand side of (5.6). Fory ∈ Bx combination of (5.26) and (3.20) leads to

E
[
�x

(
1�\BI

)
(X

y
t ),X

y
t ∈ �1\Ax,I (β), τ

y
I∪�c > t

]
+ ∑

k∈N

E
[
�x

(
1�\BI

)
(X

y
t ),X

y
t ∈ �k, τ

y
I∪�c > t

]

= O(1)ε−N
P[τy

I∪�c > t]
×

(
TI∪x

TI

+ TI∪xe
−(F̂ (x,I )−F(x)−β)/ε

+ TI∪xe
−(C1−F(x))/ε

×
∫
{F>C1}

sup
B(y,εδ(y))

|∇F |de−(F (y)−C1)/(2ε)−dist(y,�1)/C dy

)

(5.36)

for sufficiently largeC andβ > Cε log(1/ε). Here we also have used the trivial
bound(1{φx>1}, φx)F /‖φx‖2

F ≤ 1. It is not difficult to see that by the integrability
condition onF the latter integral on the right-hand side of the last display is
bounded uniformly inε > 0 small enough. The theorem is proven since in the
bounded case we do not need (3.20).�
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