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EVOLUTION EQUATION OF A STOCHASTIC SEMIGROUP
WITH WHITE-NOISE DRIFT

BY DAVID NUALART! AND FREDERI VIENS?

Universitat de Barcelona and University of North Texas

We study the existence and uniqueness of the solution of a function-
valued stochastic evolution equation based on a stochastic semigroup
whose kernel p(s,¢, y, x) is Brownian in s and ¢. The kernel p is sup-
posed to be measurable with respect to the increments of an underlying
Wiener process in the interval [s, ¢]. The evolution equation is then antici-
pative and, choosing the Skorohod formulation, we establish existence and
uniqueness of a continuous solution with values in LZ(R%).

As an application we prove the existence of a mild solution of the
stochastic parabolic equation

du; = Audt + v(dt, x) - Vu + F(¢, x, u)W(dt, x),

where v and W are Brownian in time with respect to a common filtration.
In this case, p is the formal backward heat kernel of A, + v(d¢, x) - V,.

1. Introduction. The main goal of this paper is to establish the existence
and uniqueness of solution for the following anticipative stochastic evolution
equation:

u(t, x)=/Rd p(0, ¢, y, x)uo(y)dy
(1.1) ¢
+/ / p(s, t,y, x)F(s,y,u(s, y))W(ds, y)dy.
Rrd Jo

Here, the random field W = {W (¢, x), ¢ > 0, x € R?} is Gaussian and centered
with covariance min(s, £)@(x, y), where @ is a bounded covariance function.
For any 0 < s < ¢ let 7, , be the o-field generated by the family of random
variables {W(r, x)—W(s, x), s <r < ¢, x € R?}. We require p to be a stochas-
tic kernel (see Definition 1 below). This means that p(s, ¢, y, x) is measurable
with respect to the o-field .7, ,, the mapping y — p(s, ¢, y, x) is a probability
density on R? and the following semigroup property is satisfied:

[, p(s.r. 3. 2)p(r. 1.2, x)dz = p(s. t. 3. ),

for any s < r < ¢. On the other hand, we assume that F(s, y,u) is % ;-
measurable and satisfies the usual Lipschitz and linear growth conditions
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with respect to the variable u, uniformly in the other variables. This implies
that, even if u is adapted, the stochastic integral under the space integral
of (1.1) is anticipative. The integrand is the product of an adapted factor
A(s) := F(s, y,u(s, y)) times a term B(s) := p(s,t, y, x), which is adapted
to the future increments of the random field W. For integrands of this type,
Pardoux and Protter in [19] introduced a stochastic integral called the two-
sided stochastic integral, which is defined as the limit of Riemann sums of the
following type:

/A(S)B(S)dWs =lim ) A(s;) B(si+1)[W(sir1) — W(s;)].

Later it was proved in [16] that this stochastic integral coincides with the
Skorohod integral, which is an extension of the It6 integral that can be in-
terpreted as the adjoint of the derivative operator on the Wiener space. Here
we choose this type of stochastic integral in the formulation of the evolution
equation (1.1). This choice is justified by the concrete example of application
to a stochastic partial differential equation (SPDE).

Equation (1.1) can be considered as an example of the following abstract
stochastic evolution equation of a random semigroup:

(1.2) () =Ty ofo) + [ 0 [F (s, u(s)W(ds)],

where u(s) and W, are processes taking values in a Hilbert or Banach space B.
In this equation {7, ;,¢ > s} is a family of random linear operators on B,
satisfying the backward flow property T, ; = T, , o T, ;. In our case, the
semigroup is defined on the space of bounded continuous functions on R? by

(1.3) (T of)@) = [ p(s. 1.y, 2)F () dy.

Stochastic evolution equations with nonrandom semigroups have been ex-
tensively studied (see [4] and references therein). Only recently has the ques-
tion of using random semigroups been addressed. In [12], the authors study
the existence and uniqueness of the solution of a stochastic evolution equa-
tion with a random semigroup T,  that is 7, ,-measurable. Its generator is the
heat kernel of a second-order elhptlc differential operator whose coefficients
are random and adapted. We consider here the case of a stochastic semigroup,
that is, we assume that T, ; is 7, ,-measurable. This implies that the semi-
group has independent increments, and its infinitesimal generator may be,
in general, a differential operator whose coefficients are white-noise in time.
For this reason, the kernel p(s, ¢, y, x) may be irregular (like Brownian mo-
tion) in the variables s and ¢. A class of such semigroups has been constructed
in [7] using stochastic flows. In comparison with the results proved in [12], the
5. ~measurablility hypothesis on the semigroup allows us to get suitable esti-
mates for the Skorohod integral in terms of the first derivative of p(s, ¢, y, x),
while in [12] two derivatives are required, and the differentiability of p in the
time variables is necessary.
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Our motivation to study this kind of equation is the analysis of a stochastic
parabolic equation of the form

u(dt, x)=Au(t, x)dt +v(dt, x) - V,u(t, x)
+F(t, x, u(t, x))W(dt, x),

(1.4)

where the processes v(¢, x) and W(¢, x) are Brownian in time with respect
to a common filtration. If these random fields are not spatially smooth, the
equation cannot have a meaning in the strong sense.

One must define a weaker sense of solution. This paper chooses to under-
stand (1.4) in the evolution sense: this is simply a stochastic evolution equation
like (1.1) above; the kernel p being the backward heat kernel of the formal
operator A+ 0 - V.

Several other weak senses for this Cauchy problem have been investigated
in the literature. They include the so-called martingale problem (of Stroock
and Varadhan; a masterful treatment can be found in the recent monograph
chapter [14]), in which the regularity conditions on W and v are extremely
weak, the trade-off being that one can only guarantee the existence of the law
of a solution, rather than a solution itself as a function of the processes W and
v. The deterministic notion of viscosity solution, which made its appearance in
the theory of stochastic processes for its relation to the nonlinear Feynman—
Kac formula (see [18]), has been adapted to the stochastic setting, of which
the most recent treatment, in [3], appears to be quite general. The theory of
white-noise analysis has been used to define distribution-valued solutions to
special types of SPDEs, via the so-called Wick products (see [5]).

A solution of a stochastic PDE in the weak sense can be introduced using
test functions and integrating by parts. Usually the evolution solution is also
a solution in the weak sense (see, for instance, [21]). Weak solutions have
seen a recent renewal of interest in the setting of measure-valued solutions
([111], [6]; also see the introductory remarks in [7]), as well as in the connection
of SPDEs with superprocesses. These works reveal that the weak sense is not
tailored to deciding when an SPDE has a function-valued solution.

Most recently, a very successful attempt to solve SPDEs by means of ana-
Iytical methods was completed by Krylov in [8]. In this monograph, the author
gives very weak assumptions on coefficients similar to W and v in (1.4), guar-
anteeing that the solution is in some Sobolev space of distribution-valued pro-
cesses. On the other hand, stochastic Sobolev embedding theorems are used
in [8] to obtain continuity results.

Our approach to constructing an evolution solution treats the case of L2(R%)
using the so-called factorization method, in the spirit of the work with nonran-
dom semigroups in [4]. In comparison with the analytical method used in [8],
this approach provides an explicit integral expression for the solution, and it
has some advantages like the possibility of handling, without additional effort,
equations on bounded domains with Dirichlet or Neumann boundary condi-
tions. Another interest of the evolution solution is found in the multiplicative
linear case (F (¢, x, u) = u) in seeking a Feynman—Kac formula. A forthcoming
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article [20] will show how this formula comes for free in the evolution setting,
thanks to the existence of the kernel p alluded to above, and its representation
in terms of the “stochastic” Markov process ¢ with generator A + v - V. This
study will use this formula to investigate the solution’s Lyapunov exponent.
Another approach to the Feynman—Kac formula can be found in [13], for a
different form

Let us also remarks that the authors of the present paper, together with a
collaborator, have shown in [1] that the approach used in this paper can be
extended, in the one-dimensional case, to the case where W is a space—time
white noise.

We now explain the structure of this paper. Following the general scheme
for evolution equations with nonrandom semigroups (see [4]), we establish in
Section 2 the existence and uniqueness of a solution with values in L?(R?)
for (1.1) (Theorem 3) by a fixed point method. This theorem is a consequence
of the estimate given in Proposition 4 which, under regularity and integra-
bility conditions (v), (vi) and (vii) on the stochastic kernel p(s, t, y, x), follows
from the isometry property of the Skorohod integral and the semigroup prop-
erty. Section 3 is devoted to establishing the continuity of the solution as an
L%(R%)-valued process. For this we need the maximal inequality for the Sko-
rohod integral stated in Proposition 6, which requires slightly stronger (L?)
integrability conditions on p(s, ¢, y, x) [(v),, (vi), and (vii), for some p > 2],
and use of It6’s formula for the Skorohod integral following the approach in-
troduced in [12].

In order to analyze (1.4) we construct such a stochastic kernel in Section 4,
that is, a kernel p which satisfies the “forward” Kolmogorov equation

p(ds, y) =A,p(s, y)ds+ p(s, y)v(ds, y) - V,,

where v(t, x) is a d-dimensional centered Gaussian random field with covari-
ance min(s, £)G(x, y), and we assume that the matrix G satisfies the coerci-
tivy assumption I — 271G(x, x) > 0. The construction of this kernel follows
the approach developed by Kifer and Kunita in [7], based on the backward
stochastic flow ¢, (x) associated with v(¢, x). Section 5 is devoted to show-
ing that this stochastic kernel satisfies the conditions (v),,, (vi), and (vii),,
introduced in Section 3, provided the random field v(¢, x) satisfies some reg-
ularity and integrability condition in the variable x. As a consequence, this
proves the existence and uniqueness of the solution to (1.1) for this particular
stochastic kernel. Finally, in Section 6 we show that the solution u(, x) to (1.1)
for this kernel is also a weak solution to (1.4), thereby justifying the choice
of the Skorohod formulation for seeking an adapted solution to the evolution
equation (1.1).

2. Stochastic evolution equations with a stochastic kernel: exis-
tence and uniqueness of a solution in L?(R?). Fix a measurable space
(S, ) with a finite measure u on it, as well as a time interval [0, T']. Consider
the product space [0, T'] x S equipped with the product measure A x u, where A
denotes the Lebesgue measure on [0, T']. Let M = {M(A), A € ([0, T))® ./}
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be a centered Gaussian family of random variables, defined in some probability
space (Q, 7, P), with covariance function given by

E(M(A)M(B)) = (A x u)(AN B).

Suppose that 7 is generated by M. We will assume that the random field
W(¢, y) appearing in (1.1) is of the form

Wit )= [ [ an y)M(ds, ),

where a is a deterministic measurable function verifying the following condi-
tion:

(2.1) C,:= sup/ la(A, ¥)Pu(dA) < oo.
yeRd 7S

In this way, the covariance function of W is
Qx. ) = [ a(x x)a(x, y)u(dh).

In principle, although w is always a positive measure, M and a may be complex
valued. For notational simplicity, we will assume that M and a are real valued.
Condition (2.1) simply says that @(x, x) = EW(1, x)? is a bounded function.
This can be considered as a weak form of spatial subhomogeneity. For each
0 < s <t =< T we will denote by % ;, the o-field generated by the random
variables {M(A), A C [s, t] x S}. This definition coincides with the one given
in the introduction in terms of the random field W.

We can develop a stochastic calculus of variations with respect to the Gaus-
sian family M following the lines of [15]. The reference Hilbert space is here
H = L?%([0,T] x S, A x u). For an element f € H we can define the Gaus-
sian random variable M(f) := f[o, T)xS f(s, A\ )M(ds,d)). Let .7 be the class

of smooth random variables of the form
G=g(M(f1),-... M(f,)),

where g is an infinitely differentiable function with bounded derivatives of all
orders. For a such a random variable we define its derivative as the random
field on [0, T'] x S given by

D.\G = 3= JE M), MU )

1

Iterated derivatives are defined in an obvious way. Then, for any integer 2 > 1
and any real number p > 1 the Sobolev space D* ? is defined as the completion
of .7 with respect to the seminorm,

p/2

k
IGIl%, , == 22 Elf([o . Dy 5, -+ Dy, 2, G dsy(d)y) - - ds ju(dA )
Jj=0 sy

For any real and separable Hilbert space V we denote by D* ?(V) the corre-
sponding Sobolev space of V-valued random variables. Note that the derivative
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operator preserves adaptedness and that, if F' is %, ;v .%; p-measurable, then
D, ,F=0ifs<r<t.

The Skorohod integral is defined as the adjoint of the derivative operator in
L?(Q)). That is, a square integrable random field H, , is Skorohod integrable
if for any G € . we have

< ¢||Gll L2

E D, ,GH, ,dsu(dA
|:/[‘O,T]><S S, A S, A SIJ“( ):|

The Skorohod integral of H, denoted by 8(H), is then defined via the Riesz
representation theorem by the duality relationship

(2.2) E / D, \GH, ,dsu(d)\) | = E[GS(H)].
[0,T]xs ’

We will also make use of the notation 6(H) = f[o, rixs Hs aM(ds, dA). A ran-
dom field H , is said to be adapted if H , is 7 ;-measurable for each (s, A).
It holds that square integrable adapted random fields are Skorohod integrable
and the Skorohod integral with respect to M coincides with the It6 stochas-
tic integral, which can also be defined by means of the theory of martingale
measures (see, e.g., [21]). On the other hand, processes in the space D' 2(H)
are also Skorohod integrable.

We will make use of the following formula for the L2?-norm of the Skorohod
integral of an L2?(R?)-valued process. Henceforth we will denote by || - ||, the
norm in L2(R?).

LEMMA 1. Let H ={H, ,,s €[0,T],A € S} be an L?(R?)-valued square
integrable random field such that H ,(x) belongs to D2 for almost each
s, A, x, the process

{Ds 2 H, y(2)10,5(r), (r, X') € [0, T] x S}

is Skorohod integrable for almost each s, A, x and

E
(2.3) /Rdf[o, T|xS
x dsu(dr) dx < oo.

Then H is Skorohod integrable and

H, (%) /[0 s Do (M (dr, dX)

I 12
E| / H, ,M(ds,d))|
Il /10, T1xs llo

= E|H, ,|3dsu(dA) +2E H
s FV B dsim@) 2B [ [ CHo (@)

x ( / D, \H, ,(x)M(dr, d)J)) ds p(d)) dx.
[0, s]xS ’ ’
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PROOF. By an approximation argument we can assume that H is an
smooth elementary process. In this case the formula is a straightforward con-
sequence of the duality relationship between the Skorohod integral and the
derivative operator and the following isometry property:

2
EII / H, \M(ds, dA)
[0, T]xS

2

- E|H, ,I}dsu(d))
[0, T]xS

+2E | /OT( / /OS(DS’AHM/,DM,HS,A)erM(dX)) dsu(dr). O

We will also need the following Fubini theorem for the Skorohod integral,
whose proof is an immediate consequence of the definition of the Skorohod
integral.

LEMMA 2.  Let {H; ,(0),(s,A) €[0,T]xS, 0 € O} be a measurable random
field parameterized by a measure space (0, &, v) with finite measure v. Suppose
that

E ([ 1H, \(0)1n(@0))” ds () < o,

[0, T]xS

H, ,(0) is Skorohod integrable for v-almost all 6, and E( [ |8H(0)|V(d€))2 <
co. Then [y H ,(0)v(d0) is Skorohod integrable and

5( [0 H(e)v(de)) - fo SH(0)r(db).

Consider a measurable random field H s,y parameterized by [0, T'] x R
such that [, |I§s,ya()\, y)|dy < oo a.s. The integral f[o, xR fIs,yW(ds, v)dy
is defined by

/[0 . H, ,W(ds, y)dy = H, (), y) dy)M(ds, ),

[O,T]><S< Rd

provided the random field [, H s, y@(A, y) dy is Skorohod integrable with re-
spect to M. With this definition, (1.1) can be written in terms of M as follows:

u(t, x)=/Rd p(0,t, y, x)uo(y)dy
(2.4)

+ /Otfs (/R p(s,t, v, ©)F(s, y, u(s, y)a(A, y)dy) M(ds, d).

Let us now introduce the kind of stochastic kernels we are going to deal
with.
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DEFINITION 1. A random function p(s,t, y, x) defined for 0 < s <¢ < T,
x, y € R? is called a backward stochastic kernel if the following conditions are
satisfied:

(i) [Adaptedness] p(s, ¢, y, x) is &, ;,-measurable;
(i) p(s,t,y,x) = 0;
(iii) fga D(s,t, ¥, x)dy =1;
(iv) [Backward flow propertyl [ p(s,7,y,2)p(r,t, 2z, x)dz = p(s,t, y, x)
for almost all y e R? and forall x e R4, 0 <s<r<t<T.
Consider the following additional conditions:

) Cp:=supy; , E [pa (s, t, y,x)dx < 00;

(vi) p(s,t,y, x) belongs to the Sobolev space D2 for each x, y € R? and
0<s<t<Tand p(s, t, -, x) belongs to D> 2(L2(R?)). Moreover, there exists a
version of the derivative such that the following limit exists in L2(Q; L2(R%))
for each s, A, ¢, x:

D, \p(s, t,-, x):= liﬂ[)l D, ,p(s—es,t,-, x).

Furthermore, p(s,t, y, -) is left continuous in ¢ € (s, T'] with values in L2((;
L2(R?)).
(vii) There exist constants ¢y, ¢y, such that

SpE [ Ja(X, 9)Ip(s, £, 3, %)|Dy y P(s, £, 2, x)|u(dN) dx dy
z S xR x R4
<ci(t—s)
and
supE | la(X, 9)|p(s, t, 3, %) Dy, p(s, t, 2, )| u(dA) dz dx
y SxRd xR

< co(t — )7 V2

Taking into account the properties of the derivative operator and the fact
that p(s, t, -, x) belongs to D' 2(L%(R%)), we can write the following formula
forr<s<t:

D, ,p(r,t,y,x)= D , » p(r,s—e,y,2)p(s—e,t,z,x)dz
= fRd p(r,s—e,y,2)D; \p(s—&,t,2,x)dz
and, letting ¢ tend to zero and using hypothesis (vi) we deduce
(2.5) D, ,p(r,t, y,x)= /Rd p(r,s,y,2)Dg \p(s, t,z,x)dz.

We require the random function F: [0, T] x R? x R x Q + R to be pro-
gressively measurable and to satisfy the usual Lipschitz and linear growth
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conditions in the variable u. That is, we assume that F' satisfies the following
conditions:

1. F is measurable with respect to the o-field ([0, {] x R x R) ® %, ; when
restricted to [0, ¢] x R? x R x , for each t € [0, T'.

2. |F(t,y,u)— F(t,y,v)| < Kplu —v|,forall t € [0, T], y € R? and u, v € R.

3. |F(t,y,u)| < Kp(1+ |u]), for all t € [0, T], y €« R? and u € R.

With these preliminaries we are able to state the main result of this section.

THEOREM 3. Let u, be a function in L*(R?). Let F(s, y,u) be a random
function satisfying the above conditions (1), (2) and (3). Let p(s,t,y, x) be a
stochastic kernel in the sense of Definition 1 satisfying conditions (v), (vi) and
(vii). Then there exists a unique adapted L*(R?%)-valued solution to (2.4) such

that E [ |lu(s)|3ds < oco.

For the proof of this theorem we need the following estimate of a Skorohod
integral of the form fg Jra P(s, t, ¥, x)d(s, y)W(ds, y) dy, where ¢(s, y) is an
adapted square integrable process.

PROPOSITION 4. Let ¢ = {¢(s,y),s € [0, T], y € R?} be an adapted ran-

dom field such that E fOT [ (s)|3ds < oo. Let p(s, t, v, x) be a stochastic kernel
in the sense of Definition 1 satisfying conditions (v), (vi) and (vii). Then the
L%(R%)-valued random field

(10,46 [, PG5, £ 7. )85 Va(A, 1) dy, s € 0, T, A € 5]

is Skorohod integrable with respect to M for almost all t € [0, T, and for some
constant C > 0, which depends on T, C,, Cy, c; and ¢y , it holds that

E“ fot/s (/Rd p(s, b, ¥, )P(s, y)a(A, y)dy)M(ds, d)\)”z
= ¢ [~ sy Blo(s)3ds.

PROOF. Denote by & the class of smooth elementary adapted random fields
of the form

(2.6) (s, ) = Y Gipbp(9)1,,1,.,1(9),
i, k=1
where G, € ./, b, € €F(RY), 0 =1¢, < - < t,,; =T, and Gy, is Fo, 4"

measurable. Let ¢ be an adapted random field such that E fOT l(s)]3ds < oo.
We can find a sequence ¢,, of smooth elementary adapted random fields in the
class & satisfying

T
lim [ E|¢,(s) ~ d(s)[3 ds = 0.
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Therefore the sequence of functions ¢ — fé(t —8)"12E| $,(s) — ¢(5)||% ds con-

verges to zero in L([0, T']). This implies the existence of a subsequence n;
such that for all ¢ € [0, T'] out of a set of zero Lebesgue measure

tim [ (¢~ )P El,,(5) ~ 6(s)[3ds = 0.

Recall that if a sequence H, of Skorohod integrable processes converges in
L%2(Q; H ® L?(R%)) to H, and 8(H,,) converges in L2(Q; L2(R%)), then H is
Skorohod integrable and 6(H) is the limit of 6(H,). Hence, we can assume
that ¢ is of the form (2.6). Set

Hs,)\(x) = /Rd p(s, t,y, x)q§(3, y)a(/\’ y) dy

and

®,(x) = /0 t /S H, \(x)M(ds, dA).

Notice that

o)=Y G

o aws UL P56 9 0B, ) dy) M(ds, dA).
i, k=1 irtit1 s UX

Let us show that the process H; ,(x)1jo 4(s) verifies the assumptions of
Lemma 1. By condition (v) we have

t
(2.7) E |H, I3 ds u(dA) < C,C, [ Ell,|3ds < oo,
[0,¢£]xS 0

In order to check that the process {D; ,H, ,(x)1 4(r),(r, ") € [0,T] x S}
is Skorohod integrable and condition (2.3) holds let us compute, using (2.5),

Ds,)\Hr,)\’(x) = DS,)L Rd p(r7 tr Y x)d)(r’ y)a()\/, y)dy
= /Rd Ds,Ap(ra t,y, x)qb(r’ y)a(/\/a y)dy
= [ ([, p(r5, 9, 2)D, (s, t, 2, x)d2) $(r, y)a(X, y) dy
R4 Rd

= [ ([, p0o5. 3. 20, 1)aV, ) dy) D, s (s 1, 2, ) d.

Rd

Now we use the fact that the random variable D , p(s, t, -, x) is .7, ,-measur-
able and belongs to the space L2(Q; L%(R?)). This fact, together with the par-
ticular form of the process ¢ imply that D, , H, ,(x) is Skorohod integrable in
[0,s] x S, and D, , p(s,t, 2, x) can be factorized out of the Skorohod integral,
obtaining

/ D, H, (x)M(dr,d\) = / D, (s, t, 2, x)Dy(2) dz.
[0, s]x S Rd
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As a consequence,

E/I;ed -/[0, t]xS

=E [ [ s Hor @ [, Do (s, b2, )0, (2)] dzds p(dd) d

H, () /[0 s D, \H, ,(x)M(dr,dX)|ds u(dA) dx

(2.8) - %/Ot /Rd fRd/SE(/Rd p(s, t,y,x)| Dy, p(s, t,z,x) dx)|a(A, y)|u(dA)

x [Ed(s, y)? + EDy(2)?|dzdy ds
¢ ¢
= 3(eo [ (¢ =) B0, [ ds + ey [ (- ) 2B, |3 ds).

The right-hand side of (2.8) is finite because ¢ is smooth and elementary and,
hence, condition (2.3) holds. As a consequence, Lemma 1 yields

E|®,|2=E H, ,|2dsu(dA
[@ME=F [ IH. B ds (@)
2F H
(29) + /[Rd /go,t]xS s,/\(x)
x < / D, \H, ,(x)M(dr, d/\’))ds w(dA) dx.
[0, s]xS
Substituting (2.7) and (2.8) into (2.9) yields
2 ! 2
E|jdy|3 < CoCy [ E|6, |3 ds
(t—5) V2B g, 2d (¢~ 5)2E|D,|2d
+eg [ (t—5) lbslleds +eq | (£—5) [Pl ds.
0 0

This expression easily implies the desired result by a suitable generalization
of Gronwall’s lemma. O

PROOF OF THEOREM 3. Suppose that u and v are two adapted solutions
to (2.4), such that E [ |u(s)|3ds < co and E [ [lu(s)|3ds < oco. Set F, ,(u)
= F(s, y,u(s, y)). From Proposition 4 and the Lipschitz property of the func-
tion F, we obtain

Elu, — Ut”%
_ E” /ot /s ( /R L p(s.t, 3, 2)[Fy y(w) = Fy y(v)]a(a, y)dy)M(ds, d/\)“z
< C/Ot(t — ) V2E|F,(u) — F (v)||%ds

t
< CKG [ (¢ =) Ellu, — v, |3 ds
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and this implies that u© = v. The proof of the existence can be done by the
usual Picard iteration procedure. That is, we define recursively

uo(t, .’)C) = / p(Oa ta Y x)UO(y) dy
R
and

un+1(t, x) = f p(0, ¢, y, x)uy(y)dy
Rd
+ /Ot /S ( /R (s, t, 3, ) F (s, 3, u"(s, y))a(A, y)dy)M(ds, dn),

for all n > 0. Using u, € L?(R?) and condition (v), we obtain E|| u? ||; <oo. It

follows by induction, using Proposition 4, that E Y 3., || u?“ —uy H; < 00, and

the limit of the sequence u™ provides the solution. O

Under the condition that the initial Picard approximation u°(¢) is a contin-
uous function from [0, 7] into L%(Q x R?), we can use the previous proofs to
show that the solution to Equation (2.4) shares the same continuity property.
A sufficient condition for s continuity in L2(Q x R%) is

lim sup E/ |p(0,t+ R, y,x)— p(0,¢, y, x)|dx =0.
h—0 y Rd

If u° happens to be almost surely continuous from [0, T'] into L%(R?), one
might ask whether the solution to (2.4) still shares the same property. This
is true under additional conditions on the stochastic kernel, as the results of
the next section show.

3. Stochastic evolution equations with a stochastic kernel: conti-
nuity of the solution. In this section we will show that the solution w(¢)
of (2.4) obtained in the last section is continuous in time. For this we need
some additional integrability conditions on the kernel p(s, ¢, v, x). Fix p > 2
and consider the following hypotheses:

p/2
), C, 1:=sup E( sup p(s, t, y,x) dx) < 00.
' 8,y te[s, T]'Re

(vi), Condition (vi) holds and for each K > 0, and 0 < & < ¢, we have

/Ot—8 z

where By = {y € R?, |y| < K}. Moreover, for every compact set K c R? and
for all s, t — p(s, t, -, -) is continuous in (s, T'] with values in L}(R¢ x By).

p/2
ds < o0,

/ / |DS /\p(s’ t’ Y x)|2dxdyp,(d)\)dr
0 JRIxBgxS ’
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(vii), There exists a constant C, 5 such that for all y, z € R4

| |P/2
sup E| [ |D,.1P(5, 1, 2, ) Dy p(s, £, 3, x)|u(dA) dz dx|
y | /S xR xR ’ |

< C, ot —s) P2

The main ingredient in the proof of the continuity of the solution to the
stochastic evolution equation (2.4) are the estimates for the Skorohod integral
established in the next two theorems. These theorems are analogous to Theo-
rem 3.2 and Theorem 3.3 in [12] for the case of a random semigroup T'; ; which
is 7 ;-measurable. For a given random field ¢ = {¢(s, ), s € [0, T], y € R?}
we will define the operator

(S(s. )Y\ %) = [ p(s. .3 2)b(s. Y)a(, y) dy.

Using condition (2.1) we have

B 86 O Fasmey < Ca [, [, P(s: 1.7 2)(s, y) dy .

PROPOSITION 5. Fix 2 < p < 4 and a € [O,%). Let ¢ = {¢(s,y), s €
[0, T], y € R?} be an adapted random field such that EfOT (s)||5 ds < oo.

Let p(s,t, y,x) be a stochastic kernel in the sense of Definition 1 satisfying
conditions (v),, (vi), and (vii) . Then the L%(R%)-valued random field

{(t=5);*(S(s, t)P)(A,-), s€[0,T], A S}

is Skorohod integrable with respect to M for almost all t € [0, T'], and for some

constant Cy > 0, which depends on T, p, a, C,, C,, 1 and C,, 4, it holds that
t p

B [[ fe=9 ([, ps: 1309006 2)aln ) dy) M(ds.

(3.2) 2

t
< Cy [ (6= 5) 2 RN E] (5)]f ds.

PROOF. As in the proof of Proposition 4, we can assume that ¢ is of the
form (2.6). Fix ¢, > ¢; in [0, T'], and define

B, \(x) = 1jg,1,)(8)(to — 5)"*(S(s, £1)P)(A, x)

and

Xy(x)= [

B, ,(x)M(ds, d)),
[0, {]xS

for t € [0, ¢t;]. Suppose first that p(s, ¢, ¥, x) is an elementary backward-
adapted process of the form

(3.3) Y HipBi(y)ve()1, 5. 1(5),

i, J, k=1
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where H,;, € ./, B, v € X (RY),0=18; <--- <s,,1 =1t,and H;j,is | .-
measurable. Applying It6’s formula for Hilbert-valued Skorohod integrals (see,
for instance, Proposition 2.9 in [12]), taking the mathematical expectation and
using the Cauchy—Schwarz inequality as in the proof of Theorem 3.2 in [12],
we obtain
E| X, ||(2
p p
P =Dy [x.g (HBSH@(W) + 2] Byl (s )

X

[ DB,y ()M(dr,dX)
[0, s]xS ’ ’

) ds.
L2(SxRd)

Unlike the proof of Theorem 3.2 in [12], here we keep together the factors
||Bs||L2(sde) and || f[O,s]xS D, B, A/(-)M(alr,al/\/)||LZ(SXW). Then, Hoélder’s in-
equality leads to the following estimate:

t
E| XI5 SfO(EIIXSIIS)(p‘Z“’)Asds,

where
Ag=p(p—1)(tg— )™

2/p
X %{(E”(to - S)DZBS”£2(SXR,1)>

1/p
+ (Bt = 1 Bull s

p 1/p
LZ(Sde)> } ‘

Because ¢ is a simple process, it is easily seen that by condition (v), we have
E|X,|5 < occ. Then the first lemma in [22] implies that

9 it p/2
EIX,)0 < (2 Asd> ,
Ix¢ < (2 [ Ads

x (E” [ D, B, ()M(dr.dx)
[0, s]xS

that is,
t
BIX15 = C(T poo)( [ (o = 5y 2 h(s) ds

(3.4) t

+ [ (to = s e [y (), (5) ds ).
where

A(5) = EIS(s, 6008 25,0
and

| P
Ag(s) = E“/ D, B, ,M(dr,d\)|
[0,s]x8 7 7 | L2(SxR)
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Conditions (v), and (vi), guarantee that the right-hand side of (3.4) is finite.
As a consequence, we can approximate p(s, ¢;, ¥, x) by elementary backward-
adapted processes of the form (3.3) in such a way that (3.4) still holds. The
term A;(s) can be estimated as follows using (3.1) and assumption (v) ,:

p/2
ME=CEPE( [ pls.tr . 2)d(s, y)* dy dx)

p/2

(3.5) p/2 p-2 2
<ce” [ E[se)N oG 9" JE( [, pls. 1.y x)dx)" dy
<CEPC,E| ()5
In order to estimate the term Ay(s) we first write, using (2.5),
D B, y(x) =(tg— 1) /Rd D, \p(r,ty, y, 2)(r, y)a(X, y) dy
=(tg—r) " y </Rd p(r,s,y,2)Dg \p(s, ty, 2, x) dz)
x ¢(r, y)a(X, y)dy
=(tyg—r)“ /Rd(S(r, s)p)(N', 2)D; )\ p(s,ty, 2, x)dz.

Now we use the fact that the random variable D , p(s, t1, 2, x) is 7 , -meas-
urable. This implies that it can be factorized out of the Skorohod integral, and
we obtain

p
EII/ D, B, ,()M(dr,d\)
0.s]xs 7 L2(SxRd)
(3.6) »
= EII / D, p(s,ty,2,-)Y(s,2)dz ,
Re L2(SxRd)
where

Y(s,2)= /[0 | S(to —r)y"*(S(r, 8)p)(N, 2)M(dr,dN).

Applying condition (vii) » We get
(3.7) Ag(s) < Cp o(ty — 8) PPE|Y (s)II5-
Substituting (3.5) and (3.7) into (3.4) yields

t
EIXE = ¢ [t -9 Elo()f ds

+ [ (to = 922ty = ) MBS EIY (9)5) 2 s )
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for some constant C which depends on T, p, @, C,, C, ; and C,, 5. If we take
t =t;, we have X, = Y(¢) and we obtain

t
E|X,|} < C( [ (¢ = sy 2 0@ D g g(s))F ds
0
t
+ [ (t —s) 2ot D R X (5)]|§ ds).
0
Applying Gronwall’s lemma we get the desired result. O

Note that in the proof of Proposition 5 we have only used, instead of (v) P
the weaker estimate,

sup E(/Rd p(s, t, y, x)dx)p/2 < 00.

s, t,y

Condition (v) 18 required in the proof of the maximal inequality.

PROPOSITION 6. Fix 2 < p < 4. Let ¢ = {¢(s,y), s € [0,T], y € R?} be

an adapted random field such that EfOT d(s)||z ds < oo. Let p(s,t, y, x) be
a stochastic kernel in the sense of Definition 1 satisfying conditions (V) s (vi) »

and (vii),,. Then the L?(R%)-valued random field,

{1o.0() [, p(s. 1. 3. 2)0(s. y)a(h. ) dy. s € [0.T]. A e S},

is Skorohod integrable with respect to M and there exists a constant Cy > 0,
which depends on T, p, a, C, and C,, 1 and C,, 5 such that

)

2

E( sup
0<t<T

t
< Cy [ E|é(s)[ ds.

/[0, xS (/W p(s; ¢, 5, )b(s, y)a(A, y) dy) M(ds, dA)

ProoOF. We will make use of the factorization method in order to handle
the supremum in ¢. Fix @ € (1/p, 1/2). We can write

p(s,t,y,x)
(3.8) ¢
= Ca/ / p(s,r,y,2)(r—s)p(r,t,z, x)(t — r)"‘_1 drdz,
Rd Js

where C, = sin(wa)/7. By Proposition 5 for all » € [0, T'] a.e. the process
(r — 5)7%(S(s,r)$)(A, 2) is Skorohod integrable. Using (3.8) and Fubini’s
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theorem for the Skorohod integral (see Lemma 2) yields
[ (S(s,)$)(A, x)M(ds, dA)
[0, ¢]xS
t

c.f ([ [o-osennne
x p(r,t,z,x)(t —r)tdr dz) M(ds,dA)
t

= Ca/ / (/ (r—s5)"%(S(s,r)P)A, 2)p(r, t, z, x)M(ds, d)\))
0 /R4 [0, r]xS

x (t—r)ldrdez.

The term p(r,t, z, x) can be factorized out of the Skorohod integral and we
obtain

/ (S(s, t)d)(x, \)M(ds, dA)
[0, ¢]xS
(3.9)

t
= Ca/O /Rd Y, (2)p(r,t,z, x)(t — r)* ' drdz,
where

Y, (2)= /[0’ r]xS(r —58)"“(S(s, r)d)(A, 2)M(ds, dA).

Applying condition (v), and Hélder’s inequality we obtain

p
E( sup f (S(s, t)P)(A, )M (ds, dA) )
0<t<T || /[0, t]xS 9
1 4 1
<—E|[ sup | (t—r)
mP 0<t<T 70

1/2 p
2
x </Rd><Rd Yr(Z) p(r’ t’ Z, x)d.’)CdZ) dr)

(3.10) T , o2
< Cpa TIE sup [ (/%Rd Y.(2)2p(r, t, 2, x)dxdz) dr

<C.aDE[ [ V1527, sup
B o o Jre T2 T e

/2
X (f[Red p(r,t, z, x) dx)p dzdr

T
<C(p.. T)C,1 [ ENY, | dr.
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p
)
T ,r
< C(p,a, T)C,1Cy [ [ (r = ) 2PV E | g(s)|] ds dr
T 0 0
<Cy [ Elo(s)lf ds. O

Finally, using the estimate (3.2) yields

E( sup
0<t<T

[ (S(s, £)b)(A, )M(ds, dA)
[0, £]xS

We are ready to state and prove our main result.

THEOREM 7. Let u, be a function in L*(R?). Let F(s, y,u) be a random
function satisfying the above conditions (1), (2) and (3). Let p(s,t,y, x) be a
stochastic kernel in the sense of Definition 1 satisfying conditions (v),, (vi),
and (vii), for some p > 2. Then the L%(R%)-valued solution to (2.4) has a
continuous version and satisfies

(3.11) E( sup ||u(t)||§> < 00.

0<t<T

PrROOF. We first have to show that the following two terms satisfy esti-
mate (3.11):

Ayt = [ (0. £,y X)ug(y) dy

and

Ay = [ [ ([, pls.t, 3.0 (s, 3, u(s, 3)alr, ) dy) M(ds, ),

The first estimate follows from condition (vi)  and the second from Proposi-
tion (6) and Theorem 3. On the other hand, we have to show that A; and
A, are continuous. First notice that if Z,(y) is a bounded random field with
compact support K in y, we have

2

I I
H/ Z,()p(r,t+8,y,)— p(r, t, y,)]dy|
| /Rd 2

<2 21% [, [ (it +0,y.2) = p(r. t. 3. %) dy dx.

which tends to zero almost surely for all r by condition (vi),,.

Taking into account condition (v),,, in proving the continuity of A; we can
assume that u, is a smooth function with compact support, and in this case
the continuity follows from property (vi), by letting Zy(y) = uo(y) above. In
order to show the continuity of A, we write, using (3.9),

| A2( + &) — As(?)ll2

/Ot -/[Rd Y, (Np(r, t+6,y,)— p(r. t,y,)] (¢t —r)*Ldrdy

1
< —
T

2
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11 pt+o
i “ / / Y. (9)p(r,t+38,y,) (t—r)* " drdy
™ t R4

= F]_ + Fz.

2

By the maximal inequality (3.10) we can assume that Y ,(x) is a smooth ele-
mentary adapted process. In this case, letting Z,(y) = Y ,(y) above, it is clear
from property (vi) » that the term

/[Rd Yr(y)[p(r,t+6, Y, ')_p(r’ LYy, )]dy

converges to zero in L2(R?) as & tends to zero for each fixed r and w. Then the
convergence of I'; to zero follows by the dominated convergence theorem and
property (v) P Finally, property (v) » also implies that I'y converges to zero as
6 tends to zero. O

4. Stochastic semigroups generated by random partial differential
operators. Suppose that p(s,t, y, x) is a stochastic kernel in the sense of
Definition 1. Set T', ,f(x) = [ p(s, t, ¥, x)f(y) dy, where f is a bounded Borel
function on R%. Then T, s defines a stochastic semigroup of positive operators.
Let us recall, following [7], the definition and some properties of this type of
stochastic semigroup.

Let ¢, be the Banach space of bounded continuous functions on R<.

DEFINITION 2. A family {7, ;,0 < s < ¢t < T} of random linear operators
on ¢, is called a stochastic semigroup if it satisfies the following conditions:

G) Ty f =0forany f >0, T, 1 =1, and T, ;f, | O for any sequence
fud0in &;
Gi) 7, ,T, =T, forany s <u < t;
(iii) T, sf is an Z; ;-measurable random variable for each f € ¢}, and each
s <t.

Then a stochastic kernel p(s, ¢, y, x) in the sense of Definition 1 gives rise to
a stochastic semigroup, provided T, ;f is continuous whenever f is continuous
and bounded. Conversely, if a stochastic semigroup is such that the probability
measure induced by 7', ; is absolutely continuous with respect to the Lebesgue
measure, then we can find a version of its density and this will produce a
stochastic kernel.

In this section we construct a stochastic semigroup whose infinitesimal gen-
erator is the random operator A+ v -V, where v(Z, x) is a d-dimensional Gaus-
sian field that is Brownian in time, and the differential 0(¢, x) dt := v(dt, x) is
interpreted in the backward It6 sense. Assume that v(¢, x) can be represented
as

u(t, x)=/0t /Sg()\, x)M(ds, d)),
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where g: S x R? - R? is a measurable function, differentiable with respect
to the variable x, and satisfying the following condition:

4.1) C, = sup/s (|g()\, O+ Vg, x)|2)#(d)\) < 0.

This condition means that both v(1, x) and its derivative -V, v(1, x), which
only needs to exist in the L?(Q)) sense, have variances that are bounded in x.
Set G;;(x, y) = [5 &i(A, x)g (A, y)u(dA) and G(x) = G(x, x). Let us introduce
the following condition:

(H1) 3(x) =1 — 3G(x) > &I for each x € R? and for some & > 0.

This is known as the coercivity condition. Let o be a matrix such that
oot =2.

Let b(t) be a d-dimensional standard Brownian motion with variance 2¢
defined on another probability space (7', ¢, Q). Consider the following back-
ward stochastic differential equation on the product probability space () x
W, T x£,PxQ)

@D en@=x— [ odr e )+ [ ole @b,

Applying Theorems 3.4.1 and 4.5.1 in [10] one can prove that (4.2) has a
solution ¢ = {¢; ((x), 0 < s <t < T, x € R?} which is a stochastic flow of
homeomorphisms. This means that

QDr,s(QDt,r(x)) = @t,s(x)7

for all s < r < t, x, a.s. Moreover, ¢, ((x) is continuous in the three variables.
Equation (4.2) can also be written as

t t
43 e@=x—[ [ g0 e ()M(dr.dr)+ [ ol ()bdr).
For each 0 < s < ¢ < T we introduce the random operator T, ; defined by

Ty sf(x) = Eq(f(¢r,5(%));

where f belongs to ¢;,. In the sequel we will denote by E the mathematical
expectation with respect to the probabilities P and P x @, and by E the
expectation with respect to Q.

PROPOSITION 8. The operators T, ; form a stochastic semigroup in the sense
of Definition 2.

PROOF. It is not difficult to show that T, ;f belongs to ¢, for any f in €.

Properties (i) and (iii) are obvious. Property (ii) follows from the flow property
Tt,sf(x) = EQ(f(@t,s(x)) = EQ(f(@u,s(QDt,u(x)))

= EQ(EQ(f(¢u,s(z))|z=(pt,u(x)) = Tt, uTu,sf(x) O
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Let ¢2 be the class of functions which are twice continuously differentiable,
and let 7 be the space of functions in £? which are bounded and have bounded
partial derivatives up to the second order. The stochastic semigroup satisfies
the following forward Kolmogorov equation (although time flows backward in
this equation, it must be called the forward equation because it flows in the
same direction as that used to define the flow ¢):

t t
(44) T, f(x)=Fx)+ [ T, ,(0(dr,) V() + [ T, (Af)x)dr,
S S
for any function f in the space €. The second summand in the right-hand side

of the above equation has to be understood as the expectation with respect to
the probability @ of a backward stochastic integral

@8) [ T, (0(dr, ) V) = Bq [ o(dr, e ()6 ().

Equation (4.4) follows easily from It6’s formula,

[0 ) = 1@+ [ (TD)o(0)0(dr, 0, ()

+ [ (Ve (@l (2)b(dr)

d t 2
% > TL_ (g0 )Gy, () dr
i, j=1"%

Ix;0x% ;
d t [921(' . d
+ 2 ], G, (N0l () dr

As a consequence, integrating with respect to the probability @ we obtain

T, uf(5) = () + Bq [ o(dr, e (0)(V/)(e, ()

VEq [ (3o, (x))dr.

which is (4.4).
The following conditions [stronger that (4.1)] imply that the random oper-
ators T, , map ¢ into €2 N &:

(4.6) sup / 19,8(A, %)[2u(d)) < oo,
x /8
(4.7 [, 13800 %) = 9,8\, »)P(dA) < Clx - P
for some 6 > 0 and for any multiindex ¢ = (ay,...,ay) such that |a| =

@y + -+ + ag < 2. Indeed, under these conditions the mappings ¢, ,(x) are
twice continuously differentiable in x, with almost surely Holder-continuous
second derivative (see [9], Chapters 3 and 4). Henceforth we will assume con-
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ditions (4.6) and (4.7). Under these conditions, the stochastic semigroup T,
also satisfies the following backward Kolmogorov equation:

¢ t
48) T, f(x)=f(x)+ [ VT, f(x)(dr,x)+ [ AT, f(x)dr,
for any f € €7 (R?). Here the stochastic integral is an ordinary It6 integral.

PROOF OF THE BACKWARD KOLMOGOROV EQUATION. Let s =%y <?; <. - <
t,, = t be a subdivision of the time interval [s, ¢]. Using the semigroup property
we can write

n—1

T, sf(x)—f(x)= Z(Ttm,ti - I)Tt,-,sf(x)-

=0

By using a standard localization argument, one can show that (4.4) actually
holds for any test function g € €2 N ¢, satisfying the conditions

t
(4.9) [ El-Va(er ()P dr < oo,

t
(4.10) / E|Ag(e, (x))] dr < oo.

We wish to use (4.4) on the inteval [¢;, ¢;,,] with the test function g =T, ,f.
This is legitimate; as T';, ,f is independent of 7 , , it may be considered as
deterministic; moreover, g is in €2 N ¢, and satisfies bounds (4.9) and (4.10),

which is proved by exploiting the following bound on the derivatives of ¢: for
J=12

(4.11) sup E|- V/g, (x)* < oo.
s<t<T

This last fact is proved by using It6’s formula on the SDEs satisfied by s —
V7@, (x). Therefore,

n-1 ¢

T, of ()= ()= X [ Ty, ((0(dr, ) - VT, f)(x)

i=0 "t
n-1 i1

2 [ T AT ) dr
i=0 "%

:A1+A2+A3+A4,
where

liy1

A=Y [Ty = D(@Ar, ) VT, o)),

A=Y [T, — DAT, f)x)dr,
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n—1
= Z(v(ti+17 x) - U(tia x)) . VTti,sf(x)’
i=0

n—1

Ay = Z ATti,sf(x)(tiH —t;).

=0

The terms A; and A, converge to zero in L?(Q) and the terms A; and A,
converge, respectively, to the last two summands in the right-hand side of (4.8),
as the mesh of the partition tends to zero. Let us first prove the convergence
of A;. Using the expression (4.5) we can write

n 1

A= X (B [ o(dr. e, (VT e, ()
i=0
- [ o T, )

= A+ A,

where

Ay = XSEQ [ o, DICVT e ) = (T o))
and -

App = zéEQ [ [0@r g T F)) = wldr, VT, )]
Then we l}:ave

EA)=EY ¥ [ Gial@r,,,.1(x))

i=0 k&, =1
< [(ViTy sf )N, (2)) = (Vi Ty f)(x)]
< (VT sF) ey, () = (VT f)(x)]dr
<sup|G(x)|Sup E|-V*T, f(x)]” sup Elg, .(x)— %,

[¢=r[<|m]
where |7| = sup;(¢; .1 — ¢;). Note that, by (4.11),
sup E| - VT, f()* < |- VFI% sup E|- Ve, (x)* < o0

t,8,x

and, similarly sup, , E| - V2T, ,f|?> < co. Hence, E(A%,) converges to zero as
|7| | 0. For the term A, we can write

E(A2)=EY ¥ [ [Gal1,.r0) = 26t (). )+ Gua()]
=0 £, =1

X(Vi Ty, sF)X)(VITy, sf)(x) dr
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sup Elg, .(x) - x[?,

oo [t=r|<|m

< sup E|- VT, ,f(x)|*
t,

s, X

PG
axdy

and again this converges to zero as |7| | 0. The convergence of Ay would
follow by the same arguments. Let us show that A; converges to the second
summand of the right-hand side of (4.8):

¢ 2
E‘A3 = [ 9T, f(x)v(dr, x)

n-loogig 2
Y [ vdr 0 VT, o f(x) — 5T, f(2)]
| =0 7t |
n-l d tiv1
=EY. ¥ [ G- Vil of () = V)T, f (2)]
i=0 k,I=1""

%[ ViTy, f () = VT, of(x)]dr
=TIGI.  swp B[V f() - VT f )]
2
STIGle  sup  E|-V[f(ey ()] = [f(e, ()] -

|[r—u|<|w|, r, u>s

To show that this converges to zero as |7| | 0, we write

E|- Y1/ (o0 (e)] - VIf oy, ()]
< 2E|(V/ (g, () — (e, () Vo, o(x)|

2|V, (x) ~ Ve, (1)) - V(e ()]

1/2 1/2
= 2| VFIZ[ Bl Vo (0] Bl Ve (%) - Ve, (0]

2
+ 20 VFIELE| Ve, (%) = Vo, ()] -

Therefore, we only need to show that E|- Vo, (x) —-Ve, ((x)[* tends to zero
when u | r, uniformly in s, and this follows easily using It6’s formula. In a
similar way one can show that A, converges in L? to the last summand in the
right-hand side of (4.8). O

The next proposition shows that the marginal probability density p(s, ¢,
¥, x) = Q[¢; s(x) € dy]/dy exists and satisfies the conditions given in Defini-
tion 1. This result has been proved by Kunita in [10] (see also [7], Theorem 2.4)
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under the condition that the random field v(¢, x) can be represented as a finite
linear combination of independent ordinary Brownian motions multiplied by
£>-vector fields on R?. Our proof, which only requires condition (4.1), is based
on the criterion of absolute continuity proved by Bouleau and Hirsch [2] and
uses the techniques of the partial Malliavin calculus (see [17]).

PROPOSITION 9. Suppose that g satisfies condition (4.1) and the coerciv-
ity condition (H1). Let ¢; ((x) be the stochastic flow solution of the back-
ward stochastic differential equation (4.3). Then, there is a version of the the
marginal density p(s,t, y, x) = Q[¢; ((x) € dy]/dy which satisfies conditions
(i) to (iv) of Definition 1.

PROOF. One can show that the random variables ¢/ (x), 0 <s <t < T,
x € R% j=1,...,d, belong to the Sobolev space D2, with respect to the
product measure P x Q. Let us denote by D the derivative operator with
respect to the Brownian motion 6. We have the following linear equation for
the derivative of ¢, ((x), for 6 € [s,¢],1<i, k < d:

Diet (=)= ulen o) — [ [ Vaih e, (2)Dhe, () M(dr, d)
(4.12)

+Z/un%4mD%4mmm>

Let us denote by v, (») the Malliavin matrix of the random vector ¢, ((x),
that is,

Vo) = 2/ D}¢} (x)Die] (x)do.

By means of the techniques of the partial Malliavin calculus it follows that (see
Theorem 4.2 in [17]) almost surely the marginal law of ¢, ((x) is absolutely

continuous with respect to the Lebesgue measure in R? forall 0 <s <t < T
and x € R?, if almost surely we have

(4.13) dety, >0 VO0<s<t=<T, xeR%

Condition (4.13) is an immediate consequence of (4.12). In fact, notice first
that we can choose a version of the derivative D,¢; ((x) which is continuous
in s < 0 < t and in x. Then, let v be a unit vector in R¢ such that

2
v Yoo (x)V = Z/ <Z D(,got s(x)vi> do=0
k=1"% \j=1
This implies Z‘l-izl D{jcpi, s(x)v; = 0 for each % and 6, and choosing 6 = s we get
Y4, (¢, s(x))v; = 0 which implies v = 0. Hence, (4.13) holds.
Properties (i) to (iv) of Definition 1 hold trivially due to the fact that T, ; is
a stochastic semigroup. O
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The forward and backward Kolmogorov equations can be written as follows
in terms of the stochastic kernel p(s, ¢, v, x):

[, Pty f Dy =f @)+ [ [ prs ey, 0u(dr, 5) - V() dy
(4.14) °

+f: fRd p(r,t, y, x)Af(y)dydr,

/Rd p(s, t,y, x)f(y)dy=f(x)+ /t v(dr, x) - /Rd V,p(s, 7,5, x)f(y)dy
(4.15) ¥

t
[ [ Acp(s. .y, 2)f () dydr.
Equation (4.14) is the weak formulation of the following stochastic partial

differential equation where the stochastic integral is interpreted as an It6
backward stochastic integral:

p(ds, y) =A,p(s, y)ds+ p(s, y)v(ds, y) - V,,

(see, e.g., [9], Chapter 6). Formally, as announced in the introduction, we can
say that p(s, ¢, y, x) is the heat kernel of the operator A + v - V. On the other
hand, (4.15) leads to the following evolution equation:

p(s, t,y,x)=q(s, t, y,x)

(4.16) ¢
+/ /Rd v(dr,z)-V,[p(s,r,y,2)|q(r, t, z,x)dz,

where q(s, t, ¥, x) denotes the heat kernel; that is,

_ 2
q(s, 1.y, x) = (4m(t = 5)) P exp ( - 'iit _ys|>>'

5. Estimates of a stochastic heat kernel. Let ¢, ((x) be the stochas-
tic flow solution of (4.3), and denote by p(s, ¢, y, x) its associated stochastic
kernel. In this section we will show that, under suitable assumptions, the
stochastic kernel p(s, ¢, y, x) also satisfies conditions (v),, (vi), and (vii),, for
all p > 2. Condition (v) » will be a consequence of the backward Kolmogorov
evolution equation (4.16). On the other hand, we will make use of the tech-
niques of the Malliavin calculus in order to provide a priori estimates for the
integral of the stochastic kernel p(s, ¢, y, x) in x and to show conditions (vi) »
and (vii),,.

PROPOSITION 10. We assume the coercivity condition (H1). Suppose that g
is d + 1 times continuously differentiable in the variable x, and the following
integrability condition holds:

| 2

- sup | dg(r, x)

x /S I(dxl)% - (9xd)ea I p(dA) < oo
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for any multiindex o = (ay, ..., ag) with |a| < d + 1, where || = a; + - - - + a4.
Then the stochastic kernel p(s,t, y, x) satisfies

p
sup E(/ p(s,t, y,x) dx) <00
tels, T], yeRd R?
for all p > 1.
PROOF. We will denote by 8 the divergence operator with respect to the
Brownian motion 4. Applying the integration-by-parts formula of Malliavin

calculus with respect to the Brownian motion b we deduce the following ex-
pression for the stochastic kernel p(s, ¢, v, x):

(5.2) p(s,t, y,x) = EQ(l{tpt,s(x)>y}Ht,s(x))’

where ¢, ((x)y means qoi,s(x)yi for each coordinate i =1,...,d, and H, (x)
is a random variable given by

d
H, (x) = 6((7%1(,6)1)%,3(@)

X 8((“’%.13@)1)%S(x))d_l‘s( o 8<<7¢:s(x>D9"t’s(x))l)) a >>

Equation (5.2) follows from the duality relationship between the derivative
and divergence operators and from the fact that

P
gz1...9z4 1{z>y} = 83’(‘2)'
Let o be a subset of the set of indexes {1, ..., d}. Clearly
7 o]
Al gad M <y ico, 2y igey = (—1)718,(2),

where |o| is the cardinality of o. Hence, for every o we can write the following
alternative formula for the kernel p(s, ¢, v, x):

(5.3)  p(s,t,y,x)= (—1)‘”‘EQ(1{w;’,s<x)<yi, ico, wi,s<x>>yf,i¢a}Ht,s(x)>-

Consider the following decomposition:

’t’ > d = ,t, 5 d,
foptymds= & [ ety 0ds

oc{l, ...,
where @, denotes the region
R, ={xecR:x' <y, ico, x>y, i¢ao}

Set

(54) B, =- /: [ 8O o0 (2)M(dr.dn) + /: (g, (x))b(dr).
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Then, ¢, (x) = x+ B, ;. If x € @, we use the expression for p(s, ¢, y, x) given
in (5.3). In this way we obtain for x € @,

p(s,t, y,x) < EQ(I{wi,s<x)>yi, i, b ()<, i¢a}|Ht,s(x)|>

< Eq(Lwoyiomni . ico.imyie i igo) | Hr (%))

(1{exp(xl —yi|)<exp(Bi ,), ica, exp(|xi —yi|)<exp(—Bi ,), z¢a’}|Ht s(x)|)

(£

x(exp(m<§73 %B;,s)>|Ht,s(x)|>'

Integrating the above expression over @, summing over o, taking the mathe-
matical expectation of the power p and using the Cauchy—Schwarz inequality
yields

E</Rd p(s, t, y,x)dx)p

< zd(p—l)(t — S)(d/2)(p—1)

x > </ exp(
oc{l,...d} \'Qs i

x sup E| exp
x€Q,

< 24P~V (¢ _ 5)dp/2

M&

%) )

g )]
ico i¢go

1/2
ico i¢o
x| Hy, ()l
t,s 2p

Note thatif M, = ->",, B,‘;, st ido Bi, s» then the quadratic variation of this
martingale is

T

X > sup <E exp

oc{l,...,d} ¥€€Qq

P
ﬁw
V)

2

= [ [ X a0 e )~ aih g, ()| wdndr
ico i¢o
d t 2
23 [ | Z oalen(x) = X oulen (x)] dr
k=17

ico i¢o

= 2d(t — s),
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co*=%=1-3G. i
because *=3=1 ;G As a consequence, we obtain

2p i i
Eexp (m( - Y B+ Bt,s>) < exp(4p3d)

ico i¢o
and

p
E( [, p(s.t.y.x)dx)" < exp(dp’d)2?'(t — )7 sup | H, (x)I},.

xeRd

We claim that for all p > 2 we have
(5.5) sup |H, (%), < C(t—s)"%7?,

s<t, xcRd

for some constant C > 0. This inequality would complete the proof. In order
to show (5.5) we proceed as follows. Set for j =1, ...,d,

J
H;= 6<<'y¢t’ls(x)D(Pt,s(x)> Hj—l)

and Hy = 1. Then H; = H, (x). With this notation we can write for j =
1,...,d,

H; = (*y;t,ls(xﬁD(pt,s(x))jHj_l — (<D<'}’;t’15(x)Hj—1>a Dﬁot,s(x)»j
= AjHj—l + <DHj_15 Bj):

where for j=1,...,d,

(5.6) Aj= (ﬁjs(x)‘SD(Pt,s(x))j - ((D%;:S(x)’ D‘Pt,s(x)>>j
and
(5.7) B, = (v o Dero(0)) -

By Holder’s inequality for the Sobolev norms in the Wiener space, for each
integer £ > 0 and each real p > 1 we can write for j=1,...,d,

IH ik, p < Cr, pUlA k21 H jorll,2p + 1Bl 21 H j-1llr1, 25)-

As a consequence, in order to prove the inequality (5.5) it suffices to show that
for j=1,...,d,

(5.8) 1Al j 2o, < €1(2 — )12
and for j=2,...,d,

(5.9) ”Bj”dfj,Zd’«f“p < Cl(t — S)_l/2.
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From formulas (5.6) and (5.7) and using Hé6lder’s inequality it follows that, for
each integer k£ > 0, each real p > 1 and each index j=1,...,d, we have

1A 0 p < Cr Vo oy lis1, 20l Dot (i1, 50

kp— k,pll 7o, (x)Ilk,2p t,s k,2p*
1Bjllk. p = Cr. o1V (o)l 251 Dt ()]

Hence, in order to show (5.8) and (5.9), it suffices to check that for each p > 1
and k=1,...,d+1,

(5.10) 1o, olle p < r p( =87
and
(5.11) I1D@,, ()l p < cp p(t— )2

Property (5.11) follows from the estimate

x,0<s<t<T, 0y, ..., O,€[s, t], 1<, ..., jp=d

This estimate can be easily checked using Burkholder’s inequality and condi-
tion (5.1). In fact, condition (5.1) together with the coercivity hypothesis (H1)
imply that G and o have d + 1 bounded derivatives. In order to show the
estimate (5.10), taking into account (5.11) and the formula for the derivative
of the inverse of a matrix, it suffices to show that for any p > 2 we have

(5.13) 1o ol < et =)™
and this follows from

(5.14) | (det y%’s(x))‘lup <c(t—s) .

The proof of inequality (5.14) requires some computations. Set

I'= |1?f1 vt Yoo o(x)V-

We can write

((dety% () ) / pyP~ 1P<dety¢t () < %) dy

o0 1
< / pyp_1P<Fd < —) dy.
0 Y

We have for any unit vector v,
2

Yy, (0¥ = Z/

i=1"9

d  (t—s)h+s
=D f
i=1"%

Z v/ Diypi (x)

2

Z UJD §0t s(x)
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2
do

(t—s)h+s

I \/

JisJ
v Ge,s
Jj=1

St s)h - Z/

v

(t—s)h+s
st—9h— [ |G P do.

where h € [0, 1] and

= - / [, V&i(x @1, (2) Dy, (x)M(dr. dN)

+ [ Vou(h e, (D, (2b(dr).

We decompose the previous integral as follows:

00 1
/ pyplP(Fd < —) dy
0 y
(4/8(t—8>)d
=/ 1P<Fd < —) dy
0 y

) e (t—s)h+s 1
+ p=ip( Z(t—s)h — G, .|>do —)d
/(4/8078»1 py <2( ) fs Go,5|"d6 < S ) Y

In order to estimate the integral ® we will take a value of 4 depending on y,
that is, 2 = (4/e(¢ — s))y /. Notice that for y > (4/&(t — s))* we have h < 1.
With this value of & we obtain for ¢ > pd,

00 1 (t—s)h+s 9
o< ([ G ) ay
(4/5(t—5))¢ ;
00 (t—s)h+s q
sf py’”‘”("/d)E</ |Gy s> db >dy
(&/e(t—5))? s

o0
<cC / pyP 11 dy
(4/e(t—5))?

=C'(t - s)—d(p—q/d)‘

This completes the proof of the proposition. O

In a similar way we can check conditions (vi), and (vii),,.

PROPOSITION 11. Suppose that g is d + 3 times continuously differentiable
in the variable x, and the following integrability condition holds:

2
[et]
(5.15) sup e w(dA) < oo,

x I8 I(ﬁxl)al e (&xd)adI
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for any multiindex o = (a4, ..., ag) with |a| < d + 3, where || = a; + -+ - + a4.
Then the stochastic kernel p(s, ¢, y, x) satisfies condition (vi), and

p

sup E
(5.16) yp

|
./S Rd xRd |Ds’)\p(8, ¢, x, Z)Ds,/\p(sa t,y, Z)|M(d/\) dzdx
=< CZp,2(t — S)_p,

for all p > 1.
PrROOF. We recall that D, , denotes the derivative with respect to the
Gaussian measure M. From the expression (5.2) for the density p(s, ¢, y, x),

it follows easily that p(s, ¢, v, x) belongs to the Sobolev space D2 and its
derivative for 6 € [s, ¢] is given by

Dy (s, t,y, 2)= Eq(Liy, (03 Do, 1 Hy o(x))
+Eq(Liy, 00 ¥, 5(%)),

where ¥, ((x) is the random variable

(5.17)

W, () = i (o) "Dt () Doal () H () ).

From (5.17) it is not difficult to show that property (vi) » holds.
On the other hand, applying the operator D , to (4.14) yields

[, Doap(s—e.t.y.)f()dy= [ p(s.t.3.%)- VF()g(r. y) dy
+/ [, Dep(r.t.y. x)u(dr, ) -V (y)dy

+/S*8/|;d Ds,/\p(r’ ta Y, X)Af(y)dydr

and letting ¢ tend to zero, we obtain

Ds,)\p(s’ Ly, x) = —div [p(s, Ly, x)g(/\’ y)]
Hence, in order to show (5.16) we have to estimate the following quantities:

p
Ay=E|[ |-V.p(s,t,x,2) - V,p(s,t, y, 2) dzdx|
R xR

p
A =E| [ 1-V,p(s.t.y.2)|dz| .

p
As=E| [ |-V,p(s,t,%,2)|p(s,t, y, 2) dzdx| .
R x R4 |
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The most difficult term is the first one. We will give some ideas about the
estimation of this term and for the others one can use a similar procedure.
Using the integration-by-parts formula of Malliavin calculus yields

(9 .
ﬁp(sa t,x,2)=Eg (1{¢t4s(z)x}HtJ, s(z))7

where H f s(2) is the random variable,

1) = 3( (75 D00 (2) Hol2)).

Given two subsets o, 7 of {1, ..., d}, define
Q,.={(x,2)eRIxR: ' <2', ico, ' >2', i¢o;
2 <yl jer, 2/ >yl j¢rh
If (x,2) € Q, ., we will write

1%

d
—p(s,t,x,z2)— p(s,t,y, z
poda ),;yk p(s,t,y,2)

= EQ (1{<p§75(z)<xi, ieo, (,pj'vs(z)>xi, i¢0}|HtJ, s(z)|>
k
xEq (1{wi,s(z>>yi,ier, ¢l (2)<yign | H t,s(2)|)
=< EQ (1{zi7xi<fB§')s(z), ico, xi—zi<Bl (2), iéo‘}lHtj, S(z)|)

k
XEQ <l{yi—zi<B}:vs, ier, zi—yi<—Biys, i¢’r}|Ht, S(Z)|>

oo (L=l
i=1 -
<Bq( exp(M, (IH] ()] ) Eq exp(V, (DIHE (2] ).

where B, ;(z) has been defined in (5.4),

M= (- Z B Z B

t—s ico ido
and
1 . .
N, (2)=——( B ()~ B (2)).
(2) F(Z -8 (z))

Integrating on @, ,, summing with respect to the sets o, 7, taking the expec-
tation of the power p and using Hélder’s inequality, we obtain, as in the proof
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of Proposition 10,

| d d p
|_ _
E([;QdXRd Ié)x_]p(s’ t’ x, Z)(?ykp(sa ta Y, Z) dde)

< C(t - 5)% sup [ElH{s(z))4pE)H§ s(z)lﬂ "

It holds that | Htj,s(z)“‘lp < C(t — s)~%27172  and, as a consequence we obtain
A <C(t—s)P. O

Let us show condition (v),,, using the backward Kolmogorov equation.

PROPOSITION 12. Suppose that g satisfies condition (5.1) and the coercivity
condition (H1). Then for all p > 2,

p
sup E( sup y p(s,t, y,x) dx) < 00.

S,y tels, T

PrROOF. Integrating with respect to x all terms in (4.16) and using the
integration-by-parts formula yields

t
[, p(st.yyde =1+ [ [ vdr.2)-V.p(s.r. y.2)dz
t
=1 —/ /d divo(dr, z)p(s,r, y, 2)dz
s ‘R

—1- /tfs (/Rd div g(A, 2)p(s, 7, ¥, 2) dz> M(dr, dA).

Applying Doob’s maximal inequality and Burkholder’s inequality, we obtain
for any t; > s,

p
E( sup | p(s, t, y, x)dx)

tels, 1] 'R

| 4 2 |P/2
< Cp<1+Ei/s /s</Rd divg(A, 2)p(s,r, vy, z)dz) ,u,(d/\)dri )

|
t ) p/2
[ ([, pervaz) ar| ).

scp<1+kE

where

k= sup ! . 1div 00, 2)(e)
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Set ®(¢;) = E( SUD;c(s, 1,1 Jpa (55 1, Y, X) dx)p. We have proved that

®(ty) = Cp(1+ kftl ®(r)dr).

Finally, Gronwall’s lemma allows us to conclude the proof. Notice that we need
to assume that sup,(, 7 E( Jpa P(s, ¢, y, x)dx)” is finite, and this property
follows from Proposition 10. O

6. Equivalence of evolution and weak equations. Suppose that p(s,

t, ¥, x) is the stochastic kernel introduced in Proposition 9. That is, p(s, ¢, ¥, x)

is the marginal probability density Q[¢; ;(x) € dy]/dy of the backward stoch-

astic flow ¢ driven by the vector field —v + ob. By (4.15) we know that

p(s, t, y, x) is the fundamental solution (in the variables x, ¢) of the equation
u(dt, x) = A u(t, x)dt + v(dt, x) - V,u(t, x).

The purpose of this section is to show that the evolution solution to (1.1)
obtained in Theorem 7 is a weak solution to the following stochastic partial
differential equation:

(6.1) du; = A, u(t, x)dt+ v(dt, x) - Vou(t, x)+ F(¢, x, u(t, x))W(dt, x).

Let us first introduce the notion of a weak solution.

DEFINITION 3. Let u = {u(t, x), ¢t € [0, T], x € R?} be an adapted random

field such that E fOT |u(s)||2ds < oo. Suppose that the Gaussian random field
v(t, x) and W(t, x) satisfy conditions (4.1) and (2.1), respectively. We say that
u is a weak solution to (6.1) if for every ¢ € ¢;°(R?) we have

/Rd d(x)u(t, x)dx = /W d(x)uy(x) dx + /Ot /Rd u(t, x)Ad(x) dx
(6.2) - /O t /R L u(s, ©)div[$(x)v(ds, ¥)] dx
+/Ot /Rd u(s, x)W(ds, x)p(x) dx.

Under condition (2.1) the second stochastic integral in (6.2) is well defined.
Moreover, under condition (4.1) the first stochastic integral in (6.2) is also well
defined as

t
/ / u(t, x)div[$(x)v(ds, x)] dx
0 JRd
t
:/ / / u(s, x)[d(x)div g(A, x) + -V (x) - Vg(A, x)]M(ds, dA) dx.
0 /s Jre
THEOREM 13. Assume the velocity field v satisfies the coercivity condition

(H1), and condition (5.15). If u is the evolution solution of (1.4), then it is a
weak solution of (6.1) in the sense of Definition 3.
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PROOF. Assume that u is the evolution solution to (1.4). The evolution
equation (1.4) can be written in the following way using the stochastic semi-

group T ,:

63 ult,x)=Tyquo()+ [ TP a)))M(ds, ),

where F_(u) denotes the random function F(s, y, u(s, y)). We are going to
use the fact that if £ > s, then T, ; satisfies the backward Kolmogorov equa-

tion (4.8). Notice that this equation holds for any function f in L?(R?). Indeed,
using the fact that the kernel p is in ¢€2(R?), we have that -V2T,  f(x) =

-V?Cfp(s, r,y,x)f(y)dy = f dy f(y) - V,%p(s, r,y,x). As a consequence, we
obtain

¢ ¢
u(t, x) = ug(x) + [ VT, quo(x)o(dr, x) + [ AT, guo(x)dr

+/ F(s, x, u(s, x))a(A, x)M(ds, dA)
[0, £]xS
+/[o, » (/st VT, J[Fs(uw)a(A)](x)v(dr, x)) M(ds, d))

[ ([ AT P e ar ) Mds, v,

Fix a test function ¢ in ¢;° (R?). Multiplying the above equation by ¢, inte-
grating with respect to x and using integration by parts yields

(u(t), ) = (ug, $)
_/ /t'V¢(x)Tr,0uo(x)U(dr,x)dx
Rd Jo
_/ /td’(X)Tr,ouO(x)div v(dr,x)dx+/t(A¢’ T, o) dr
R4 J0 o

+/Rd /[0, s d(x)F (s, x,u(s, x))a(r, x)M(ds, dA) dx
_ f / ( /t.qu(x)Tr,S[Fs(u)a(/\)](x)v(dr, x))M(ds, dA)dx
Re J[0, ¢]x S s

- fR /[07 xS ( f t d(x)T, [F(w)a(A)](x)divv(dr, x))
x M(ds,dX)dx

- f[O, t]xS <[:(A¢’ T, [F(w)a(M)]) d”) M(ds, dA),

where (-, -) denotes the scalar product in L?(R?). Now we apply Fubini’s the-
orem and we obtain
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(u(t)9 d’) = (LLO, d))
_ /{Rd /Ot Vé(x)T, ouo(x)v(dr, x)dx

—/ /t &(x)T, ouo(x)divo(dr, x) dx + /t(A¢, T, guo)dr
Rd J0 0

~|—/ / d(x)F(s, x, u(s, x))a(r, x)M(ds, d))dx
Rd J[0, £]x S
- fR V() /0 t < /[0’ s Tral Fa@al) M(ds, dx\)) v(dr, x)dx

- /Rd #(=) /Ot (/[0, xS T, [Fy(w)a(M)](x)M(ds, d)\))
x divo(dr, x)dx

+ fR Ad(x) /0 t ( f[o, s Tral P01 M(ds, d/\)) drdx.
Using (6.3) yields

(u(t), ¢) = (ug, &) + /R /[0 s () F (s, x, u(s, x))a(, x)M(ds, d\) dx
—/t/ Vo (x)u(r, x)v(dr, x)dx
0 JRY
—/t/ d(x)u(r, x)divo(dr, x)dx
0 JRY

~|—/0t /Rd Adp(x)u(r, x)drdx.

which is exactly (6.2). O
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