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1. Introduction. Let x be a random variable and let f(x) be its probability
density function. Suppose that nothing is known about f(z) except that it is
continuous. Let z;, -+, z, be n independent observations on z. The prob-
lem of setting tolerance limits can be formulated as follows: For some given
positive values B < 1 and v < 1 we have to construct two functions L(xy, -+ , Z,)
and M(x,, -+ , ), called tolerance limits, such that the probability that

® [(rmazy,

holds, is equal to 8. This problem has recently been solved by S. S. Wilks' in
a very satisfactory way when nothing is known about f(x) except that it is con-
tinuous. Wilks proposes the following solution: Let z;, - -+ , . be the observed
values of z arranged in order of increasing magnitude. Then L = z, and
M = z,_,,; where r denotes a positive integer. The exact sampling distribution

Zn—r+1
of the statistic f f(t) dt is derived by Wilks and this provides the solution

for the problem of setting tolerance limits. A very important feature of Wilks’
Tn—r+1

solution is the fact that the distribution of f f(t) dt is entirely independent

r
Tn=r+1

of the unknown density function f(x), i.e. the distribution of f f(® dt

is the same for any arbitrary continuous density function f(x).

In this paper we shall give an extension of Wilks’ method to the multivariate
case. Letxy, -+, z, be a set of p random variables with the joint probability
density function f(z:, ---,z,). Suppose that nothing is known about
f(x1, -+, x,) except that it is a continuous function of #;, - -+, z,. A sample
of n independent observations is drawn and the a-th observation on z; is denoted
by ;e 0 =1, ,p;a =1, ---,n). The problem of setting tolerance limits
for z;, -+, z, can be formulated as follows: For some given positive values
B < 1and v < 1 we have to construct p pairs of functions of the observa-
tions Li(xu, -+ , Tpn) and M;@u, *++ , Tpn) (€ = 1, -+ -, p) such that the prob-
ability that '
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1S. S. Wilks, “Determination of sample sizes for setting tolerance limits,”” Annals of
Math. Stat., Vol. 12 (1941).
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holds, is equal to B. The functions L; and M; are called the lower and upper
tolerance limits of z;. A natural extension of Wilks’ procedure would seem to
be the following: Let xi, - - - , Zin be the observations on z; arranged in order
of increasing magnitude and let L;=2zy and M; = 24, (£ =1, -+, p) where.
r; and s; denote some integers. However, this choice of the tolerance limits
does not provide a satisfactory solution of our problem, since the distribution
of (2) is not independent of the unknown density function f(z,, --- , z,). It
will be shown in this paper that by a slight modification of the above procedure
the distribution of (2) becomes entirely independent of the unknown density
function f(z:, ---, 7). In section 2 we will treat the bivariate case and in
section 3 we will extend the results to multivariate distributions.

2. The bivariate case. In this section we deal with the case when p = 2.
Let 1, -+ , 71, be the observations on x; arranged in order of increasing magni-
tude. We may assume that 2y < Zwp. < -+ < &1, since the probability of an
equality sign is equal to zero. We define
(3) L1 = 1y and M1 = Q14 »

where r; and s; denote some positive integers and r; < s < n. Consider only
those sample points (Tia, Z2.) for which Ty, < Z1a < 21, , i.e. consider

the sample pomts @141, T2m41), 5 (T1,4-1, Ze,-1). Denote by
-z iyt xz,,l_l the values Z,r, 41, * * * , Z2,5,~1 arranged in order of increasing
magnitude We define

’ ’
(4) Lz = Tar, and Mz = X2sy

where r; and s, denote some positive integers for which 7, < 8, < 8y — rp — 1.
We will show that the distribution of the statistic

) Q= fL " f:‘ b, &) dt dta,

is entirely independent of the unknown density function f(z, , zz). Denote by
o(z;) the marginal distribution of z; , i.e.

+o0
6) o) = L f(@r, 2) das.

Furthermore denote by ¢(x:, L1 , M;) the conditional distribution of z. calcu-
lated under the condition that L, < 21 < M;. Hence

My
J(@1, 22) da
(7) ¢(x2, Ll ’ Ml) = T LlMl .
[ i J(@1, x2) d21 das

Let y
®) p=] et
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and
©) P= fL W, Ly, My) dt

From (5), (8) and (9) it follows that
(10) Q = PP,

It is obvious that the distribution of P is given by Wilks’ formula. Since Wilks"
derived the distribution only when s; = n — r; + 1, we will briefly give here the
derivation for any integers r; and s; .

Z1y ©
Let [ ' o(t) dt = u and f o(t) dt = v. Then the joint probability density
© Z1sy
function of » and » is given by
(11) (1 — u — v)TTT T du d,

where ¢ is a constant. We obviously have P = 1 — 4 — v. The joint density
function of P and u is given by

12) cu' Pl — w — P)* T dudP,
where u is restricted to the interval [0, 1 — P]. Hence the distribution of P
is given by

1-P
cpr it .£ w1l —u—P)"" du

1—P r—1 n—s
= cP‘l—fl"l(l — P)n—q+r1—lj; (i_*:'lf-j)) (1 _ i—;‘-_P) 1 du

1
= cP"(1 — Py fo ' — )" dT

= c/Pnr-rl—l(l - P)n—u+r1.

Since the integral of the density function of P over the range of P must be
equal to 1, we find that

¢ =Tn+1)/T( — r)I'(n — &1 + 1 + 1).
Hence the probability density function of P i$ given by

) I‘(n + 1) 1—n=leq __ n—sy+ry
13 Op (o) LA O
Since Z2,0,41, * * * , Z2,,,—1 can be considered as s; — r1 — 1 independent observa-
tions on a random variable ¢ the distribution of which is given by ¥(¢, L, , M1) dt,
for any given values L; , M, the conditional distribution of P is given by the
expression we obtain from (13) by substituting r» for r1 , s; for s;and s, — 11 — 1
for n. Hence the conditional distribution of P is given by
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1"(81 - rl) sg—ra—leq _ 81—r1—1—sg+rg
4 T(se — ro)T(s1 — 11 — 82+ 12) P) =P dP.

Since the expression (14) does not involve the quantities L, and M, , P is distri-
buted independently of L; and M;. Hence the joint density function of P
and P is given by the product of (13) and (14), i.e. by

(15) AP (1L - P)"T (P (1L — P)t T gP P,

where A denotes the product of the constant coefficients in (13) and (14). From
(15) it follows that the joint distribution of P and @ = PP is given by

(16) A(l _ P)n-—n +r1Qoz—-rz—-l(P _ Q)q—rl—l—az-i*rz dP dQ.
Since the range of P is the interval [@, 1], the distribution of Q is given by

1
(17) AQoz—rz—lf (1 _ P)n—n+r1(P — Q)’l—fl—l—sz'i-"z dP.
Q
Let R = P — Q. Then we have
1
f (1 _ P)n—-n+r1 (P — Q).l"'l"l-‘«tg-ﬁ" dP
Q

1-Q
(18) = ./; 1-Q - R)”"‘1+'l RNt gp

1

= (1 — Q)n—l—az-i-rz (1 — Q) j‘; (1 _ T)n—-u-l—n T‘l—'fl-l—trhz dr.

From (17) and (18) it follows that the probability density function of Q
is given by

T'(n+1) s2—rg—l,1 __ yn—sztrs
(19) P(Sz - rz)l‘(n — 8+ 12+ 1) Q (1 Q) dQ.

3. The multivariate case. We may assume that no two elements of the matrix
||l G =1,---,p; @« =1,---,n) are equal, since the probability of this
event is equal to 1. For each « let {u(e = 1, ---, n) be the point with the
coordinates T1a, *** , Tpa. LetZu, * -, 21, be the observations on z; arranged
in order of increasing magnitude. Then L, = 1, and M; = z1,, . The quan-
tities L; and M; (¢ = 2, - - -, p) are defined in the following manner: Let S be
the set of all points ¢, for which

L,-<x,-.,<M,- (j=1,"',’l:—1).

Arrange the i-th coordinates of the points in S in order of increasing magnitude.
Then L; is equal to the r.-th element and M is equal to the s;-th element of this
ordered sequence. We will derive the distribution of

M, My
20) G=[ o [, m) o day.
P 1
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Let
+ -+ Mg My

Q'.=.[ ...f f Lo j(xl’...,xp)dxl...dxp
L] —00 L, Ly

(7:*"-'1.-"',77"'1)-

@n

Denote by ¢i(x;, Ly, My, -+ ,Lia, Mi4) @ = 2,---, p) the conditional
probability density function of x; calculated under the condition that
Li<zi<M;G=1-",i—1). Let

Mg
(22) Pg‘ = fL- (0.'(17.‘,[11, Ml, “’,L.'_.l, M.'_l) d:c;.

We obviously have
(23) Qiv1 = QPin G=1,---,p— 1.
We will prove that the probability density function of @; is given by

P(n + 1) 8;—r¢—1 _ n—gitrg . . e
(24) P(Sg‘ — T.’)I‘('n — 8 + T + 1) 1 (1 Q') dQ‘) (z 17 ) p)'
This is certainly true for ¢ = 1, 2. We will assume that it is true for ¢ = j and
we will prove it for ¢ = j + 1. It is easy to see that Q; and P ;i are indepen-
dently distributed and that the probability density function of P;4, is given by

I'(s; — ;)
@25 T — i) T(8; — 15 — 801 + 7j41)
. (Pi+l)¢i+1—fi+1—l(1 — Pi+l)‘i“'i-1—‘i+1+’i+l dp,q.x-

The joint distribution of @; and P;,, is of the same form as the joint distribu-
tion of P and P in section 2. Hence the distribution of @ ;P ;41 can be obtained
from the distribution of @ = PP by substituting r ;1 for r; and s;41 for s;. The
distribution of @ is given in (19). Making the above substitution in formula
(19) we obtain formula (24) for 7 = j + 1. Hence the validity of (24) is proved
fori = 1,2, ---,p. Inparticular, the distribution of Q, is given by

r(n + 1) l,—rp—l — n—c,,+r,
@) eTe s D & = e e,

It is interesting to note that the distribution of @, does not depend on the
integers 71, 81, **,7p1, Sp—1. The construction of the tolerance limits
Li;, M; { = 1, ---, p), as proposed here, is somewhat asymmetric, since it
depends on the order of the variates 2,, -+, z,. In practical applications the
asymmetry of the construction will be very slight, since in most practical cases
the integers r, and s, will be chosen so that (s, — r, — 1)/n will be near to 1.
If, for example, (s, — 7, — 1)/n > .95, the tolerance limits will be affected only
very slightly by a permutation of the variates z,, ---, 2, . However, it would
be desirable to find a construction which is entirely independent of the order of
the variates 1, -+ + , Zp .
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4. Tolerance regions composed of several rectangles. For the sake of sim-
plicity we will consider here the bivariate case. All results obtained in this
section can be extended without any difficulty to the multivariate case.

In section 2 the tolerance region has been a single rectangle in the plane (21 , z2)
determined by the four lines x; = Ly, 21 = M, ;22 = Lyand 22 = M. If the
variates z; and x» are strongly correlated, a tolerance region of rectangle shape
seems to be unfavorable, since it will cover an unnecessarily large area in the
(z1, 2;) plane. ' The situation is illustrated in figure 1 where the scatter of a

xz
R, 3
T 7
- ]
13. ¢ B
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|R hd
i’ . 1
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3
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bivariate sample of size n = 19 is shown. Suppose we choose 11 = 3, 8 = 17;
r2 = 1, s = 13, then the tolerance region T, as defined in section 2, will be the
rectangle determined by the lines 1 = Ly = Zs; @1 = My = i
=L =z, ;and 2 = M, = z215. Now consider the tolerance region 7"
consisting of 3 small rectangles R, , R; and R; defined as follows:

The rectangle R; is determined by the vertical lines through z;,; and z,,7 and
the horizontal lines through the sample points with smallest and largest ordinate,
restricting ourselves to points which have abscissa values in the interior of the
interval [211, 1,7]. Similarly R, is determined by the vertical lines through
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Z1,7 and x1,33 and the horizontal lines through the sample points with largest
and smallest ordinate, restricting ourselves to points with abscissa values in the
interior of [r1,7, %113]. Finally R; is determined by the vertical lines through
7313 and ;.1 and the horizontal lines through the sample points with largest
and smallest ordinate, restricting ourselves to points whose abscissa values lie in
the interior of [21,13, 21.19]. The region 7" consisting of the rectangles Ry, R.
and R; has a much smaller area than the region 7.  As we will see later, the prob-

ability distribution of the statistic f f S(&1, x2)dxy dxe is exactly the same as
TI

that of f f f(@1, x2)dxy dx, . Thus the use of 77 may be preferred to that of 7.
T

We will consider tolerance regions T* of the following general shape: Let
my, -+, my be k positive integers such that 1< m,m;<nandmy —m; >3
where n is the size of the bivariate sample. Let V; be the vertical line in the
(1, 22) plane given by the equation 2; = Z1,m; (# = 1, - - -, k). - The number of
sample points which lie between the vertical lines V; and V4, is obviously equal
to miy1 — m; — 1. Through each point which lies between the vertical lines
V:and Vi, we draw a horizontal line. In this way we obtain m;, — m; — 1
horizontal lines W1, -+, Wi m;4,—m;— Where the line W; ;;, is above the line
Wi ;. Denoteby R;;j (¢ = 1,---,k — 1;j =1, ,myy — m; — 2) the
rectangle determined by the lines V;, Vi, Wi 5, Wi js1. Let T* be a region
composed of s different rectangles R;;. The regions 7 and 7" in the example
illustrated in figure 1 are special cases of the type of regions T* as described
above. For the region T' we have k = 2, m; = 3, my = 17, s = 12, and for the
region 7’ we havek = 4, m; = 1,my = 7,m3 = 13, my = 19and s = 12.

Let @* be given by f f fxy, x2)dxy dx. . We will prove that the probability
1"
density function of @* is given by

P(n + l) *g—1 _ N¥\n—s *
@) L o LG A

Let fi(x2) dx2 be the conditional distribution of z; under the restriction that
Tim; < 21 < Zimgy, - Thus, we have

Flmg+y

S(@1, x2) dmy

(28) filwe) = —ami— '
f f f(:lh s Z2) dxy dr,
—® Z1,mg

Denote by ¢(x;) dz, the marginal distribution of x, , i.e.

+o
o(z1) = L° f(x1, 2) dze
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Let

(29) P = f f"“"“ (@) dny G=1,-,k—1)

and

(30) PI-3 [ i) o Gl k1)
aij

where a;; is the ordinate of the lower corners.and b;; is the ordinate of the upper
corners of the rectangle R;; and the summation is to be taken over all values of j
for which R;;is included in 7*. It is clear that

(31) Q*=P'Pf + -+ + Pi,Pr.

Let y be any random variable which has a continuous probability density func-
tion, say ¥ (y) dy. Furthermore let y1, -+, y» be n independent observations
on y. Let ¢:(y) dy be the conditional density function of y under the condition
that y is restricted to the interval [ym; , Ym;s,]- Let

llm.-+i +1
(32) P=3 [T va)a
LY ”m‘-‘l‘i
where the summation is taken over all pairs 7,  for which R;; is contained in 7*
Let

, Ymity
R=L () dy, and

— Um+i+l
Pi=S [T wwa,

Ymi+i

where the summation is to be taken over all values j for which R;; is contained
in T*. We obviously have

(33) P =P,Pi+ -+ + PiiPi,.

It is easy to verify that (¢) the joint distribution of Py, -+, Pi_ is the same as
the joint distribution of Py , ---, Py ; (ii) the distribution of P; is the same
as that of P¥ (4 = 1, -, k — 1); (iii) the variates P; , - -+ , Pi_; are indepen-
dent of each other and also of Py RN P ; (iv) the variates Py , P,
are independent of each other and also of Pf , Pf .. Hence it follows from
(31) and (33) that the distribution of @* is the same as that of P’. Now we will
derive the distribution of P’. The expression P’ can be written in the following

form:
1

(34) P=3 [ v a,

1=1 Urg
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where ry, 81, -+, 71, 8 are some positive integers for which1 < < s <1 <
< < <s;<n. Let

-1 Ys; Ysyuytsg=r;
= [Tvwwa+ | V) dy
1= T v’l—l
(35) =2 Ysag Yspqta;=r;
=3 [Mvaar+ [ V) dy.
=l Sy Yri—y

For any fixed value y,,_, denote by ¢1(y) the conditional probability density of y
under the restriction that y < y,,_, and by ¢»(y) the conditional distribution of y
under the restriction that ¥y > y,,_, . Let

Ysp—y ors
P = L Y(y) dy P, = Ef vi(y) dy;

T==] Vr‘

Ysy Yeyytsy=r;
Po=["pdy and Pi= [ (o) oy.
Yr, y"l'—l
Then it follows from (34) and (35) that
P'= PP+ (1 — P)P,,
P’ = PP, + (1 — P)P;.

(36)

For caleulating the distributions of P, and P; we may consider the variates
Yoo+l *°* 5 Yn a8 0 — $;_; independent observations drawn from a population
which has the distribution ¥»(y) dy. Hence, the distribution of P, can be de-
rived from (13) and it is easy to verify that the distribution of Pj; is the same as
that of P,. It is clear that P, is independent of P and P, . Similarly P; is
independent of P and P,. Hence, hecause of (36) the distribution of P’ must
be the same as that of P”.

In the same way we find that the distribution of P’ is the same as the distribu-
tion of

fy'l-2+sl-l+'l—rl—rl-l

-3 Ys; :
P =3 [ ) dy + V@) dy

Yri—

Thus, by induction we see that the distribution of P’ is the same as the distribu-
Yr, +s 1

tion of the statistic P; = f ' Y (y) dy where s = > (si — ;). From (13)
Yry 1=1

it follows that the distribution of Py is given by

T(n + 1) - .
ONCETE S A Py)"™* dP,.

Hence, we have proved that the distribution of @* is given by (27).
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6. Summary of the results and numerical illustrations. I shall give here a
summary of the results obtained and a few illustrative examples. The multi-
variate case being a straightforward extension of the bivariate case, 1 shall
discuss merely the latter. Consider a pair of random variables x and . Denote
by f(x, y)dx dy the joint probability density function of x and y and suppose
that nothing is known about f(z, y) except that it is continuous. A sample of
n pairs of independent observations (1, 1), - ** , (Tx , ¥») is drawn from this bi-
variate population. The sample can be represented by n points py, « -, Pa
in the plane (z, y), p; being the point with the coordinates ;and y; . In section 2
we have dealt with the problem of finding a rectangle T in the plane (z, y),
‘called tolerance region, such that we can state with high probability, say with
probability .98 or .99, that the proportion @ of the bivariate universe included
in the rectangle T is not less than a given number b, say not less than .98 or .99.
The rectangle T is constructed as follows: Suppose that the points p1, - -+ , Da
are arranged in order of increasing magnitude of their abscissa values, i.e.
7 < <+ < x,. Wedraw a vertical line V,, through the point p,, and a
vertical line V,, through p, where r; and s; are positive integers such that
1<7r,rn<s —3ands <n Weconsider the set S consisting of the points
Dry41, ** . Dsy—1 Which lie between the vertical lines V,, and V,,. We draw a
horizontal line H,, through the point of S which has the ry-th smallest ordinate
in 8. Finally a horizontal line H,, is drawn through the point of S which has

_the s;-th smallest ordinate in 8. The values r; and s; are positive integers for
which r, < sz. The tolerance region 7 is the rectangle determined by the lines
Ve, Vo, H,, and H,,. The probability p that at least the porportion
b(0 < b < 1) of the universe is included in 7' is given by

_ 1 P(n + ]-) 8g—7~1 — n—sgz+ry
(37) p= j; F(Sz - rg)I‘(n‘— 8 + 12 + 1) Q (1 Q) dp.

It is known that if a random variable »(0 < » < 1) has the distribution

T+ d) o a—1
TOT@) o (1 — v)* dy,

and 2c and 2d are positive integers, then g—s ! ; Y has the F-distribution (analysis

of variance distribution) with 2d and 2c degrees of freedom. Thus,
2(82 - 7‘2) 1 - Q
=F

(39) 2(n — 8+ 1+ 1) Q
has the F-distribution with 2(n — s; + 72 4 1) and 2(s; — r2) degrees of free-
dom. From (37) it follows that p is equal to the probability that

2(32 -_ 7'2) 1 — b

<

F_2(n—32+7‘2+1) b
where F has the analysis of variance distribution with 2(n — s 4+ r. + 1) and
2(s; — r3) degrees of freedom. For the case 7y = 1,8 = n, 7 = 1 and s; =
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n — 2, the following table gives the value of the sample size n which is necessary
for having the probability p that at least the proportion b of the universe is
included in the tolerance rectangle 7.

b= 97 b= .975 b= .98 b= .98 b=.99
p=.99 332 398 499 668 1001
p = 95 256 309 385 515 771

Thus, if we want the probability to be .99 that the tolerance region will include
at least 98 per cent of the universe, the sample size must be 499.

In section 4 tolerance regions are considered which are composed of several
rectangles. Such a tolerance region may be more favorable than a single rec-
tangle if z and y are highly correlated. As an illustration we consider tolerance
regions T* constructed as follows: Suppose that # is divisible by 4 and the sample
points p1 , ... , Ps are arranged in order of increasing magnitude of their abscissa
values. We draw the vertical lines Vy, V;, V,, V3 and V, through the points
D1y Pust» Dujz» Pans a0d D, . Let R;(2 = 1, 2, 3, 4) be the rectangle determined
by the vertical lines V;_; and V; and the horizontal lines H; and H; where H;
and H; are defined as follows: consider only the points which lie between the
two vertical lines V,;_; and V; (points on the vertical lines are exctuded). From
these select the point with the smallest and the point with the largest ordinate.
The lines H; and H; are the horizontal lines which go through these two points
respectively. The tolerance region 7™* is composed of the four rectangles R, ,
R;, Rzand R;. The number of rectangles R;; (defined in section 4) included in
T*isequal tos = n — 9. Thus, according to the results of section 4 the prob-
ability distribution of the proportion @* of the universe included in the region
T* is given by

I'(n + 1)
T'(n — 9)I'(10)

Numerical calculations show that for » = 1000 the probability is .99 that at least
98.1 per cent of the universe will be included in the tolerance region T*.

@) (1 — Q¥ d@*.



