NOTES
Thas section s devoted to brief research and expository articles and other short items.
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EXTENSION OF A THEOREM OF BLACKWELL!

By E. W. BARANKIN
University of California, Berkeley

1. Introduction. In [1] (§1) the author has announced, as bearing on the
results there, that Blackwell’s method [2] of uniformly improving the variance
of an unbiased estimate by taking the conditional expectation with respect to a
sufficient statistic, is in fact similarly effective on every absolute central moment
of order s 2 1. Our purpose here is to establish this. In addition, the equality
condition (null improvement of the moment) is presented in terms of a primitive
property of the estimate. The asserted uniform diminution of the s-th moments
for a family W of distributions is, as in the case s = 2, a twice removed con-
sequence of the fundamental fact for a single distribution that the absolute s-th
power of the conditional expectation of a measurable function is almost every-
where (a.e.) not greater than the conditional expectation of the absolute s-th
power of the function. This is the substance of the theorem below. The second
corollary then states the result for unbiased estimates.

2. Preliminaries. Let @ be a space of points z; §, a o-field of subsets of Q;
and p, a probablhty measure on {. Let ¢ be a functlon on £ onto a space I' of
pomts 7; T' a o-field of subsets of T'; and ﬁl—a sub-¢-field of F—the inverse of
T under t. A set in T will be denoted by AT, where A is its inverse under 1.
Let v denote the measure on T defined by v(4T ) u(A).

If f is a real-valued,’ T-measurable, p-integrable function on @, we denote by
E(f| -) the conditional expectation of f with respect to ¢. Corresponding to any
particular function A on T (as, for example, E(f| -)) we define the function
h* on Q by

h*(z) = h(r), tz) =

The qualification “essentially” prefixing a statement will mean that with the
possible exception of a set of points of measure 0, that statement holds true.

The following two simple lemmas enable us to present the conditions for
equality, in the results below, in terms of the elementary characteristics of the
function f.

! This note was prepared under O. N. R. contract.
? With no changes in this note, and only minor changes in [1], the results we have set
forth concerning unbiased estimation pertain as well to complex-valued functions.
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ON THEOREM OF BLACKWELL 281

LeMMA 1. A necessary and sufficient condition that sgn f(z) = sgn E*(f| z)
a.e. (u) is that sgn f be essentially a function of t.
The necessity of the condition is clear. To prove sufficiency, let f* be a function
on Q which is a.e. equal to f, and such that sgn f’ is an (unqualified) function of &.
Now if sgn f'(x) = sgn E*(f | ) does not hold a.e. (u), then there is a T-set, 4,
of positive measure, such that, for example, for z € 4, f’(x) > 0 while B*(f | z) =
0. We then have the contradiction

0 <j;f’dn=Lfdp=j;E*(f|')dn§0.

LEMMA 2. A necessary and sufficient condstion that f(z) = E*(f|z) ae. (»)
18 that f be essentially a function of i.
Again the necessity is obvious. To show sufficiency, let f/ be a function on @
which is a.e. equal to f, and is an (unqualified) function of {. Define h on T' by

h(r) = f'(®), Uz) = .

Then h* = f’, and we have
— ’ —
[ran=[ra=[ he 4acz
But this implies that A(r) = E(f| r) a.e. (»), and therefore f(z) = E*(f|z)

a.e. (1), as was to be shown.

3. Results. For a proof of the Hélder inequality that weuse in establishing the
following theorem, we refer the reader to [3] (p. 233).
THEOREM.? Let 8 = 1. Then for almost all (u)z,

@) [E*(fl2) | = B*( S| z)
Equality holds a.e.

(i) for s = 1, if and only if sgn f is essentially a function of i;
(i) for s > 1, if and only if f is essentially a function of t.
Proor: Consider first the case s = 1. Let

S ={zeQ| B¥f]|z) > 0},

S'=g-8.
Then, for any 4 ¢ T, .

[1B 1) du= [ BG1)au = [ B¢ au

= [gan— [ gaus [151de = [ B¥511) an

3 The proof we present here was suggested by the referee, and is much shorter than
our own.

4 For s = 1 this inequality was used by Doob in “Regularity properties of certain families
of chance variables’, Trans. Amer. Math. Soc., Vol. 47 (1940), pp. 455-486 (Theorem 0.2).
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Since 4 is arbitrary, we have the result (1) with s = 1. It is clear that the equality
sign holds a.e. (1) if and only if, except possibly for a set of measure 0, f is positive
on S and non-positive on §’; that is, if and only if sgn f(z) = sgn E*(f| z) a.e.
(1). Applying Lemma 1, we have the equality condition as stated in the theorem.

Now let s > 1. To establish (1) it will suffice, by virtue of what has already
been proved for s = 1, to consider f = 0 a.e. (x). We may then argue as follows.
Unless (1) holds a.e., there is a T-set, R, of positive measure, and numbers
a >!b = 0 such that for z ¢ R,

E*f| )] 2 q

and
E*(f'|z) < b.
But then, with an application of the Holder inequality we meet a contradiction.
For,
xR < {f B*(f] -) dﬂ} - {Lfdn}
< [ 5 aw W = [ BG ) du - W®
R R
< bR,

which contradicts @ > b. Thus, (1) is proved in general.

If f(z) = E*(f| z) a.e. (u), it is readily proved by a direct argument that then
squality holds in (1) a.e. (k). Conversely, suppose equality in (1) holds a.e.
Then we have, in fact, a.e.,

@) |E*(f| ) | = E*(| f| 2),

and

6)) E*(fll o) = E*(| f|'| 2).

For brevity, denote the function E*(| f|| -) by v. Since f vanishes at almost all
points where v vanishes, we may write | f | = w-v, where

1, ‘ 1)(17) = 0,
|f@) |/v@), o) > 0.

(If v vanishes almost everywhere, we are through.) For any T-measurable,
real-valued function, », on ©, we have

w(r) = {

4) fnu-vdy=j;u-v-wdp,
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when either of these integrals exists (cf. [4], p. 50, eq. (15)). Similarly, ana
taking account of the equality assumption (3) we have

6)) fnu-v’du=fu-v"w'du.
Q
In particular, consider the two functions

wm(z) = {l/v(x); v(z) > 0,

0, v(x) = 0,
and
_JY/b@F, @ >0,
(@) = {o, 2(z) = 0.
If

So = {z Q] v(x) > 0},

it is seen that u, taken in conjunction with (4), and u, taken in conjunction with
(5), bring out

Lowdﬂ= fSowsd#=M(So)-

From this it follows (e.g., by the equality condition attending the Holder in-
equality) that w(z) = 1 a.e. in So. Hence | f(z) | = v(z) a.e. in Q. Therefore,
by (2), |f() | = | E*(f| z) | a.e. But (2) also implies, as already shown, sgn f(z) =
sgn E*(f|x) a.e. Thus, finally, we have f(z) = E*(f|z) a.e. Now apply
Lemma 2, and the proof of the theorem is complete.

CoroLrARY 1. Let s > 1, and let go denole the expectation of f. Then

© [1BGI) —ards [17= o du

Equality holds

Q) for s = 1, if and only of sgn [f — gd] s essentially a function of t;

(1) for s > 1, if and only if f is essentially a function of t.

This result expresses the domination over the s-th absolute central moment
of the conditional expectation of f by the corresponding moment of f itself. It
follows almost. immediately from the theorem when we write (6) in the form

@) [ 1B G =i Fdws [ BT = g0l | ) dw

Thus, from the theorem we know that the integrand of the left-hand side of (7)
is a.e. < the integrand on the right. Hence (7) holds. Equality in (7) holds then
if and only if the integrands are a.e. equal. The theorem therefore directly
provides the equality conditions as stated.

Let W = {us, 0 ¢ ©} be a family of probability measures on §; and ¢, a sufficient
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statistic for W (ef. [5], p. 232, §5). Let f be an unbiased estimate of the function
¢ on ©. For each us ¢ W, the conditional expectation, Eo(f | -), of f with respect
to t is defined. Since conditional expectations are fully determined by conditional
probabilities (although, in general, not as usual integrals. Cf. [4], pp. 48, 49;
also [5], p. 230) it follows from the sufficiency of ¢ that there exists a functiom
E(f| -), on T, with Es(f| ) = E(f| 7) a.e. (vo) for each 0 ¢® - E*(f]| -) is again
an unbiased estimate of g, and we have

COROLLARY 2. Let t be a sufficient statistic for the family W = {us, 0 ¢0};
and f, an unbiased estimate of g. For s = 1, and each 0 ¢ 9,

[1BG1) = 6@ dues [ 1f =90 1 due.
Q a

Equality holds
(i) for s = 1, if and only if sgn [f — g(0)] is essentially (us) a function of t;
(ii) for 8 > 1, if and only if f is essentially (po) @ function of 1.
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NOTE ON CONSISTENT ESTIMATES OF THE LINEAR STRUCTURAL
RELATION BETWEEN TWO VARIABLES!

By Evrizaserr L. Scorr
University of California, Berkeley

1. Intreduction. The purpose of this note is to present another case in which
the structural linear relation between two observable random variables may be
consistently estimated. Of the recent papers on this subject I wish to mention the
paper by Wald [1], which contains a history of the work done on the problem,
and the more recent paper by Housner and Brennan [2]. Also relevant is the
important result due to Reiersgl [3], [4].

2. Statement of problem. Assume that the two observable random variables
z and y have the structure

! Paper prepared with partial support of the Office of Naval Research.
The results summarized were presented in a discussion held at the Cleveland Meeting
of the Institute of Mathematical Statistics, December, 1948.



