NOTES

APPROXIMATION METHODS WHICH CONVERGE WITH
PROBABILITY ONE! ?

By Juruius R. Buom

Unaversity of California, Berkeley
1. Introducticn and Summary. Let H(y|z) be a family of distribution functions

depending upon a real parameter x, and let M (z) = [ y dH (y | z) be the cor-

responding regression function. It is assumed M (z) is unknown to the experi-
menter, who is, however, allowed to take observations on H(y | z) for any
value z.

Robbins and Monro [1] give a method for defining successively a sequence
{x.} such that ., converges to 6 in probability, where 6 is a root of the equation
M(x) = « and « is a given number. Wolfowitz [2] generalizes these results, and
Kiefer and Wolfowitz [3], solve a similar problem in the case when M (x) has a
maximum at z = 6.

Using a lemma due to Logve [4], we show that in both cases z. converges to
6 with probability one, under weaker conditions than those imposed in [2] and
[3]. Further we solve a similar problem in the case when M (z) is the median
of H(y | ).

2. Approximation of the root of a regression equation. Let M (x) be the re-
gression function corresponding to the family H(y | «). Assume M (z) is a Lebes-
gue-measurable function satisfying:

A. | M@)| £c+d|z], ¢, d =2.0;

B. [ - M@ray|) s 0 <

C. M(x) < aforz < 6, M(z) > aforz > 6;

D. inf |M(x) — a| > 0 for every pair of numbers (5;, 82)
81|20 <82

with 0 < 8; < 8 < .
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1 This paper was prepared with the support of the Officc of Ordnance Research, U. 8.
Army under Contract DA-04-200-ORD-171.

2 Kiefer and Wolfowitz had proved the main result of this paper in the Robbins-Monro
case with bounded random variables. Their shorter proof for this case proceeds from the
fact that a subsequence of {x,} converges to 6 with probability one, and that P{lim inf
2z, <¢c<d<limsupz,} >0foro <c<dore <d < 0, yields an estimate of Za.d,
(see équation (9) of [J. Wolfowitz, Ann. Math. Stat., Vol. 23 (1952), pp. 457-461]) which
implies its divergence. This is a contradiction which proves the desired result.
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Let {a.} be a sequence of positive numbers such that
(2.1) (a) Z;an =, (b) 2 dh< .
n= n=1

Let z; be an arbitrary number.-Define a sequence of random variables re-
cursively by

(2.2) Tas1 = Tn + Gn(a — Ya)

where y, is a random variable distributed according to H(y | z.). We use through-
out a special case of Lemma 5.2 in [4]. We state it here as

LemMA 1. Let {v,} be a sequence of random variables such thai S 2By < .
Then D ji[v; — E@;j| v, -+, vj-1)] converges to a random variable with prob-
ability one.

LemMA 2. If B and (2.1b) hold, then the sequence {Xn41 — D i ajle — M(z)]}
converges to a random variable with probability one.

Proor. If we let v; = ajly; — M(z;)] then E{v}} = a}E{(y; — M(z))"} <
a%s’. Hence Y oy E{v%} < o, by (2.1b), and Lemma 1 applies. Next we show

(2.3) E{ys — M(@.) |y1 — M(@1), -+, Yo — M(zaa)} = 0.

To see this we note that given z; (a constant) we are given M (z,). But given
y1 — M (x;) and M (z;) we are given 2, , etc. But since E{y, — M(z.) | 2.} = 0,
(2.3) follows. Thus we obtain that

n

(2.4) > a;(y; — M(x;)) converges with probability one.

jeml
But this is clearly equivalent with the statement of the lemma, since Z.41 =
x + ZLI ajle — yj).
Lemma 3. If A, B, C, and (2.1b) hold, then x. converges with probability one.
Proor. To begin with we establish

(2.5) P{limz, = + w} + P{lim z, = —w} = 0.

For suppose {z,} is a sample sequence with lim,.,2, = -+ .Then we have
z, < 0 for only finitely many n. Hence for n sufficiently large we have
an(a — M(z,)) < 0 from C. But then lim,.,, [Zr41 — doriaile — M(z)] =
+ o . But this can only happen with probability zero, from Lemma 2, establish-
ing (2.5). Now suppose the conclusion of the lemma is false. Then by virtue of
Lemma 2 and (2.5) there exists a set of sample sequences of positive probability
with the following properties:

26) r(a,) Tnpr — 2 a;(a — M(x;)) converges to a finite number.
. 1=1

(b) lim inf z, < lim sup z,

for every sample sequence in the set. Let {z.} be such a sequence and assume
lim sup z, > 6. (A similar argument handles the situation lim sup z, = 6.)
Then we may choose numbers a and b satisfying
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2.7 a >0, lim inf 2, < ¢ < b < lim sup .

Since lim,.,, @, = 0 from (2.1b) and because of (2.6) we may choose N so large
that N £ n < m implies

1, b—a
@) a, = mm{ }
3d’ 3 dle
©8) m_1[|a|+0+ [6]]
®) 2w — 20 — 2 ajla — M(x;) | <>
I=n
Now choose m and n such that
(a) N=<n<m
(29) {M) ZTn < @G  ZTm>Db
(c) n < j < mimpliesa < z; < b.

This can clearly be done. Then we obtain

010) @~z 5 CZ D 4 F 0y — M) 5 L2

j=n

+ an(e — M(xn))

since forn < j < m, (2.9) and C imply aj(e — M(z,)) < 0.If 6 < x, , we obtain
(2.11) Tm — Zn = (b — a)/3
which is a contradiction to (2.9). Suppose then that § = z,. Applying A we
have

|M@a) | Sc+d|aa| Sc+d|o|+d|0— 2|

(2.12) .
Sc+d|o]|+ dxm — za).

Hence by applying (2.10) we have
213) zn—2, S O —a)/3+ail|lal+cH+d|o]|]+ adlen — ).

Thus %, — z, < 2(b — a)/3(1 — a,d) = b — a by (2.8). But this is again a
contradiction to (2.9), proving the lemma.
Tueorem 1. If conditions A through (2.1b) hold, then x. converges to 6 with

probability one.
ProoF. Suppose P{lim, z, = z} = 1, as guaranteed by Lemma 3, and suppose

further

(2.14) : P{z # 6} > 0.
Then we may choose ¢ and e; with, say, § < ¢ < e < « such that
(2.15) Ple < z < &} > 0.

(Otherwise we may choose ¢ and e with — o < ¢ < e < 6). Then for every
sample sequence {z,} for which lim, z, = z, with ¢ < < ¢, we have

(42.16) a =17 = e
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for all n sufficiently lérge so that the set of sample sequences {z.} satisfying
(2.16) has positive probability. But from Lemma 2 and Lemma 3, we have for
almost all such sequences that

n

(2.17) 2 aile —*M(z;)) converges.

=1
But this is contradicted by D and (2.1a), proving the theorem.

3. Approximation of the maximum of a regression function. Let M (z) again
be a measurable regression function satisfying B and also

E. M(z) is strictly increasing for x < 6, and strictly decreasing for z > 9.

F. There exist positive numbers p and R such that |2’ — 2” | < p implies
| M) — M(z")| < R.

G. For every 8§ > 0 there exists a positive number «(8) such that |z — 6] > &
implies

inf | Mz +¢ — Mz — ¢ |

8/2>€¢>0 €

> x(3).

Let {a.} and {c.} be sequences of positive numbers satisfying
H. (i) cp — 0; (i) Dope1an = o0 (i) Doy (an/ca)? < .
We define a recursive scheme as follows. Let 2; be an arbitrary number. Define

Tp41 = Tn + (an/ Cn) (yZn - y2n-~l)

where %2, and ¥.,—; are independent random variables distributed according to
H(y | x» + c.) and H(y | . — ¢.) respectively. Then we have

TueorEM 2. If conditions B and E through H hold, then P{lim z, = 6} = 1.

The proof of the theorem will be omitted here. It consists in repeating the
proofs of Lemma 2, Lemma 3, and Theorem 1, with obvious modifications.

We note that conditions B and E through H represent a weakening of the
conditions imposed in [3], since conditions (2.5) and (2.8) of that paper are not
used here.

4, Estimation of the value at which a conditional median vanishes.

Suppose H(y | ) is a family of distribution functions such that, for a given
number o, H(a | z) is a measurable function of z. Assume M () is the (not neces-
sarily unique) median of H(y | ). We assume the following conditions on M (z)
and H(a | z):

(4.1) " M(z) < aforz < 0, M(x) > aforz > 0.

By this we mean that if z is less than 6, then every median of H(y | z) is less than
a, and similarly if z is greater than 6.

(4.2) inf  |Ha|z) =3 > 0

815|2—0] <82

for every pair of numbers (: , &) with 0 < 8, < & < «. Let {an} be a sequence
of positive numbers such that
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4.3) Zan = o, Zazn < o,
n=l n=1

Define a recursive approximation scheme as follows. Let x; be arbitrary and define

4.4) Thy1 = Tn + An?n

where z, = +1ify, < eaand 2, = —11if ¥, > @, and y, is a random variable
distributed according to H(y | z,). Then, by applying Theorem 1 with & = 0
and y, = —z,, we obtain

TuroreM 3. If conditions (4.1), (4.2), and (4.3) hold, then P{lim z, = 0} =

I should like to thank Mr. Lucien LeCam for many helpful discussions con-
cerning this problem. I should also like to thank the referee for pointing out that
the condition of uniform boundedness of M (z) in Sectlon 2 could be replaced by.
the present condition (2.1).
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A NOTE ON THE ROBBINS-MONRO STOCHASTIC APPROXIMATION
METHOD!

By GopriNaTH KALLIANPUR
Institute for Advanced Study and University of California, Berkeley®

Introduction. The almost certain convergence of the RM process and related
stochastic approximation procedures is proved by Blum [1] in a paper appearing
elsewhere in this issue. In the present note we consider the method originally
proposed by Robbins and Monro [2] with a further restriction on the constants
@, . Our aim is to obtain, by elementary methods, an estimate of the order of
magnitude of b, = E (x, — 60)°. This estimate is sharp enough to enable us to
prove strong convergence for certain types of sequences a, . The method adopted
in [1], while being more general, does not yield information about the behavior
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