AN EXAMPLE OF WIDE DISCREPANCY BETWEEN FIDUCIAL AND
CONFIDENCE INTERVALS
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1. Introduction. Fisher [1], [2] has emphasized that when he chooses a set in
the parameter space on the basis of certain observations and attributes to it a
certain fiducial probability «, he does not intend that, for fixed values of the
parameter the probability that this random set contains the parameter point
should be a. Examples of this distinction for the Behrens-Fisher problem have
been given by Fisher [1], [2] and Neyman [3], [4]. In these cases the numerical
differences are not extremely large. In order to bring out more clearly the con-
trast between fiducial probability and confidence sets I shall give, for each
« and ein the interval (0, 1), an example where a fiducial interval for a parameter
with fiducial probability equal to « has probability less than e of covering the
true parameter for a large range of parameter values. This means that although
a large fiducial probability is claimed, it is practically certain that the interval
will not cover the true parameter value. Of course this cannot happen when the
fiducial sets are obtained by Pitman’s methods [6], [7].

2. The example. Let X, - - - , X, be independently normally distributed real
random variables with unknown means & , - - - , & and variance 1. Suppose we
are interested in fiducial or confidence sets for D & of the form

F(Xy, -0, Xa), »].

We consider the one-sided case only in order to avoid irrelevant computational
details. The fiducial distribution of &, ---, & is that they are independently
normally distributed with means X;, ---, X, and variance 1 (see Fisher [1],
p. 132, where the case n = 2 is given, but see also Tukey [5] for a different fiducial
distribution). Thus the fiducial distribution of Z{' £ is a non-central x° dis-
tribution with n degrees of freedom and non-centrality parameter > X:. On
the basis of this we determine a fiducial interval

(1) [q)a,n(z XE), oo)

with fiducial probability « for the unknown parameter > & . Here ®,,.(> X}
is the value which will be exceeded with probability o by a non-central x* variate
with n degrees of freedom and non-centrality parameter > X} . But this non-
central x° distribution is, for large n, approximately a normal distribution with
meann -+ Z X2 and variance 2n + 4 X3, the approximation being uniform
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in > Xi. Thus for sufficiently large n

(2) B XD >+ X X —taVo+42 X2,
for all values of > X? where ¢, is a fixed number independent of n satisfying
(3) te > ta
where
(4) 1 —a=—1—__fwe_}“2 du.
V2r Jta

Thus for fixed &, -- -, &, the probability that the fiducial interval will cover
the true value of > & is

Pepoog, {20 8 2 ®0n(X X7) }
(5) <SPyl 82+ X -t Vot i X3}
=Py {2 Xi 2 D E —n+taVo+42 X3

for sufficiently large n. Now let n — « with

1
(6) lim — le £ =0.

n->00

From Chebyshev’s inequality it follows that, for any ¢ > 0, we have, for suffi-
ciently large =,

(7) P{2n + 43 Xi> e’} < e
Thus
P (XIS B —n+taVon+4y X2}
SPhon {2XXis 2 E 4+

Again applying Chebyshev’s inequality, or the limiting distribution of Y X3 .
it follows from (6) and (8) that

(9) lim Py, ..., {Z Ez = P, (Z: Xi)} = 0.

(8)

Let us compare these results with the natural confidence sets. Since ), X7
has a non-central x° distribution with n degrees of freedom and non-centrality
parameter . £, the confidence sets of the desired form are

(10) [#1%an (22 X3), ),
or, approximately for large n,

(11) XY Bt n+taVoU+ 43, &
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(which must be inverted to obtain an explicit lower confidence bound for D £3)
as compared with the fiducial interval

(12) [®an (22 X3), =)
which is approximately, for large n
(13) TE2YXi4n—t.Vo+tiy X2,

However a different argument leads to a more reasonable fiducial distribution.
Because of the rotational symmetry of the problem, it seems reasonable to base
our procedure only on Z = Y X7, ignoring the individual observations. Then
the fiducial argument leads to the intervals basedon (10), i.e. confidence intervals.

At first I intended to write this paper without extended comments, letting the
example speak for itself. However some remarks of the editor and referees and
the fact that I have since read the discussion of fiducial inference in Chapter 6
of Quenouille [8] lead me to believe that some discussion may be useful. Two
questions may be asked in connection with the above example. Is the argument
used a fiducial argument as this is understood by the advocates of fiducial infer-
ence, and is the resulting fiducial distribution of ) ¢; absurd? The fiducial argu-
ment has two parts. First the joint fiducial distribution of % . . . £, is given on
the authority of [1]. Then the distribution of D £ is calculated from this joint
distribuvion, the joint fiducial distribution being treated as an ordinary probabil-
ity distribution. The first step seems to be in agreement with the practice of the
advocates of fiducial inference. For example, Quenouille on p. 139 of [8] argues
against the different fiducial distribution given by Tukey [5]. Anyone who argues
that the second step is not justified seems to be saying that fiducial distributions
cannot be treated as ordinary probability distributions. In [8] on pp. 114-119,
Quenouille imposes restrictions on the way some fiducial distributions can be
used, but (at least to me) it is not clear whether these restrictions are meant to
apply to cases as simple as the one discussed in this paper, nor is it clear whether
my derivation meets his requirements if they are applicable to the present case.

Finally it may be contended that the fiducial interval (1) is the correct one
and should be used. Because of the conflict with the argument immediately
below (13), I do not think many people will take this attitude. Apart from this,
there is an important question of principle here. If » is large and ZEE is small
compared with n? (which is commonly the case if the £; are coordinates of a high
order interaction), then the probability that the fiducial interval (1) will cover
the true value of Y £ has been shown to be small if « is moderate. This has the
practical interpretation that, when the fiducial interval (1) is applied in such
situations, it will not cover the true value in the vast majority of cases that
actually arise. For this reason I cannot understand the contenticn that the
probability of covering a fixed parameter point is irrelevant to inferences of this

type.



880 CHARLES STEIN

REFERENCES

[1] RoNaLD A. FiSHER, Statistical Methods and Scientific Inference, Oliver and Boyd, Edin-
burgh, 1956.

[2] RoNaLp A. FrsHER, “On a point raised by M. S. Bartlett on fiducial probability,” Ann.
Eugen., Vol. 7(1937), pp. 370-375.

[3] JErzY NEYMAN, “Fiducial argument and the theory of confidence intervals,’’ Biometrika,
Vol. 32 (1941-42), pp. 128-150.

[4] JErzy NEYMAN, Lectures and Conferences on Mathematical Statistics and Probability,
Graduate School, U.S. Dept. Agric., Washington, Second Edition, 1952.

[5) J. W. Tukey, ‘‘Some examples with fiducial relevance,” Ann. Math. Stat., Vol. 28 (1957),
pp. 687-695.

[6] E.J. G. PrtmaN, ‘“The estimation of the location and scale parameters of a continuous
population of any given form,”” Biometrika, Vol. 30 (1939) pp. 391-421.

[7] E. J. G. PrtmaN, “Statistics and science,” J. Amer. Stat. Assn., Vol. 52 (1957), pp. 322—
330.

[8] M. H. QuENovILLE, The Fundamentals of Statistical Reasoning, Charles Griffin and
Co., Ltd., London, 1958.



