ON A RESULT BY M. ROSENBLATT CONCERNING THE
VON MISES-SMIRNOV TEST

By M. Fisz
University of Warsaw

1. Summary. Rosenblatt’s derivation [3] of the limiting distribution of the
statistic (1) below contains an incorrect step.! A simple argument is presented
that corrects Rosenblatt’s proof, so that his conclusion is shown to be valid.

2. Rosenblatt’s result. Let z;, (k = 1, --- ,n) and y; ( = 1, -- -, m) be two
independent random samples from two populations with the same continuous
distribution function F(¢). Let S;(¢) and S:(¢) denote the corresponding em-
pirical distribution functions. Lehmann [2] has suggested

W Omn/tn+m) [ 1:0) = SOF dmSi(6) + mS:(0)/ (n + m)]

as a test statistic for the two sample problem. Rosenblatt [3] has proved that
the statistic (1) has the same limiting distribution, when n — ©, m — «,
m/n — N > 0, as the von Mises-Smirnov statistic (Smirnov [4]),

n [ : 1S(1) — F()T dF(2).

An essential role in Rosenblatt’s proof is played by the equality

(nm/(n + m))_fo1 [S:(8) — Se(8)F dl(nSi(t) + mSe(2))/(n 4 m) —1]
) — (nm/(n + m>>{ [ 150 - at disico) — 0

+ fo ' [S1(¢) — )" dlS:(2) — tl} ,

where the non-restrictive assumption has been made that F(¢) is the uniform
distribution function on [0, 1]. Now simple calculations show that (2) does not
hold. Set

3) A= f 1S.(6) — Su(8)F dL(nSe(t) + mSa(8))/(n + m)],
(4) B= f [:() — So(t) P dk,

(5) €= f [So(8) — oI dISi() — 1] + f 18:() — 8 dlSa(t) — .

Received April 17, 1959; revised February 18, 1960.
1 This has been noted in a paper by J. Kiefer [1], which appeared after the present note
was submitted.
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428 M. FISZ
Let us assume that S;(¢) and S,(t) are continuous from the right. We have
then (with probability 1, since Pr (z;, # ax, # y;, = Yios bry ko =1, -+,
N, Ji, Jo=1,--- y my ky ZE kyy g1 7)) = 1) that,

A = 1/ + {3 1/ = 20k/m)Site) + i)

®) - ]
5 G = 206/m)sw) + S,

¢ = (1/n) ; [Sa(z) — @l + (1/m) i [Su(y;) — yl
_ fo £ di —ké[ [(k/n) — O di — fl (1—0)d

V1 m—1 ayi.1 1
— | £dt — Zf ’ ((G/m) — " dt —f (1 —¢t)dt
0 j=1Yy; Ym

(7) ) .
= (1/m) 23 83w + (1/m) 3 iy — 3

+ <1/n)“’,i 2k — 1 — 2n8(zs) s

T (1/771)2121 27 — 1 — 2mSi(y)y;.

We find from (6) that

A= (1/n) 3 8w — (1/m) i S () + 3
W+ m>1{,;"1 [(e/n)* — 20k/m)Sa(za) — (m/m)S2 ()]
+ 3 1G/m)* — 20G/m)S ) - <n/m)S“{(y,~)]} +3

® =W/t ml[ 3 G+ 5 G+ /) (59 + 57)]

3 m{z": [nSl(xk) + mSz(xk)]2 + i [n&(yj) + mS2(3/i):|2} 4z

nm =1 n -+ m n+m

= 1/t )| 35 e/ + 3 G+ (/) (S 4 557) |

n+m

— [(n +m)/nm] 3 [r/(n + m)I' + % = 1/(6nm).

r=1
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On the other hand, we have

N B= fo S2(1) dt+fo S2(t) dt — zfo S4(£)8s(2) dt

= —(1/n)" 312k — 1 — 2n8,(ales — <1/m)2]_m§1 25 — 1 — 2mSi(y)ly;

Relations (7)-(9) imply that A — B — C = 1/(6nm). Consequently the left
side of (2) differs from the right one by 1/[6(n + m)].

Although equality (2) does not hold, the assertion of Rosenblatt’s theorem
remains true, since 1/[6(n + m)]—0 as n— o and m — o,
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