THE DISTRIBUTION OF THE GENERALIZED VARIANCE

By O. P. Bagar
Pangab University

1. Introduction. The generalized variance i.e. the determinant of the sample
variance and covariance matrix is defined [10] to be a measure of the spread of
observations. Let S be the sample variance and covariance matrix of order
(p X p) with n, degrees of freedom (d.f.) and let Z(p X p) = E(n:S). The
hth moment of the det. |A[( = |n.S|), in the central case is given by Wilks [10]
and that, in the noncentral case, by Herz [8] in the form of Laguerre polynomials
and also by Constantine [7] in the form of Gaussian hypergeometric function of
the type 1F, .

Let & (i = 1,2, ---, p) be the real and non-negative roots of the deter-
minantal equation

IT — K2 =0

where T is the noncentrality matrix of S. Assumingk” = 0 (¢ = 2,3, ---, p)
and k;* > 0, Anderson [1] gives the hth moment of the det. |4[ in the noncentral
linear case as follows:

B _ oph 17,2 = F[%(nl — 1) + hl
B(A[) = 2" exp (= 3 1) 1T —Fo—;
R {jir<%n1+j+ h)\

=251 TGm+j
It has been found difficult to obtain the distribution of the det |A| in the non-
central case by making use either of the hth moments given by Herz [8] or that
of Constantine [7]. The determination of the distribution of the det. |A| by taking
its Ath moment (as in (1.1)), in the noncentral linear case for various values of
p, has been found easy. For p = 2, 3 and 4 the author [3], [5], has already de-
termined the distribution of the det. |A| both for central and noncentral linear
cases. We list only their results for completeness. In Section 3 the distribution
of the det. |[A| in the noncentral linear case for higher values of p = 5(1)10 has
been found and put in the standard form of the generalized Gauss’ hypergeo-
metric series defined as

(1.1)

1 a

T Tg = 7'51!
2
1 a

+ r(r + D) ralre + 1) - r(r, + 1) 2!

Then to determine the distribution in the central case for the same values of p,

oFe Griyre,--- ,re3a) =14+
(1.2)
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the noncentrality parameter k,” is set equal to zero in each of the distributions
found for the noncentral case. The method is so general and straightforward that
it can be easily extended to higher values of p also.

2. Some preliminaries and definite integrals. We list below Legendre’s dupli-
cation formula and the values of some definite integrals either taken from stand-
ard books of tables on integrals or evaluated by the author himself by following
the evaluation procedure discussed in his paper [4].

(i) Legendre’s duplication formula for the gamma function

(2.1) I(n + HT(n + 1) = #'T(2n + 1)/2".
(ii) For a = 0, the Larsen’s tables [9] gives
(2.2) [5exp (—2® — a’27) dz = 3x' exp (—2a).

(iii) Bierens deHann ([6], pp. 143-144) gives in his'Table 98 the following
two integrals:

®

+“Fexp (—Pr — Qz7") dx
0
ta - P » _ 2n/1
= (&) ewi-2r001 (3) Z, | Sharomn |
) e Fexp (—Pr—Qz ") dx

- (g);a exp [—2(PQ)} (%)i io [%]

(In both of these, Kramp’s notation is used, namely
e =2+ h)(@+2k) - (x+n—1h).)
(iv) We finally list the following four integrals:

(2.3)

(24)

(2.5) D.(a) = f: 2" exp (—ax™t — z) dz,
(2.6) K.(a) = [7a" ™" exp (—aa™t — 2*) du,
(2.7) Q-(a) = [¢ 2" exp (—axt — 2t) dx,
and .

(2.8) L(a) = 2 [¢ 2" exp (—az™ — 2°) da,

where a in each case is real and positive.

We have evaluated them by the method already discussed by the author in
his paper [4] and give the value of each for some suitably chosen of r. They
are:

Dyjp(a) = T(13/4) oF2(; —9/4,1/2;

(2.9) i ,
— a’/4) — al(11/4) oFs(; —7/4, 3/2; —a’/4)
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— 2x[4a)"/13116! oF2(;15/4, 17 /4; —ad’/4),
Ksp(a) = 1T(13/8) oFs(; —5/8, 1/4, 1/2, 3/4, —a'/256)
— (a/1DAT(11/8) oFs(; —3/8, 1/2, 3/4, 5/4; —a'/256)
(2.10) + (a®/21)4T(9/8) oFs(; —1/8,3/4,5/4,3/2; —a*/256)
— (a®/3DAT(7/8) oFs(; 1/8, 5/4, 3/2,7/4; —a"/256)
. — 271[(4a)™"?/131)61 oF4(;15/8,17/8,19/8, 21/8; —a*/256),
Q_12(a) = 1T(15/16) oFs(; 1/16, 1/8, 1/4, 3/8, 1/2, 5/8, 3/4, 7/8;

—a’/(256)")
— (a/11)3T'(13/16) oF's(; 3/16, 1/4, 3/8,1/2, 5/8, 3/4,7/8,

9/8; —a®/(256)%)

+ (a®/21)10(11/16) oFs(; 5/16,3/8,1/2,5/8,3/4,7/8,9/8,
5/4; —a’/(256)°)

— (a*/31)iT(9/16) JFs(; 7/16, 1/2, 5/8, 3/4,7/8, 9/8, 5/4,
11/8; —a’/(256)%)

+ (a*/41)10(7/16) oFs(;9/16,5/8,3/4,7/8,9/8, 5/4, 11/8,

(2.11) 3/2; —a®/(256)%)

— (d°/51)LT(5/16) oFs(; 11/16, 3/4,7/8, 9/8, 5/4, 11/8,
3/2, 13/8; —a®/(256)°)

+ (a%/61)1T(3/16) oFs(; 13/16, 7/8, 9/8, 5/4, 11/8, 3/2,
13/8, 7/4; —a®/(256)°)

— (d’/TDAT(1/16) oFs(; 15/16, 9/8, 5/4, 11/8, 3/2, 13/8,
7/4,15/8; —a’/(256)%)

+ 274 [(4a)™* /151171 oFs(; 17/16,19/16,21/16,23/16, 25/16,
27/16, 29/16, 31/16; —a’/(256)%),

and ,
Lo(a) = [1 +2(@*/2)(G + 1) — (2/2)(a* /4G + 3+ 3+ 14+ %)
+ @2 4)@’ /NG + 3+ -+ +1+E+ D) — o]
(2.12) — ar’ oFo(5 3, 45 —d’/4)

— 2(v + loga)(a’/2!) oFs(; §, 2; —a’/4),
where v is the Euler’s constant and (F; are as defined in (1.2).

ReMARK A. In each of the above four integrals we have given its value for
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some specified value of r. In order to find the value of the same integral for both
positive and negative values less than the specified value of r, we differentiate
with respect to a successively. For values of r larger than the specified value
we integrate the integral with respect to a and evaluate the constant of integra-
tion by setting @ = 0 on both sides.

3. Distributions. We [2] have already proved with the help of (1.1) that
theldistribution of the det. |A| in the noncentral linear case is the same as that
of the produet uouy - - - u,—1 where the joint distribution of u, is the following:

o plmt(p+)/4] ﬁ r;ft/fll: (m + % -+ 1>:|—1 exp (— 5 il Us — )
7=1 =0

k12 u02 kl :I
- 1 ..
(3-4) X[ ST ot Rk Fr e | o
p—1
. H dui,
where 0 < ug, %1, +++ ,uUp1 = 0 andn; = 2m + p + 1, (p = m). We substitute

successively the various values of p in (3-A) and get the distribution of the prod-
ucts in u’s i.e. of the det. |4 of various orders. Since the distributions of the
det. |[A] of orders 2, 3 and 4 are already known [3], [5], we simply list below their
results. For the higher order determinants, we actually determine their dis-
tributions.
(i) For p = 2. The distribution, for p = 2 in the noncentral linear case, of
= |A]}is
Vi exp (= Vi — 365)[0@m + )71 + (Ty/1)[k/(2m + 3)]
+ (To/20)[k:"/(@m + 3)(2m + 5)] + --:] (0 S Vi< )
where m = 3(n; — 3) and 7, (r # 0) is defined as
T, = (3V1) 25~ [(r + 1 — n)™" /217,

again using Kramp’s notation.

(3.1)

It follows from (3.1) that in the centlral case i.e. when k' = 0 and
m = %(n, — 3), the distribution of Vi(=|A4[*)) is
(3.2) [C(m — D)7V " exp (= V1) dVy, 0=V ),

which is a gamma variate with parameter (n, — 1).
(ii) For p = 3. The distribution for p = 3 in the noncentral linear case, of
=4} is

5T (m + 1)T(2m + 3)]V5™ exp (— k) [Lo((%vo*)
k2

o T en T L((3V)h
+ eyt .
2! 2m + 41)(2771, ¥ 6) Ly(3V1)*) + ] av,
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where 0 £ V; £ o, m = 1(n; — 4) and L’s are defined as in (2.8), (2.12) and
Remark A.

The distribution, in the central case, is obvious when we set k,° = 0 and
m = 3(n; — 4)in (3.3).

(iii) For p = 4. The distribution for p = 4 of Vi(=|A|) in the noncentral
linear case is

3P (2 + DT(2m + DIV exp (1) [ "V
0

A _ -1 %_ Il k12
(3.4) exp (= Vi (V) — V) ><[1+1—!2er5

Lo
2! 2m + 5)2m + 7)

where I, is defined as follows:
I, = 3 3Vs) exp (= Vi) 2nme(r + 1 — n)™/(2°V)].

Further, to evaluate (3.4), we need to use (2.3) and (2.4), as the need be, for
P=1land @ = (Vl)é and various suitable values of a. This determines the dis-

..|..

+ ...]dvadvl 0=Vis=)

Il

tribution of Vi(=|A|) in the noncentral linear case for p = 4 where
m = i(ny — 5). For the central case i.e. when k’ = 0, the distribution of
Vi(=|A]) is
3.5 o'[0(2m + 2)T(2m + 4]

. G A VOO exp (—2V ) AV, (0 S Vi < =)
where
(3.6) A = [(5/2) — n™/(2"%-2").

(iv) For p = 5. Setting p = 5 and wiuoisus = Vi, uhiugus = 7858

ueurus = Vi, uous = Vi£ and ug = Vi in (3-A) and then applying (2.1) the dis-
tribution of V(=|A4]) is

2 —1
V1" exp (—ik) |:2m+27rf'(m +3) [ r@em+ 21')}
1=1

- “ 1(Vy | V' V| VS 2>:| ,
/0 /0 eXp[—Q(V_f+T/—3—2+W+V_52+V5 av,

2 2 4 4 5
X|:1_|_Y_5___k_1_.__.|_ﬁ ke +--~:|HdV,,
i=2

1! 2@2m + 6) 2! 4(2m + 6)(2m + 8)

where (0 < V, £ = ). We evaluate it first for V, and V, with the help of (2.2)
and then for V; with the help of (2.3). Finally we set Vs = 2% and after using
(2.6) we get

2 —1
(w)§V1m+(3/8) exp (—%k12) [2m+(9/8)r(m + 3) H P(2m + 21)}
i=1
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2 )
(3.7) I:Z (2n/4A V_n/4Kn+,) + — 3m 6 + 5 nz_o (2n/4A V" Kn+(13/2)
kl n/4 ~n/4
+ 2! (2m + 6)(2m + 8) n2=0 (2" A Vi " Knreun) + ] dVy,

0=V ),

where A, ]° as in (3.6) and K’s are as in (2.6), (2.10) and Remark A for
(8V1) This determines the distribution of Vi(=wuou; - - - us) i.e. of the
determlnant |A| of order 5 where it is to be noted that m = %(n; — 6).
For the central case, we set k" = 0 in (3.7). We get

(3 8) (ﬂ_)%V1m+(3/8)[2m+(9/8)r(,"7 + 3)
' JI0 r@m 4+ 201 e 2 Vi AWK ] AV

where 0 £ V; £ «.

(v) For p = 6. Setting p = 6 in (3-A) and then making the usual substi-
tutions for u’sin terms of V’s, as done in the case (iv) for p = 5, the distribution
of Vi(=wpu1 - -+ us) after the use of (2.1) is

v —1
2V, exp (—1k?) dVy [ﬂ'g II rem + 2i):|
=1

« «© 1 Vl V22 V52 2>:I
Xfo /0 expl:—§<172—2+17?+ + gt Ve
Ve kS Vet ket ]“
X[1+T12(2m+7>+§4(2m+7)(2m+9)+"’ ITav:,

where (0 = V; = « ). We evaluate it first for V, and V, by the use of (2.2) and
then for V; with the help of (2.3). I'inally the evaluation is made with respect to
173 by making use of both (2.2) and (2.3), so that the distribution of V; is

3 —1
() V" exp (—1k?) [H r(2m + 2@')] dv,
=1

(3.9) X / [20 A, Ve Vl—n/4:’ exp (—2ViVs — Vi)
, k12 Tgl 7614
[1 t o sen T T e T hen T T ] Vs
where (0 £ V; £ =),
(3.10) T = 2 (4 VST
and
(311) An’ — (T +1 — n)2n/l/2n/2

(Kramp’s notation is again used, ie., z"* = z(z + h)(z + 2h) -
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(z + n — 1h).) Now to evaluate (3.16) we use (2.5), (2.9) and Remark A and

and then get the distribution of Vi( =wuuus - - -+ us) i.e. of the determinant |A|

of order 6 in the noncentral linear case where it may benoted thatm = 4(n; — 7).
For the central case, we set k,* = 0in (2.9) and get

(3.12) (@)L T@m + 20 Xnmo [Aa Vi Duran(2ViH)] dV1

where (0 £ V; < ) and m = 3(n, — 7) and D’s are as in (2.5), (2.9) and
Remark A.

(vi) For p = 7. Setting p = 7 in (3-A) and then making the usual substi-
tutions for «’s in terms of V’s, as already done in case (iv) for p = 5, the dis-
tribution of Vy( =wugu; - - - us) after the use of (2.1) is

3 —1
V" exp (—3k®) [2"‘+%7r"z‘r(m + 4) I r(em + 21‘)} av,
=1

° ° L[V, | V& N >]
J foe"p[ §<V_f+V_32+ tyt Ve
2 2

V7 kl
X[“’szg—)
+V_74 kit _|_,..:|I7IdV~ 0LV, < o)
2! 4(2m + 8)(2m + 10) P B = = .

To evaluate it for V; and V5 we use (2.2), for V; we useboth (2.2) and (2.3) and
finally for V4 we again use (2.3) and get the distribution of V; to be

3 —1
(m)v," exp (—1k) [2'"“1“(m + ) JIrem+ 2@')] AR
=1

=) ) 0
2 4 —_ 2 3/4
% f f [Z A, Ve —ml )+(3/ )]
0 0 n=0

(3.13) - _
1 2
en(-3-2(7) - )
TI” ]{)12 T2// kl4 :I
X [1 + 11 22m + 8) + 21 42m + 8)(2m + 10) + o |dV2dYs
where (0 £ Vi £ ) and T,” = > meo[A. Ve "] and 4, is as in (3.11). The

distribution of Vy(=wuous - - - us) i.e. of the det. |A| of order 7, for the noncentral
linear case, is known, after evaluating (3.13) with respect of Vs and V; succes-
sively and also noting that m = 3(n; — 8).

For the central case we set k,* = 0 in (3.13) and obtain

() V"2™HT(m + 4)
(3‘14) . ::.,1 P(2m + 21-)]—-1 dVlf:)o J'?)o [Zi=0 Anvs(ﬂ/2)+(9/4)Vz-(ﬂ/2)+(3/4)]
X exp (—3ViVy 2 — 2(VoVe ™) — Vi) dVedVs, (0 S Vi< »).

After evaluating it with respect to V, and Vs we obtain the distribution of
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Vi(=wuous - - - us) i.e. of the det. |A| of order 7 in the central case also where,
again, m = L(n; — 8).

(vii) For p = 8. Setting p = 8 in (3-A) and then making the usual substi-
tutions for «’s in terms of V’s as done above, the distribution of V1( =uouy - - - u7)
after the use of (2.1) is

4 —1
2V," exp (—1ik?) [r2 [Irem + Qi)] avy
i=1
® ® 1/7, sz V72 2)]
Xfo -/OGXPI: §<T]—2§+V—32+ +V—82+V8
2

Vs ky
X[1+_172(2m+9)

V84 7614 :IS .
+51‘4(2m+9)(2m-|—11)+"‘ ngm 0=V, £ ).

To evaluate it for V,, V4, and V5 we use (2.2) and for Vg both (2.2) and (2.3).
The distribution of V; thus is

4 —1
1V, exp (—1k") [H r(2m + 21'):] av,
1=1

% /Om fom /Om Vs Vs Vs exp (_I;_f_ _11;_2

(315) V T.” k 2
5 1 1

Rz V7>[1 t T 2@m 7 9

+ T—z,f k14 + . .] dV3 dV5 dV7 (O S Vl < oo)

21 42m + 9)2m + 11) ’ s Vis o),

where T,” = D> 7_0 A, V7™ and 4, is as in (3.11). The evaluation of (3.15) is
easy. We first set V5 = ¢ and then evaluate it with respect to V; and V; with the
help of (2.3) and (2.4). This done, we finally evaluate with respect to ¢ again
making use of both (2.3) and (2.4). This determines, thus, the distribution of
Vi(=uou1 - - - ur) i.e. after det. |A| of order 8 in the noncentral linear case where
it should be remembered that m = 4(n — 9). For the central case, we set k;* = 0
and V5 = ¢ in (3.15) and use (2.3) to evaluate it with respect to V5 and V.
This gives '

Vlm+(3/8)[ 3:1 F(Qm + 21)]—-1 dVlf: [ 02:0 Anvl—n/4tn+(11/2)]

3.16) , 3
( X[m0 At " Hexp (=2t — 2V dt, (0 £V, < w),

where A4, is as in (3.6). To evaluate (3.16) with respect to ¢ we use both (2.3)
and (2.4). Thus the distribution of Vi(=wou - - - ur) i.e. of the det. |[A[ in the
central case is known where, again, m = 1(n; — 9).

(viii) For p = 9. Setting p = 9 in (3-A) and then making the usual substi-
tutions for ’s in terms of V’s the distribution of Vi(=uou; - - - us) after the use



128 0. P. BAGAI
of (2.1)is

4 —1
V™ exp (—ik) [2'”+31r?r(m +5) [Irem + 2i)] av,
=1

w© @ _ 1 Vl V22 . VSZ 2> ][ V92 klz
fo fe eXP[ §<_V22+_V32+ . +—V92+V9 1+_115(27——_+10)
+V_94 2y +"']fIdV' 0=V, <)

2! 42m + 10)2m + 12) 2 A g - .

Following the above procedure with the use of (2.2) and (2.3), we get the dis-
tribution of V; to be

4 —1
Vi exp (—ik") [2m+5r(m +5) JIreem+ 2i):| dv,
7=1

@ @ 17 Vs
X, fo e"p( 3VE TV,

(3.17) Ve Vs Vs)[l N 7,6 K
Ve Vs 11 2(2m + 10)
Tz(iv) k14 :I
+ ST iem e T | 4V dVedVedvs,
0=V, £ »),
where T, = > % A,/ Vi ™and 4, is as in (3.11).

The evaluation of (3.23) with respect to V4, Ve, and Vs can be completed by
following the same steps as explained in evaluating (3.15). Finally, we set
Ve = (%Vl)%ae_2 and use (2.7), (2.11) and Remark A to evaluate the remaining
integral with respect to 2(0 < z < ). This gives, then, the distribution of
Vi(=uous - - - ug) i.e. of the det.|A| of order 9 for the noncentral linear case
where it should be noted that m = (n; — 10).

For the central case, we set ki = 0 and Vs = ¢ in (3.17) and use (2.3) to
evaluate it with respect to V, and Vs . This gives:

V2" (m 4 5) e T(2m + 20)] 7 dVA [ [T [D o Aut ]
X [y A,V WOt QD) ouny (1Y V2 — 20 — 2V, didVs,

where (0 £ V; £ = ). After evaluating it further with respect to ¢ by the use of
both (2.3) and (2.4), we set Vy = (3V1)'z"" and use (2.7), (2.11) and Remark A
to evaluate the last integral with respect to (0 = « < « ). This gives, thus the
distribution of Vi(=wuou; - - - us) i.e. of the det. |A| of order 9 for the central case
also where it is to be kept in mind that m = $(n, — 10).

(ix) For p = 10. Setting p = 10 in (3-A) and making the usual substitutions
for w’s in terms of V’s, the distribution of Vi(=usuus - -+ uy) after the use of
(2.1) is

5 —1 2O @
2V, exp (—13k:°) [(ﬁﬁ H1 r(2m + zi)] v, / [
i= 0 Jo

(3.18)
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2 2 2 2
eXP['—1<V1+&+'~-+V—Z+Vfo>][l+ﬁg f
10

2\ TV 11 2@m + 11)
-l-_V_:" k' _|_...]I101dv. 0=V, < o)
2! 42m + 11)(2m + 13) oV, =V = =)

Evaluating it first for V,, Vy, Vi, Vs and Vo with the use of (2.2) and (2.3)
and then after setting Vs = ¢* and evaluating further for V; and Vs with the help
of (2.3), we obtain the distribution of V; to be

5 —1
AV oxp (= 3k:2) [H r(em + 2i):' av,
i=1

. fm /un [i A tn+(11/2)V1—n/4]
0 0 n=0

(3.19) X I:Z A, t—n+(3/2)v9(n/2)+(9/2):| exp (— 2V

n=0

'—2t(V )é — V. ) [1 + Tl(v) k12
9 ’ 11 2@m + 11)
TN i +--~]dth 0=V < w)
21 4@m + ID@m + 13) x S Vs ),

where T, = > 7_0A,/Vy ™ and 4., A, are as defined in (3.6) and (3.11) re-

spectively. After evaluating (3.19) further with respect to ¢ by the use of both

(2.3) and (2.4), we use (2.6), (2.10) and Remark A toevaluate the last integral

with respect to Vs . Finally, we get the distribution of Vy(=wugu; - - - ue) i.e. of

the det. [A| of order 10 for the noncentral linear case and where, again
For the central case, we set k> = 0 in (3.19) and get

V"L T @m + 207 dVfT [5 (Dm0 A2y,

% [Z‘:=0 Ant—n+%vg(n/2)+(9/4)] exp (_ZVI}t—l _ Qt(Vg)% _ Vg) dt dVg,
where (0 < V; £ « ) and 4, asin (3.6). The evaluation of (3.20) with respect
to t and V, can be completed as explained above for the noncentral linear case.

After this is done, the distribution of Vi(=wqu: --- u) i.e. of the det. |4| of
order 10 is known for the central case too where m = 1(n, — 11).

(3.20)
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