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A NOTE ON MEMORYLESS RULES FOR CONTROLLING
SEQUENTIAL CONTROL PROCESSES'

By Cyrus DERMAN AND Rarpu E. STRAUCH

Columbia University and University of California, Berkeley

1. Introduction and summary. We are concerned with a dynamic system
which at times ¢ = 0, 1, - - - is observed to be in one of a finite number of states.
We shall denote the space of possible states by I. After each observation the
system is “‘controlled’’ by making one of a finite number of possible decisions.
We shall denote by K; the set of possible decisions when the system is in state
i, tel. Let {Y,},t = 0,1, ---, denote the sequence of observed states and
{Ad,t=0,1, -- -, the sequence of observed decisions. The fundamental assump-
tion regarding {Y,, A}, t = 0,1, ---,is

(A) P(YH-l =J| YO)AO."'.th = 7‘.7At = k) = qlJ(k)) = 0) 1) e :.7 E.I;ke Kt

where the ¢;;(k)’s are non-negative numbers satisfying > ; qi;(k) = 1, ke K, ;
tel.

A rule for making successive decisions can be summarized in the form of a
collection of non-negative functions

Dk(Yo,Ao,"',At..l,Yg), t=0, 1,"';’C€Kyt,
where in every case Y i Di(-) = 1. We set
P(A: = k| Yo, Aoy -+, Aray, Yi) = Di(Yo, Doy +++, Apa, Yy)

fort = 0,1, --- . Thus, given Y, = 7 and any rule R for making successive
decisions, the sequence {Y,, A}, ¢t = 0, 1, -- -, is a stochastic process with its
probability measure dependent upon the rule B. We refer to such a process as
a sequential control process.

Let C denote the class of all possible rules; ¢’ denote the class of all rules such
that

Di(Yo, Aoy -+, Ara, Yy = 7) = D, t=20,1, ---;keKi;iel.

That is, €’ is the class of all rules such that the mechanism for making a decision
at any time ¢ is dependent only on the state of the system at time ¢. A rule
R ¢ ' has a stationary Markovian character and, indeed, when R ¢ ¢’ is used,
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the resulting process {Y;}, ¢t = 0, 1, ---, is a Markov chain with stationary
transition probabilities. We let ¢” denote the subclass of ¢’ where the Dgy’s
are zero or one. Rules in C’ allow for randomization; the rules in C” are non-
randomized.

For a given R ¢ C and initial state Y, = 3, let

Xrjwer(i) = (T + )72 0P(Y, = §, A, = k| Yy = 4)

and let Xrr(7) denote the vector of components X ;. 2(¢) for all k ¢ K; and
J € I. Denote by Hg(7) the set of limit points of X7 z(¢) as T — . Let

H(i) = URecHR(i); H(l) = URcC’HR('L)y H"(z) = URec" He(7);

and let A'(4) and H” () denote the convex hulls of H’ (¢) and H”(7), respec-
tively. In [5] was proved

Tueorem 1. (a) H'(4) = H”(:) D H(7).

(b) If the Markov chain corresponding to R is irreducible for every R ¢ C”,
then H" (i) = H'(3) = HG) = Uiy H(7).

Examples were given in [4] and [5] showing that H (4) can be larger than H "(4).
In (b) the irreducibility assumption can be weakened to the condition that for
each R & C” the corresponding Markov chain has, at most, one ergodic class.

Blackwell [1], [2], and Maitra [6] have considered memoryless rules. By a
memoryless rule we mean a rule R such that

DYy, Aoy +++ y Ary, Yy = 7) = DY t=0,1,--,keK;,iel.

That is, with a memoryless rule the mechanism for making a decision is a func-
tion of the time ¢ and the state ¢ at time ¢. The memoryless rules of Blackwell
and Maitra are non-randomized; i.e., D{f’ = 0 or 1. We shall let C* denote the
class of memoryless rules (both randomlzed and non-randomized). Thus C D
CY"DC' DC" IfReC” — ', then {Y},t=0,1, -, is a finite state Markov
chain with non-stationary transition probabﬂltles.

We remark that it is the memoryless rules (non-randomized) that are con-
sidered the rules of interest in the usual finite horizon dynamic programming
problems. See Blackwell [2] for interesting remarks along these lines. We are
concerned with optimization problems where the criterion to be optimized are
functions of the points in H(%). In [5] it was shown that one can construct
problems where the optimal rule is in C — €’. This can occur, e.g., if the criterion
to be optimized is a linear functional over the points in H (%) but where a solu-
tion must also satisfy one or more linear constraints in H(4). It is for the purpose
of treating optimization problems of this kind that we are interested in the limit
points of X7 (%) for rules belonging to the various important sub-classes of C.

Let HY(4) = Ug.cu Hz(7). The result of this note (which is similar to Theorem
4.1 of [7]) is

THEOREM 2.

H(i) = HY(%).
In fact, for any R & C there exists an By e C* such that X iz, (1) = X.x(¢) for oll t.
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Proor. Define R, by
Dj(t) = Pro(As = k|Y:=j) = Pe(As = k| Y; = j, Yo = 7).
It is enough to show that for all ¢, k ¢ K; and j e I,
(%) Pro(Ye=4,0 =Fk|Yy=14) = Pe(Y, =j,A = k| Yo = 1).
The relation (%) holds for ¢ = 0, since
PrYo=J,00=Fk|Yo=14) =0= Pr(Yo=j,00=Fk|Yo=7)
if j # ¢ and
Pp(Yo=14,00 =k |Yo=1) = Pr(Ao=k|Yy = 7)
= Pr(8) = k| Yo = 17)
0,---,T — 1. Then

I

by definition. Now assume (*) holds for ¢
Pr(Yr=4,07=k|Yo=10) =Pp(Yr=J|Yo=0)Pr(Ar=Fk|Yr=4,Yo=1)
but
Pr(Ar = k| Yr =3, Yo = i) = Dau(t)
by definition, and
Pe(Yr =j|Yo=1) = Dtr D ex; Pe(Yrs = 1, Ay = k| Yo =3)qii(k)
= D ter Doker; Pro(Yry = 1, Ary = k| Yo = 1)qui(k)
= Pp(Yr=7|Yo = 1)
by the induction hypothesis. Thus
Pp(Yr=4,Ar = k| Yo =1) = Pry(Yr =35| Yo = 1)Dp(2)
= Pp(Yr=j,Ar = k| Yo = 1).
This completes the proof.
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