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CONSTRUCTION OF JOINT PROBABILITY DISTRIBUTIONS

By L. F. Kemp, Jr.

Polytechnic Institute of Brooklyn

1. Introduction. In (1), (2), (4), (5), and (6), there are constructions of joint
probability distributions having given marginal distributions. By a generaliza-
tion of an exercise from Halmos’ Measure Theory, we construct a class of doubly
stochastic measures as the Lebesgue integral of special simple and elementary
functions whose values must be positive and satisfy a dependent system of linear
equations. Employing this construction, we get an additional method for gener-
ating joint distributions with given marginal distributions.

Let F1(x) and Fy(y) be the distribution functions of two random variables.
Frechet proved that the family of joint distributions having F;(z) and Fu(y)
as marginal distributions collapses to Fi(x)F:(y) if and only if either F;(z) or
F2(y) is a unit step function. We rephrase his result in terms of abstract prob-
ability measures and with the aid of the above construction of doubly stochastic
measures, we show his result is equivalent to the statement that Cartesian prod-
uct measure is an extreme point of the set of doubly stochastic measures.

2. The construction. (X, S, p) and (Y, T, ») are two abstract probability
triples. (X x Y, S x T) is the Cartesian cross product measure space of the
measure spaces (X, S) and (Y, T). \ is called a doubly stochastic measure on
(X xY, 8 xT)if

MA x V) = u(4), forall A4 in S;
MX x B) = »(B), forall B in T.

Cartesian product measure p X » is a doubly stochastic measure.
TrarEorEM 1. Let {A} and {B;} be finite or countably infinite measurable par-
titions of X and Y, respectively, then the set function

MNE) = [& 2 ijaiKaxs;dp xv), for B in S xT

s a doubly stochastic measure, if and only if,

(1) [s27} = Oy all ,l':j;

(2) Diaiu(Ay) =1, for every j;

(3) Xjaip(B;) = 1, for every ;
where K 4,5, 15 the characteristic function of the rectangle A: x B; .

Proor. Before we begin the proof,let us assume without loss of generality that
p(A)v(B;) > 0all4,jsince N <K u % .
Sufficiency: If a(z, y) = X.:; il 4 ;xs;(x, ¥), then a(z, y) is a positive
measurable elementary function so that N is a measure. If a.(z, y) =
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n

D ek 4:x8;(Z, ¥), then each a, is a simp-e function and a, converges
everywhere to a. Since o is the limit of a monotone increasing sequence of simple
functions o, , which converge everywhere to o, we have that

(A x Y) — u(4)]
= |faxrad(n x ») — u(4)|
< |fuxrad(p x v) — [axrand(n x »)| + [[axrand(p x ») — p(4)|
= Iforad(# X v) — faxrand(li x v)| + u(4)
— D ia Dt aiu(AA)v(By)
< faxr, @d(p % ») — [axrand(p x »)| + w(d)
— 2t 2 auu(AA)v(By) with m§n

= lfovad(M X ) — faxrand(n x v)| + [u(4)
— 2T u(AA)| + | 207 ((AA) (i aip(By) — 1))
S |faxrad(p x v) — [axrand(p x »)| + [u(4)

- M-( U:'n=1 AAi)l + maxi<i<m (1 - Z;‘L=1 O‘ijV(Bj))°

For a given arbitrary ¢ > 0, choose and fix m such that the middle term is less
than ¢/3; then the preceding expression is less than

|f4xyad(u X p) — foyand(u X v)| + ¢/3 + maxici<m (1 — D i aip(B;)).

Now choose n such that n = m and the other two terms are each less than ¢/3;
hence,

NA x Y) — u(Ad)| < ¢/3 + ¢/3 4 ¢/3.

Similarly, IN(X x B) — »(B)| < ¢, so that \ is doubly stochastic.
Necessity: ) is a measure implies a;; = N4, x B;)/u(A)v(B;) = 0 all 4, j.
To show (2) and (3) consider

|2t aigu(As) — 1

12t cigu(Ad) (5= v(By) + i v(By)) — 1]

<1 - MUia Ul 4: x B)) 4+ 2ot cugu(As) (25=na v(B5))

1 = MUia Uja 4 x By) + (X v(B))(NUis Ai x Bj)/v(B)))
1 — 2Uiq Ul 4; x By) + (0(By)) ™ 2oimia v(Bj)

< ¢/2 + ¢/2, forall n > N(e 7).

IIA

Similarly, | D = aip(B;) — 1| < efor alln > N (e, ©), which ends the proof.
AppricaTion. If fi(x) and f:(y) are the probability density functions of the
random variables X and Y, respectively, then the function f(x, y) =
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alzx, y)fi(x)f2(y) is a joint probability density function for the random variables
X and Y if a(z, y) is a step function satisfying

(1) a(z,y) = a;; 2 0, (x,y) in (X1, @] X (Yj1, Yil;

(2) Dim i zi filz)de = ffw alz, Pfi(z) de = 1;

(8) Ximay [ f(y)dy = [Zoalz, 9)h(y) dy = 1;

where
—o =L <2 < 00 < Ty > O,
—0 =gy < Y < Yo > o,
Examers. fy(z) = exp (—27/2)/(2m)}, fu(y) = exp (—y*/2)/(2r)},
1@, y) = 2:@)fy) = exp (=3 +97))/r (3,9) in Ist or 3rd quadrants,
=0 (z,y) in 2nd or 4th quadrants.

3. Frechet’s theorem. We will call a probability measure p trivial if for every
measurable set 4 in S either u(A) = Oor u(A) = 1.

TuroreM 2. Cartesian product measure u % v s the only doubly stochastic meas-
ure, if and only if, either p or v is trivial.

Proor. Sufficiency: Suppose u is trivial, then either p x »(4 x B) = 0 or
g x v(A x B) = »(B) for any measurable rectangle A x B. When
u x v(A x B) = 0, \(A x B) = 0, and when p x »(A x B) = »(B),
MA x B) = »(B). Therefore, every doubly stochastic measure \ agrees with
r % v on the class of all measurable rectangles. Furthermore, we have agreement
on the ring R of all finite disjoint unions of measurable rectangles which implies
by the uniqueness of the extension of the measure u x v to the o-algebra S(R) =
S x T that the only doubly stochastic measure is p % ».
Necessity: If x and » are both non-trivial, then there exist measurable sets
Ay, Ay = A)°, By, By = By’ such that 0 < p(4,) < 1,7=1,2and 0 <»(B;) <1,
j = 1, 2. If N is the set function defined by

= [ 2t 2 K axs; d(p % v);

(i) an = (u(41) + v(B1) — 1 + auu(A3)v(Bs))/u(41)v(B1);
(i) an = (1 — azpu(A42))/n(41);
(iil) am = (1 — anr(Bs))/v(B1);
min (1/u(4;), 1/v(B;)), then \ is doubly stochastic and
ANAE u X v,
TuEOREM 3. Cartesian product measure p X v is an extreme point of the set of
doubly stochastic measures if and only if p % v vs the only doubly stochastic measure.
Proor. Sufficiency: If u x » is the only doubly stochastic measure, u x » is
trivially an extreme point of the set of doubly stochastic measures.
Necessity : We assume that the set of doubly stochastic measures contains more
than u x v and show that 4 % » can be expressed as a convex combination of two
dlfferent doubly stochastic measures. By Theorem 2, there exist sets 41 , A2 = 4,°
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inSand By, B; = Bin Twith 0 < u(4:) < 1,0 < »(B;) < 1. Let
am = max (0,1 — (1 — 1/u(4:))(1 — 1/%(Bs)));
as = min (1/u(4s), 1/v(Bs));
)\, = f22'=1 212‘=1az{jKA;><B,~ d(p % v);

= f Zwl Z]z‘=1 a:"jKA;xB,» d(p. X v);
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where the ai; and oi; satisfy (i), (i), and (iii) of Theorem 2 When the a.; of
Theorem 2 are primed and double primed, respectively. Iy a,nd \" are dlfferent
doubly stochastic measures both unequalto p % ». If & = (a22 — 1) / (azz — )
then0 < o < landu x »(4A x B) = a)\(A x B) + (1 —a))\ (A x B) for
allA x Bin8 x T.It follows p x » = a\” + (1 — a)\” on the ring R of all
finite disjoint unions of measurable rectangles, and hence by the unique extension

of measures that
pxv=aN 4+ (1—a)\ on SR) =28 xT.
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