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1. Main theorem. Let X, ---, X, be k i.i.d. random variables, each having a
gamma distribution with m degrees of freedom. The random variable

(1.1) X =min (X,/ Xy, -, Xi_1/Xp)s

is called the Studentized smallest chi-square. Its cumulative distribution function
(cdf)is given by

(1.2) Gu(x) = 1=[§ (1= F,(xy))*" " dF,(y)

where F,(y) = {[(m)}~'[}x""'e *dx denotes the incomplete gamma function.
Clearly, G,(1) = (k—1)/k. A monotonicity property of the cdf of X, which has
some applications, is given by the following theorem.

THEOREM 1.1. For m > 1, G,(x) is increasing (decreasing) in m for x >(<) 1.

PROOF. Let Y denote a random variable with cdf F,,( ). Form > 1 let

(1.3) X=F,(Y)
where ¢ > 0 is a constant. The probability density function of X is given by
(1.4) 9u(X¥) = (FulFo ™ )N Nefu(F ™ (%))
=c "exp((c—1)F, (x)/c), 0O<x<l,

where f,,(x) = x™ 'e™*/[(m) and F,,~'(x) denotes the inverse function of F,(x).
Forr > Olet

(1.5) AX) = folFn” ') =il Frd.1(X))

= Fpe (F 7 1)) = Frir 1 (Frai (X)) and
(1.6) B(x) = log g,,+,(x)—1og g,.(x). Then
(17) dB(X)/dX = (C— l)c_l(l/fm+r(Fm_-}-r(x))— IUm(Fm_l(x)))

= (= De™ Ao~ ') AF i X))

It is shown below that A(x) is nonnegative. Therefore, from (1.7) we have that B(x)
is nondecreasing (nonincreasing) in x for ¢ >(<)1. This result will be used in
the sequel.
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Let
(1.8) u=(m—1F,}(x)—(m+r—1)F,(x), then
dujdx = ((m—=1Df(Fp~ ' () =(m+7=1)fps (Fpri(x)))
= (fuF 1) ot (i (%))
(1.9) = (M =1)AC) =1+ Fu 1))l Fr ™ ) o4 (Frn 1(X)))
<0
for A(x) <0,asm > 1 and r > 0. Also,
(1.10) dA(x)/dx = u/(F, } (X)F,,~1(x)).

To show that A(x) is nonnegative for 0 £ x £ 1, suppose that the contrary is
true. As A(x) = 0 for x = 0 and 1 we have that for some value of x = &, say, where
0<é<l,

(1.11) A(x) <0 and
(1.12) dA(x)/dx < 0.

From (1.9) and (1.10) we have

(1.13) u<0 and
(1.14) duldx <0

for x = &. Suppose that A(x) <Oforé E x<€+h<1.Thenfor ¢ £ x < E+h we
have from (1.9) that du/dx < 0, from (1.13) that u < 0 from (1.10) that dA/dx <O.
It follows that A(x) is decreasing in x for £ £ x < 1 which contradicts the relation
A(x) = 0for x = 1. Therefore, A(x) 2 0for0 < x < 1.

A real-valued random variable X with probability density function py(x)
depending on a real parameter 6 is said to have monotone likelihood ratio (m.Lr.)
property if py,(x1)Pe,(X2) = po,(x2)Pe,(x;) for x; <x, and 0, <0,. The m.Lr.
property implies that

(1.15) Eo, ¥(X) £ (2) Eg, ¥(X)

for all monotone nondecreasing (nonincreasing) function ¥(x). Strict inequality
holds in (1.15) if (x) is strictly monotone.

From (1.7) and the result shown above that 4A(x) = 0 we see that the distribution
of X, given by (1.3), has m.L.r. property for ¢ > 1 and in the opposite direction for
¢ < 1. From (1.15) it follows that G,,(c) = 1 — E(1 —x)*~ ! is increasing (decreasing)
inmfore >(<)1. []

2. Applications. Consider a multinomial population with K cells and the
associated ordered probabilities p;;; < -+ < py; Where Y i, priy = 1. Cacoullos
and Sobel [1] have considered the sequential procedure for selecting the “best”
. cell, that is, the cell corresponding to py,,: Take observations one at a time from the
population until any one cell has » counts in it and select that cell as the best cell.
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For (pp/Pu-17) 2 0 > 1 the probability of a correct selection (Pcs) is minimized
for ppy = 1/(0+k—=1),i=1,--, k=1; pyy = 6/(6+k—1) and the minimum value
of the Pcs is given by (see (4.5) of [1])

F(kN)_Jw Jw Dy =)y dyy
(F(N))k 0-1 0-t (1+ZI{_1)’i)kN -

The multiple integral on the right-hand side of (2.1) can be shown to be equal to
(2.2) Pri{X;207'X,; i=1, k=1}=1=Gy0™")

where X,, -, X, denote k i.i.d. random variables, each having a gamma distri-
bution with N degrees of freedom. From Theorem 1.1 it follows that the minimum
value of the Pcs, given by (2.1) is increasing in N. Therefore, given 6 and p*,
the smallest value of N for which Pcs = p* when (ppg/Pp—17) = 0 is uniquely
determined.

Similar application of Theorem 1.1 arises in a problem of selecting a subset of k
given normal populations which includes the population with the smallest variance.
This problem has been considered by Gupta and Sobel [2].

(2.1) min Pcs =
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