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This paper contributes to the study of the random number Kn of blocks
in the random partition of {1, . . . , n} induced by random sampling from
the celebrated two parameter Poisson–Dirichlet process. For any α ∈ (0,1)

and θ > −α Pitman (Combinatorial Stochastic Processes (2006) Springer,

Berlin) showed that n−αKn
a.s.−→ Sα,θ as n → +∞, where the limiting ran-

dom variable, referred to as Pitman’s α-diversity, is distributed according to a
polynomially scaled Mittag–Leffler distribution function. Our main result is
a Berry–Esseen theorem for Pitman’s α-diversity Sα,θ , namely we show that

sup
x≥0

∣∣∣∣P
[
Kn

nα
≤ x

]
− P[Sα,θ ≤ x]

∣∣∣∣ ≤ C(α, θ)

nα

holds for every n ∈ N with an explicit constant term C(α, θ), for α ∈ (0,1)

and θ > 0. The proof relies on three intermediate novel results which are
of independent interest: (i) a probabilistic representation of the distribution
of Kn in terms of a compound distribution; (ii) a quantitative version of
the Laplace’s approximation method for integrals; (iii) a refined quantita-
tive bound for Poisson approximation. An application of our Berry–Esseen
theorem is presented in the context of Bayesian nonparametric inference for
species sampling problems, quantifying the error of a posterior approxima-
tion that has been extensively applied to infer the number of unseen species
in a population.

1. Introduction. The two parameter Poisson–Dirichlet process is a discrete random
probability measure introduced by Perman et al. [23]. For any α ∈ [0,1) and θ > −α, let
{Vi}i≥1 be independent random variables such that Vi is distributed as a Beta distribution
with parameter (1 − α, θ + iα), for i ≥ 1. Set P1 := V1 and Pi := Vi

∏
1≤j≤i−1(1 − Vj )

for i ≥ 2, then
∑

i≥1 Pi = 1 almost surely. The two parameter Poisson–Dirichlet process
is defined as the random probability measure p̃α,θ on (N,2N) such that p̃α,θ ({i}) = Pi

for all i ∈ N. A random sample (X1, . . . ,Xn) from p̃α,θ is the first n-segment of the N-
valued exchangeable sequence {Xi}i≥1 having p̃α,θ as directing measure. Due to the dis-
creteness of p̃α,θ , (X1, . . . ,Xn) induces a random partition �n of {1, . . . , n} by means of
the equivalence relation i ∼ j ⇐⇒ Xi = Xj (Aldous [2] and Pitman [25]). Let Kn :=
Kn(X1, . . . ,Xn), where Kn(X1, . . . ,Xn) is the (random) number of blocks of �n, that is,
the random number of distinct elements in (X1, . . . ,Xn). Let Nn := (N1,n, . . . ,NKn,n), with
Nj,n := Nj,n(X1, . . . ,Xn), be the sizes of the blocks of �n. Pitman [24] showed that

(1) P
[
Kn = j,Nn = (n1, . . . , nj )

] = 1

j !
(

n

n1, . . . , nj

) [θ ](j,α)

[θ ](n)

j∏
i=1

[1 − α](ni−1),

for any j ∈ {1, . . . , n} and (n1, . . . , nj ) ∈ N
j such that

∑
1≤i≤j ni = n, where [x](n,a) denotes

the rising factorial of x of order n and increment a, that is, [x](n,a) := ∏
0≤i≤n−1(x + ia),
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and [x](n) := [x](n,1). Equation (1) is referred to as Ewens–Pitman sampling formula, and
for α = 0 it reduces to the celebrated sampling formula of Ewens [7]. The two parame-
ter Poisson–Dirichlet process plays a fundamental role in a variety of research areas, such
as mathematical population genetics, Bayesian nonparametric statistics, statistical machine
learning, excursion theory, combinatorics and statistical physics. We refer to Pitman [25] and
Crane [4] for a comprehensive treatment of this subject.

There have been several studies on the large n behavior of Kn. For α = 0 and θ > 0,
Kn = ∑

1≤i≤n Zi where the Zi’s are independent Bernoulli random variables with param-
eter θ/(θ + i − 1), for i = 1, . . . , n. Korwar and Hollander [15] showed that Kn/ log(n)

converges almost surely to θ as n → +∞. Also, it follows from Lindberg’s theorem that
(Kn − θ log(n))/

√
θ log(n) converges weakly to a standard Gaussian random variable as

n → +∞. For α ∈ (0,1) the large n Gaussian limit for Kn no longer holds. In particular,
Theorem 3.8 in Pitman [25] exploited a martingale convergence argument to show that

(2)
Kn

nα

a.s.−→ Sα,θ

as n → +∞, where 0 < Sα,θ < +∞ is a random variable distributed as a scaled Mittag–
Leffler distribution. Precisely, let � stand for the Gamma function, and let

(3) fα(z) = 1

π

∑
j≥1

(−1)j+1

j ! sin(παj)
�(αj + 1)

zαj+1 1{z > 0},

for α ∈ (0,1), be the positive α-stable density function. Then Sα,θ has density function

(4) fSα,θ (s) = �(θ + 1)

α�(θ/α + 1)
s

θ−1
α

−1fα

(
s−1/α)

1{s > 0}.

One may easily generate random variates from Sα,θ (e.g., Devroye [5]). For θ = 0, equation
(4) reduces to the Mittag–Leffler density function. For α ∈ (0,1) and θ > −α, the random
variable Sα,θ is referred to as Pitman’s α-diversity. Large and moderate deviations for Kn

are established in Feng and Hoppe [12] and Favaro et al. [9], whereas a concentration in-
equality for Kn is obtained in Pereira et al. [22] by relying on concentration inequalities for
martingales.

In this paper, we formulate a Berry–Esseen theorem for Pitman’s α-diversity Sα,θ . In
particular, let Fn and Fα,θ stand for the distribution functions of Kn/nα and Sα,θ , re-
spectively, that is, Fn(x) := P[Kn/nα ≤ x] and Fα,θ (x) := P[Sα,θ ≤ x], for any x > 0.
To measure the discrepancy between Fn and Fα,θ , we consider the Kolmogorov distance
which, for any pair of distribution functions F1 and F2 supported in [0,+∞), is defined as
dK(F1;F2) := supx≥0 |F1(x) − F2(x)|. The next theorem states our Berry–Esseen bound.

THEOREM 1. For any α ∈ (0,1) and θ > 0, there exists a positive constant Cα,θ , de-
pending solely on α and θ , such that dK(Fn;Fα,θ ) ≤ n−αCα,θ for every n ∈ N.

Theorem 1 is the first quantitative version of Theorem 3.8 in Pitman [25]. The constant
Cα,θ is obtained constructively, and its value can be made explicit by gathering equations
displayed in Section 2. The proof of Theorem 1 relies on three intermediate novel results
which are of independent interest: (i) a probabilistic representation of the distribution of Kn

as a compound distribution where the latent term is the distribution of the random number
of blocks in Poisson compound random partition model, and the mixing term is the law of a
scale mixture between Pitman’s α-diversity and a Gamma random variable; (ii) a quantitative
version of the asymptotic expansion, in the sense of Poincaré, of a Laplace-type integral;
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(iii) a refined quantitative bound for Poisson approximation which improves results obtained
in Hwang [13].

We present an application of Theorem 1 in Bayesian nonparametric inference for species
sampling. Consider a population of individuals belonging to an infinite number of species
with unknown proportions. Given an initial (observable) random sample of size n from the
population, a classical statistical problem is to infer the number K

(n)
m of hitherto unseen

species that would be observed in m additional (unobservable) samples (Orlitsky et al. [21]).
A Bayesian approach to this problem was proposed in Lijoi et al. [18], and it relies on the
law of p̃α,θ as a prior distribution for the unknown species composition of the population.
That is, the Ewens–Pitman sampling formula (1) models the species composition of the ini-
tial (observable) random sample (X1, . . . ,Xn) from the population, that is, the number Kn

of species and their frequencies Nn. Lijoi et al. [18] first derived the posterior distribution,
given {Kn,Nn}, of K

(n)
m . Then, Favaro et al. [10] showed that there exists a random variable

Sα,θ (n, j), referred to as Pitman’s posterior α-diversity, such that

(5) P
[
K

(n)
m

mα
→ Sα,θ (n, j) as m → +∞∣∣Kn = j,Nn = (n1, . . . , nj )

]
= 1

holds for any j ∈ {1, . . . , n} and (n1, . . . , nj ) ∈N
j with

∑
1≤i≤j ni = n. Also, P[Sα,θ (n, j) ∈

·|Kn = j,Nn = (n1, . . . , nj )] = P[Bj+θ/α,n/α−j Sα,θ+n ∈ ·] where, under P: (i) Sα,θ+n has
a density given by (4); (ii) Bj+θ/α,n/α−j is a Beta random variable with parameter (j +
θ/α,n/α − j); (iii) Sα,θ+n and Bj+θ/α,n/α−j are independent. The importance of (5) is mo-
tivated by the fact that the computational burden for evaluating the posterior distribution
of K

(n)
m becomes overwhelming for large m. This is common in genomics, where DNA li-

braries consists of millions of genes. In such a context, (5) has been extensively applied to
obtain large m approximated posterior inferences for K

(n)
m (Favaro et al. [10]). We show that

Theorem 1 leads to formulate a Berry–Esseen theorem for Pitman’s posterior α-diversity,
thus quantifying the error in approximating the posterior distribution of K

(n)
m with the law of

Sα,θ (n, j).
The paper is structured as follows. In Section 2 we prove Theorem 1, whereas in Section 3

we state and prove a Berry–Esseen theorem for Pitman’s posterior α-diversity.

2. Proof of Theorem 1. The proof is divided into four main parts, developed in the
Sections 2.1–2.4. Along these subsections, we make use of the notion of probability gen-
erating function (PGF) of a random variable X with values in N0 := {0,1,2, . . .}, that is,
GX(s) := ∑

x≥0 P[X = x]sx .

2.1. A new probabilistic representation for Kn. Consider a population of individuals
containing a random number Nλ of types, where Nλ has a Poisson distribution with pa-
rameter λ = z[1 − (1 − q)α], for α ∈ (0,1), q ∈ (0,1) and z > 0. For any j ∈ N, let Qj(α, q)

be the random number of individuals of type j in the population. Assume the Qj(α, q)’s are
independent of Nλ and independent of each other, with the same probability law

P
[
Q1(α, q) = x

] = − 1

[1 − (1 − q)α]
(
α

x

)
(−q)x

= �(α + 1) sinπα

π [1 − (1 − q)α]
�(x − α)

x! qx

(6)

for any x ∈ N. In the next lemma we derive the conditional distribution of Nλ given the size of
the random sample S(α, q, z) := ∑Nλ

j=0 Qj(α, q), with the proviso that P[Q0(α, q) = 0] = 1.
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This distribution relies on a noteworthy probability distribution ρ(·;α,n, z) on {1, . . . , n} in-
volving the generalized factorial coefficients, namely C (n, k;α) := 1

k!
∑k

i=1(−1)i
(k
i

)[−iα](n)

(Charalambides [3]).

LEMMA 1. Let {Qj(α, q)}j≥1 be i.i.d. random variables distributed according to (6),
and define S(α, q, z) := ∑Nλ

j=0 Qj(α, q), with the proviso that P[Q0(α, q) = 0] = 1. Then,
for every n ∈ N and k ∈ {1, . . . , n}, it holds

(7) ρ
({k};α,n, z

) := P
[
Nλ = k|S(α, q, z) = n

] = C (n, k;α)zk∑n
j=1 C (n, j ;α)zj

.

PROOF. For fixed n ∈ N and k ∈ {1, . . . , n}, one has P[S(α, q, z) = n|Nλ = k] =
P[∑k

j=1 Qj(α, q) = n]. By virtue of the binomial series, the PGF G(·;k,α, q) of
∑k

j=1 Qj(α,

q) reads

G(s;k,α, q) =
{
−

∞∑
x=1

1

[1 − (1 − q)α]
(
α

x

)
(−sq)x

}k

=
[

1 − (1 − sq)α

1 − (1 − q)α

]k

for |s| < 1. Since [1 − (1 − u)α]k = k!∑n≥k C (n, k;α)un

n! holds whenever |u| < 1 (see The-
orem 8.14 in Charalambides [3]), conclude that

(8) P
[
S(α, q, z) = n|Nλ = k

] = k!
[1 − (1 − q)α]k C (n, k;α)

qn

n!
for n ≥ k. Moreover, (8) holds also for k > n since C (n, k;α) = 0. Hence, using the explicit
expression of P[Nλ = k], (7) ensues from (8) by means of the Bayes formula. �

Let Gτ,λ be a Gamma random variable with scale parameter λ > 0 and shape parameter
τ > 0, and let {R(α,n, z)}z>0 be a family of random variables such that P[R(α,n, z) = k] =
ρ({k};α,n, z), for any n ∈N, k ∈ {1, . . . , n}, α ∈ (0,1) and z > 0.

PROPOSITION 1. For fixed n ∈ N, α ∈ (0,1) and θ > −α, there holds the following
(distributional) identity:

(9) Kn
d= R

(
α,n,Sα,θG

α
θ+n,1

)
,

where Sα,θ , Gθ+n,1 and {R(α,n, z)}z>0 are independent random elements.

PROOF. Start from the well-known identity (e.g., Pitman [25])

(10) P[Kn = k] = [θ ](k,α)

[θ ](n)

C (n, k;α)

αk
= �(θ/α + k)

�(θ/α)

�(θ)

�(θ + n)
C (n, k;α)

for any k ∈ {1, . . . , n}. Due to the identity
∫ +∞

0 x−θfα(x)dx = �(θ/α)
α�(θ)

, it is easily checked
that

(11) f (z;α, θ, n) = zθ/α+n/α−1

�(θ/α)[θ ](n)

(∫ +∞
0

xne−xz1/α

fα(x)dx

)
1{z > 0}

is a probability density function. Thus, one has the following identities:

P[Kn = k]

= C (n, k;α)

�(θ/α)[θ ](n)

∫ +∞
0

zk+θ/α−1e−z dz
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= 1

�(θ/α)[θ ](n)

∫ +∞
0

zθ/α−1e−z

(
n∑

j=1

C (n, j ;α)zj

)

× C (n, k;α)zk∑n
j=1 C (n, j ;α)zj

dz

= 1

�(θ/α)[θ ](n)

∫ +∞
0

zθ/α+n/α−1
(∫ +∞

0
xne−xz1/α

fα(x)dx

)

× C (n, k;α)zk∑n
j=1 C (n, j ;α)zj

dz

=
∫ +∞

0
P
[
R(α,n, z) = k

]
f (z;α, θ, n)dz,

where: (i) the first identity follows from (10) upon noticing that α−k[θ ](k,α) = �(k +
θ/α)/�(θ/α); (ii) the third exploits the following identity:

(12)
n∑

j=1

C (n, j ;α)zj = ezzn/α
∫ +∞

0
xne−xz1/α

fα(x)dx

displayed in equation 13 of Favaro et al. [11]; the fourth follows from a combination of (7)
with (11). To conclude, it is enough to show that the probability distribution of Sα,θG

α
θ+n,1

possesses a density coinciding with f (·;α, θ, n). In fact, one has

P
[
Sα,θG

α
θ+n,1 ≤ u

]
=

∫ +∞
0

P
[
Gθ+n,1 ≤

(
u

s

)1/α]
�(θ + 1)

α�(θ/α + 1)
s

θ−1
α

−1fα

(
s−1/α)

ds

=
∫ +∞

0

(∫ u1/αx

0

tθ+n−1e−t

�(θ + n)
dt

)
�(θ + 1)

�(θ/α + 1)
x−θfα(x)dx

=
∫ +∞

0

(∫ u

0

1

�(θ + n)
e−xz1/α

z
θ+n
α

−1 dz

)
�(θ + 1)

α�(θ/α + 1)
xnfα(x)dx,

where: (i) the first identity follows from conditioning; (ii) the second and the third ensue from
the changes of variable x = s−1/α and t = xz1/α , respectively. �

Observe that the representation (9) highlights the central role of the probability distribution
ρ(·;α,n, z). The next result describes the asymptotic behavior of such distribution for large
values of n, to be used later on.

LEMMA 2. For fixed α ∈ (0,1) and z > 0, limn→+∞ ρ({k};α,n, z) = e−z zk−1

(k−1)! for any
k ∈N. This is tantamount to saying that R(α,n, z) −→ 1 + Nz in distribution, as n → +∞.

PROOF. Letting G(·;α,n, z) be the PGF of the random variable R(α,n, z), we show
that G(s;α,n, z) → s exp{z(s − 1)} as n → +∞, for any s > 0. By using the definition of
C (n, k;α), for every u ∈ C we write

n∑
k=1

C (n, k;α)uk =
n∑

i=1

(−1)i[−iα](n)

n∑
k=i

1

k!
(
k

i

)
uk

=
n∑

i=1

(−1)i[−iα](n)e
uui �(n − i + 1, u)

i!�(n − i + 1)
,
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where �(a, x) := ∫ +∞
x ta−1e−t dt denotes the incomplete gamma function for a, x > 0.

Hence, G(·;α,n, z) has the following expression:

G(s;α,n, z) = ez(s−1)
−zs �(n,zs)

�(n)
+ ∑n

i=2(−1)i
[−iα](n)

[−α](n)
(zs)i �(n−i+1,zs)

i!�(n−i+1)

−z�(n,z)
�(n)

+ ∑n
i=2(−1)i

[−iα](n)

[−α](n)
zi �(n−i+1,z)

i!�(n−i+1)

.

Since limn→+∞ �(n,x)
�(n)

= 1 for any x > 0, the proof ends by showing that

lim
n→+∞

n∑
i=2

(−1)i
[−iα](n)

[−α](n)

�(n − i + 1, t)

�(n − i + 1)

t i

i! = 0

for any t > 0. Upon noticing that �(n,x)
�(n)

≤ 1, we have the following relations:

1

i!
∣∣∣∣ [−iα](n)

[−α](n)

∣∣∣∣ = 1

i!
∣∣∣∣�(n − iα)

�(−iα)

�(−α)

�(n − α)

∣∣∣∣
= �(n − iα)

i!�(n − α)

| sin iπα|
π

�(iα + 1)
∣∣�(−α)

∣∣
≤ ∣∣�(−α)

∣∣�(n − iα)

�(n − α)

�(iα + 1)

i! ≤ ∣∣�(−α)
∣∣�(n − iα)

�(n − α)

for all n ∈ N, x > 0 and i ∈ {1, . . . , n}. Then, we can write∣∣∣∣∣
n∑

i=2

(−1)i
[−iα](n)

[−α](n)

�(n − i + 1, t)

�(n − i + 1)

t i

i!
∣∣∣∣∣

≤
n∑

i=2

t i

i!
∣∣∣∣ [−iα](n)

[−α](n)

∣∣∣∣
≤ ∣∣�(−α)

∣∣ n∑
i=2

t i
�(n − iα)

�(n − α)
≤ ∣∣�(−α)

∣∣maxi=2,...,n niα�(n − iα)

�(n − α)

n∑
j=2

(
t

nα

)j

.

The monotonic increasing character of the function (0, n) � x �→ nx�(n−x), due to ψ(z) :=
�′(z)
�(z)

≤ log(z) for any z > 0, entails that maxi=2,...,n niα�(n − iα) = nnα�(n − nα). Thus,

observe that nnα�(n−nα)
�(n−α)

∼ nα to conclude that

maxi=2,...,n niα�(n − iα)

�(n − α)

n∑
j=2

(
t

nα

)j

∼
(

t

nα

)2 ( t
nα )n−1 − 1

( t
nα ) − 1

nα ∼ 1

nα

as n → +∞, completing the proof. �

REMARK 1. Let �n denote the random partition of the set {1, . . . , n} induced by a ran-
dom sample (X1, . . . ,Xn) from p̃α,θ , and let Ml,n be the number of blocks with frequency
l, that is, Ml,n = ∑

1≤j≤Kn
1{Nj,n = l}. It is not difficult to show that results analogous

to Proposition 1 and Lemma 2 hold true for Ml,n. In particular, let Rl(α,n, z) be a ran-
dom variable whose distribution coincides with the conditional distribution of the number of
Qj(α, q)’s equal to l, given the size of the random sample S(α, q, z) = n. It can be shown
that: (i) for l ≥ 1, n ∈ N, α ∈ (0,1) and θ > −α the distribution of Ml,n coincides with the
distribution of the random variable Rl(α,n,Sα,θG

α
θ+n,1); (ii) for l ≥ 1, α ∈ (0,1) and z > 0

the random variable Rl(α,n, z) converges weakly, as n → +∞, to a Poisson random variable
with parameter zα[1 − α](l−1)/ l!.



A BERRY–ESSEEN THEOREM FOR PITMAN’S α-DIVERSITY 853

2.2. A quantitative Laplace method for In(z). Here, we study the Laplace integral
In(z) := ∫ +∞

0 e−nφz(y)fα(y)dy for z > 0, where φz(y) := zy − logy. This quantity is con-
nected with (12) in view of the identity

(13) dn(x) :=
n∑

j=1

C (n, j ;α)
(
xnα)j = exnα

xn/αnnIn

(
x1/α)

valid for all x > 0. As first step, after noticing that y(z) := 1/z is the only minimum point of
φz(y), a direct application of the Laplace method (Section 7 in Chapter 3 of Olver [20]) shows

that In(z) ∼ (1
z
)n+1fα(1

z
)e−n

√
2π
n

as n → +∞. However, a more precise large n estimate is
provided by the next lemma.

LEMMA 3. For any n ∈ N, there exists a continuous function δn : (0,+∞) → (0,+∞)

such that

(14) In(z) =
(

1

z

)n+1
fα

(
1

z

)
e−n

√
2π

n

[
1 + δn(z)

]
and |δn(z)| ≤ 
(z)/n for any z > 0, where 
 : (0,+∞) → (0,+∞) is a suitable continuous
function which is independent of n. Moreover, 
 can be chosen in such a way that 
(z) =
O(1) as z → 0, and 
(z)fα(1/z) = O(z−∞) as z → +∞.

Recall from Kanter [14] that the positive α-stable density function (3) can be written as

(15) fα(z) = 1

π

(
α

1 − α

)(
1

z

) 1
1−α

∫ π

0
A(ϕ) exp

{
−

(
1

z

) α
1−α

A(ϕ)

}
dϕ

holds for any α ∈ (0,1) and z > 0, with A(ϕ) := (
sin(αϕ)
sin(ϕ)

)
1

1−α (
sin((1−α)ϕ)

sin(αϕ)
). In particular, (15)

entails

(16) fα(z) ∼ (α/z)
2−α

2(1−α)√
2πα(1 − α)

exp
{
−(1 − α)

(
α

z

) α
1−α

}

as z → 0, the asymptotic relation remaining valid after differentiating both sides with respect
to z as many times as needed. See, for example, Zolotarev [31] for details.

PROOF OF LEMMA 3. The change of variables s = zy − 1 gives In(z) = (1
z
)n+1e−n ×∫ +∞

−1 e−nh(s)fα( s+1
z

)ds, with h(s) := s − log(s + 1). In order to exploit the analyticity of
the function h for s ∈ (−1,1), fix σ ∈ (0,1) and split the above integral into the regions
s ∈ (σ,+∞), s ∈ (0, σ ), s ∈ (−σ,0) and s ∈ (−1,−σ). The ensuing analysis will provide
the desired bound on 
 by expressing it as a sum of three other functions called 
1, 
2 and

3. First, write h(s) ≥ h′(σ )(s − σ) + h(σ) for every s ∈ (σ,+∞) by the convexity of h,
yielding ∫ +∞

σ
e−nh(s)fα

(
s + 1

z

)
ds

≤ (σ + 1)n exp
{
− nσ

σ + 1

}∫ +∞
σ

exp
{
− nsσ

σ + 1

}
fα

(
s + 1

z

)
ds

= (σ + 1)n
∫ +∞
σ+1

exp
{
− ntσ

σ + 1

}
fα

(
t

z

)
dt.
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Observe that the analysis of this term leads to the study of


1(z) := 1

fα(1/z)
sup
n∈N

n3/2(σ + 1)n
∫ +∞
σ+1

exp
{
− ntσ

σ + 1

}
fα

(
t

z

)
dt.

For small z, there holds fα(1/z) = O(z1+α) in view of (3), and the supremum turns out to be
of the same order z, that is, O(z1+α), since fα(x) ≤ Cαx−(1+α). For large z, put λ := σ

2(σ+1)
and use the Cauchy–Schwarz inequality to obtain∫ +∞

σ+1
exp

{
− ntσ

σ + 1
+ λt

}
e−λtfα

(
t

z

)
dt

≤
(∫ +∞

σ+1
exp

{
− 2ntσ

σ + 1
+ 2λt

}
dt

)1/2(
‖fα‖∞

∫ +∞
0

e−2λtfα

(
t

z

)
dt

)1/2

= eσ/2√1 + 1/σ√
2n − 1

e−nσ√
z‖fα‖1/2∞ exp

{
−1

2

(
σz

σ + 1

)α}
,

which entails the desired asymptotic behavior. Second, take into account the region s ∈
(−1,−σ). Writing h(s) ≥ h′(−σ)(s + σ) + h(−σ) for every s ∈ (−1,−σ), and still using
the convexity of the function h, we can write the following:∫ −σ

−1
e−nh(s)fα

(
s + 1

z

)
ds ≤ (1 − σ)n

∫ 1−σ

0
exp

{
ntσ

1 − σ

}
fα

(
t

z

)
dt.

Therefore, the quantity to bound is now equal to


2(z) := 1

fα(1/z)
· sup
n∈N

n3/2(1 − σ)n
∫ 1−σ

0
exp

{
ntσ

1 − σ

}
fα

(
t

z

)
dt.

For small z, argue as above using that fα(1/z) = O(z1+α) and fα(x) ≤ Cαx−(1+α). For
large values of z, exploit that supt∈[0,1−σ ] exp{ ntσ

1−σ
} = enσ and conclude by using that∫ 1−σ

0 fα( t
z
)dt ∼ z

1−3α/2
1−α exp{−Cαzα/(1−α)}, as a consequence of (16). Third, to study the inte-

gral in the region (0, σ ), consider the inversion of the analytic function h(s). Since t = h(s) =∑∞
k=2

(−s)k

k
for s ∈ (0, σ ), by means of Lagrange’s inversion formula s = ∑∞

k=1 αkt
k/2. The

coefficients αk are given by α1 = √
2, α2 = 2/3 and

k + 2√
2

αk+1 = αk −
k−2∑
j=0

j + 2

2
αj+2αk−j

for k = 2,3, . . . . See, for example, Example 1 in Chapter 2 of Wong [30]. Thus, h : (0, σ ) →
(0, h(σ )) is bijective, with inverse function given by q(t) := ∑∞

k=1 αkt
k/2 for t ∈ (0, h(σ )).

These facts guarantee the possibility to change the variable, to get∫ σ

0
e−nh(s)fα

(
s + 1

z

)
ds =

∫ h(σ)

0
e−ntfα

(
q(t) + 1

z

)
q ′(t)dt.

At this stage, invoke the Taylor formula to show that, for all s ∈ (0, σ ) and t ∈ (0, h(σ )),
there holds |F(s; z)| ≤ 1

2 supy∈(0,σ ) |f ′′
α (

y+1
z

)|( s
z
)2, |Q(t)| ≤ Ct3/2 and |Q1(t)| ≤ Ct1/2 with

some numerical constant C, where we defined

F(s; z) := fα

(
s + 1

z

)
−

[
fα

(
1

z

)
+ f ′

α

(
1

z

)
s

z

]
,

Q(t) := q(t) − [
α1t

1/2 + α2t
]
,

Q1(t) := q ′(t) −
[

1

2
α1t

−1/2 + α2

]
.
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Finally, the study in the region (−σ,0) starts from the inversion of the analytic functions
h(−s) for s ∈ (0, σ ). Deduce that s = ∑∞

k=1(−1)k+1αkt
k/2 =: q(t) is the inverse of t =

h(−s) for s ∈ (0, σ ). Changing the variable yields∫ 0

−σ
e−nh(s)fα

(
s + 1

z

)
ds =

∫ h(−σ)

0
e−ntfα

(−q(t) + 1

z

)
q ′(t)dt.

Again, the Taylor formula shows that, for all s ∈ (0, σ ) and t ∈ (0, h(−σ)), there holds
|F(s; z)| ≤ 1

2 supy∈(0,σ ) |f ′′
α (

−y+1
z

)|( s
z
)2, |Q(t)| ≤ Ct3/2 and |Q1(t)| ≤ Ct1/2 with some nu-

merical constant C, where we defined

F(s; z) := fα

(−s + 1

z

)
−

[
fα

(
1

z

)
− f ′

α

(
1

z

)
s

z

]
,

Q(t) := q(t) − [
α1t

1/2 − α2t
]
,

Q1(t) := q ′(t) −
[

1

2
α1t

−1/2 − α2

]
.

Then, the way is paved to study


3(z) := sup
n∈N

n

∣∣∣∣
∫ σ

0 e−nh(s)fα( s+1
z

)ds + ∫ 0
−σ e−nh(s)fα( s+1

z
)ds

fα(1/z)
√

2π
n

− 1
∣∣∣∣

by expanding the sum of the two integrals in the numerator. The multitude of the ensuing
terms is then split into four groups, according to the dependence on the z-variable. The first
group corresponds to

fα

(
1

z

){
α1

2

∫ h(σ)

0
e−nt t−1/2 dt + α2

∫ h(σ)

0
e−nt dt +

∫ h(σ)

0
e−ntQ1(t)dt

+ α1

2

∫ h(−σ)

0
e−nt t−1/2 dt − α2

∫ h(−σ)

0
e−nt dt +

∫ h(−σ)

0
e−ntQ1(t)dt

}
.

The key remark rests on the identity α1
∫ +∞

0 e−nt t−1/2 dt =
√

2π
n

, so that the term −1 that
appears in the definition of 
3(z) cancels out. The other noteworthy simplification is ob-
tained by considering the identity

∫ h(σ)
0 e−nt dt − ∫ h(−σ)

0 e−nt dt = 1
n
[e−nh(−σ) − e−nh(σ)].

The remaining terms are handled by means of the Watson lemma (Section 5.I of Wong [30]).
Therefore, this first group of terms contributes as a bounded function of z, because of the
simplification of the prefactor fα(1/z) with the same term appearing in the denominator of
the expression that defines 
3. The second group of terms is given by

1

z
f ′

α

(
1

z

){
α2

1

2

∫ h(σ)

0
e−nt dt + α1

∫ h(σ)

0
e−nt t1/2[

α2 + Q1(t)
]
dt

+
∫ h(σ)

0
e−nt [α2t + Q(t)

] ·
[

1

2
α1t

−1/2 + α2 + Q1(t)

]
dt

− α2
1

2

∫ h(−σ)

0
e−nt dt − α1

∫ h(−σ)

0
e−nt t1/2[−α2 + Q1(t)

]
dt

+
∫ h(−σ)

0
e−nt [−α2t + Q(t)

] ·
[

1

2
α1t

−1/2 − α2 + Q1(t)

]
dt

}
.

As before, it is worth remarking the simplification involving the quantity
∫ h(σ)

0 e−nt dt −∫ h(−σ)
0 e−nt dt = 1

n
[e−nh(−σ) − e−nh(σ)]. Again, the remaining terms are handled by means
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of the Watson lemma. As to the asymptotic behavior, recall (3) and (16) to get f ′
α(z−1)/[z ×

fα(z−1)] = O(1) and f ′
α(z−1)/[zfα(z−1)] = O(z

α
1−α ) as z → 0 and z → +∞, respectively.

Finally, consider

1

2z2 sup
y∈(0,σ )

∣∣∣∣f ′′
α

(
y + 1

z

)∣∣∣∣
∫ h(σ)

0
e−nt [q(t)

]2 ·
[

1

2
α1t

−1/2 + α2 + Q1(t)

]
dt

and

1

2z2 sup
y∈(0,σ )

∣∣∣∣f ′′
α

(−y + 1

z

)∣∣∣∣
∫ h(−σ)

0
e−nt [q(t)

]2 ·
[

1

2
α1t

−1/2 − α2 + Q1(t)

]
dt.

Thanks to equations (3) and (16), the asymptotic behavior of these expressions stems from

f ′′
α (z−1)/[z2fα(z−1)] = O(1) and f ′′

α (z−1)/[z2fα(z−1)] = O(z
2α

1−α ) as z → 0 and z → +∞,
respectively. This completes the proof. �

2.3. A quantitative Poisson approximation. Our result improves Theorem 1 of Hwang
[13] by reformulating it as a true inequality, that is, without “big O” terms. As to notation,
for any r > 0 and z0 ∈ C, Dr(z0) (Dr(z0), respectively) will denote the open (closed, respec-
tively) disc in C of radius r , centered at z0.

PROPOSITION 2. Let GXn be holomorphic in Dη+τn(0) for every n ∈ N, with η > 3
independent of n and τn > 0. Moreover, suppose that GXn can be written as

(17) GXn(s) = exp
{
λn(s − 1)

}
sh[

g(s) + εn(s)
]

for every s ∈ Dη+τn(0), where:

(i) {λn}n≥1 is a diverging sequence of positive numbers;
(ii) h ∈ N0 is a constant, independent of n;

(iii) the restriction of g to Dη(0) is independent of n and holomorphic on that domain,
with g(1) = 1 and g(0) �= 0;

(iv) εn is holomorphic in Dη(0) and satisfies K(η − 1) < +∞, where

K(δ) := sup
n∈N

sup
0<|s−1|<δ

λn

∣∣∣∣εn(s)

s − 1

∣∣∣∣ < +∞.

Then there exist some n0 ∈ N and C(η) > 0, independent of n, such that

(18)
∑
k≥h

∣∣∣∣P[Xn = k] − exp
{−[

λn + g′(1)
]} [λn + g′(1)]k−h

(k − h)!
∣∣∣∣ ≤ C(η)

λn

holds for every n ≥ n0.

The following proof also contains a quantification of C(η). In addition, notice that λn +
g′(1) > 0 holds eventually (with respect to n), and that the integer h is well defined in view
of g(0) �= 0 and the holomorphic character of g and εn about s = 0.

PROOF OF PROPOSITION 2. Set σn := λn + g′(1). Write P[Xn = k + h] = I
(k,n)
1 (ρ) +

I
(k,n)
2 (ρ), where, in view of (17) and the Cauchy formula,

I
(k,n)
1 (ρ) = 1

2πi

∮
Dρ(0)

g(s)s−(k+1)eλn(s−1) ds,

I
(k,n)
2 (ρ) = 1

2πi

∮
Dρ(0)

εn(s)s
−(k+1)eλn(s−1) ds
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for any ρ ∈ (0, η). Observe that the left-hand side of (18) is bounded by

(19)
∑
k≥0

[∣∣∣∣I (k,n)
1 (ρ) − e−σn

σ k
n

k!
∣∣∣∣ + ∣∣I (k,n)

2 (ρ)
∣∣].

Fix δ ∈ (1, η − 1) and define M1(n) := λn − λ
1/2+1/7
n and M2(n) := λn + λ

1/2+1/7
n , yielding

M1(n) < M2(n) < δλn definitely with respect to n. Then, (19) is majorized by

∑
0≤k<M1(n)

[
e−σn

σ k
n

k! + ∣∣I (k,n)
1 (ρ)

∣∣ + ∣∣I (k,n)
2 (ρ)

∣∣]

+ ∑
M1(n)≤k<M2(n)

[∣∣∣∣I (k,n)
1 (ρ) − e−σn

σ k
n

k!
∣∣∣∣ + ∣∣I (k,n)

2 (ρ)
∣∣]

+ ∑
k≥M2(n)

e−σn
σ k

n

k! + ∑
M2(n)≤k<δλn

[∣∣I (k,n)
1 (ρ)

∣∣ + ∣∣I (k,n)
2 (ρ)

∣∣]

+ ∑
k≥δλn

[∣∣I (k,n)
1 (ρ)

∣∣ + ∣∣I (k,n)
2 (ρ)

∣∣].

(20)

For the last sum in (20), choose ρ = δ to obtain

∣∣I (k,n)
1 (δ)

∣∣ + ∣∣I (k,n)
2 (δ)

∣∣ ≤ 1

2

√
π

2

[
ηK(η)λ−1

n + sup
s∈Dη(0)

∣∣g(s)
∣∣]λ−1/2

n δ−keλn(δ−1)

for all k ≥ δλn. Hence, noticing that 1 − δ + δ log δ > 0, conclude that

(21)
∑

k≥δλn

[∣∣I (k,n)
1 (δ)

∣∣ + ∣∣I (k,n)
2 (δ)

∣∣] ≤ C1(η, δ, g)λ−1/2
n e−λn(1−δ+δ log δ).

Then, if k ∈ (0,M1(n)) ∪ [M2(n), δλn), set ρ := k/λn to get

∣∣I (k,n)
1 (k/λn)

∣∣ ≤ e
√

π

2
√

2

[
sup

s∈Dη(0)

∣∣g(s)
∣∣]e−λn

λk
n

k! ,

∣∣I (k,n)
2 (k/λn)

∣∣ ≤ e
√

π

2
√

2
K(η)

(
1

λn

)[∣∣∣∣ k

λn

− 1
∣∣∣∣ +

√
πδ

2λn

]
e−λn

λk
n

k! .

By Chernoff bounds for Poisson probabilities, for the fourth sum in (20) there holds

∑
M2(n)≤k<δλn

[∣∣I (k,n)
1 (ρ)

∣∣ + ∣∣I (k,n)
2 (ρ)

∣∣] ≤ C2(η, δ, g) exp
{
−1

2
λ2/7

n

}

while, for the third sum in (20), there exists a constant C3 such that

∑
0≤k<M1(n)

e−σn
σ k

n

k! + ∑
k≥M2(n)

e−σn
σ k

n

k! ≤ C3 exp
{
−1

2
λ2/7

n

}
.

Furthermore, the same argument based on the Chernoff bounds for Poisson probabilities
shows that

∑
0≤k<M1(n)

[∣∣I (k,n)
1 (ρ)

∣∣ + ∣∣I (k,n)
2 (ρ)

∣∣] ≤ C4(η, δ, g) exp
{
−1

2
λ2/7

n

}
.
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It remains the second sum in (20), which brings the main contribution. In particular, for the
sum relative to εn, choose ρ := k/λn and write

∣∣I (k,n)
2 (k/λn)

∣∣ ≤
(
e−λn

λk
n

k!
)(

k!ek

2πkkλn

)

×
[
K(δn)

∫
|θ |≤λ

−5/14
n

∣∣∣∣ k

λn

eiθ − 1
∣∣∣∣e−k(1−cos θ) dθ

+ K(η)

∫
|θ |>λ

−5/14
n

∣∣∣∣ k

λn

eiθ − 1
∣∣∣∣e−k(1−cos θ) dθ

]

≤ C5(η)

(
e−λn

λk
n

k!
)[

K(δn) exp
{
−1

5
λ2/7

n

}
+ K(δn)λ

−19/14
n

]
,

where δn :=
√

[1 − (1 − λ
−5/14
n ) cosλ

−5/14
n ]2 + [(1 − λ

−5/14
n ) sinλ

−5/14
n ]2 ∼ √

2λ
−5/14
n .

Therefore, ∑
M1(n)≤k<M2(n)

∣∣I (k,n)
2 (ρ)

∣∣ ≤ C5(η)

[
K(δn) exp

{
−1

5
λ2/7

n

}
+ K(δn)λ

−19/14
n

]
.

Finally, upon noticing that

I
(k,n)
1 (ρ) − e−σn

σ k
n

k! = 1

2πi

∮
Dρ(0)

[
g(s) − eg′(1)(s−1)]s−(k+1)eλn(s−1) ds

is valid, write the integral on the right-hand side as

g′′(1) − [g′(1)]2

4πi

∮
Dρ(0)

(s − 1)2s−(k+1)eλn(s−1) ds

+
∞∑

m=3

1

m!
{
g(m)(1) − [

g′(1)
]m} 1

2πi

∮
Dρ(0)

(s − 1)ms−(k+1)eλn(s−1) ds.

Choosing ρ := k/λn once again, and taking account of the well-known Cauchy estimates for
holomorphic functions, conclude that the modulus of the above sum is bounded by

e−λn
λk

n

k!
[

1

2

∣∣g′′(1) − [
g′(1)

]2∣∣ · ∣∣C2(λn, k)
∣∣

+
(

1

λn

) 15
14

∞∑
m=3

2m+1λ−(m−3)/14
n Mn(g)m

]
,

where C2(λn, k) := k2−(2λn+1)k+λ2
n

λ2
n

stands for the Poisson–Charlier polynomial of degree 2

and Mn(g) := sup|s−1|≤λ
−2/7
n

|g(s)|. To conclude the proof, recall that
∑∞

k=0 e−λn
λk

n

k! |C2(λn,

k)| ≤ C6λ
−1
n holds with some numerical constant C6 by virtue of Proposition 1 of Hwang

[13], and observe that 2λ
−1/14
n Mn(g) ≤ 1

2 for all n sufficiently large. Hence, for all n ≥ n0,
write

(22)
∑

M1(n)≤k<M2(n)

∣∣∣∣I (k,n)
1 (ρ) − e−σn

σ k
n

k!
∣∣∣∣ ≤ C7

λn

[
1

2

∣∣g′′(1) − [
g′(1)

]2∣∣ + 1
]

for some suitable numerical constant C7. This fact completes the proof. �

A sharper bound than the one obtained in Proposition 2 can be obtained by strengthening
the hypotheses on g. This is stated in the following.
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COROLLARY 1. In addition to the assumptions made in Proposition 2, suppose that

(23)

∣∣∣∣∣
r∑

l=0

(
r

l

)
g(l)(1)

[−g′(1)
]r−l

∣∣∣∣∣ ≤ √
r!Br

holds for every r ∈ N0 and some B > 0 independent of r . Then, it holds

∑
k≥0

∣∣∣∣I (k,n)
1 (ρ) − exp

{−[
λn + g′(1)

]} [λn + g′(1)]k
k!

∣∣∣∣ ≤ C∗(η)

λn

for every n ≥ n0, C∗(η) being a suitable constant depending solely on η.

PROOF. Rewrite I
(k,n)
1 (ρ) by means of an identity due to Ch. Jordan (see Kullback [16]

and Uspensky [29]). For any x > 0 and r ∈ N0, define

Lr(x;n) := r!
2πi

∮
Dρ(0)

g(1 + s)s−(k+1)e(λn−x)s ds =
r∑

l=0

(
r

l

)
g(l)(1)(λn − x)r−l

the radius ρ being any number in (1, η − 1). See formulae (6) and (2.3) in Uspensky [29] and
Kullback [16]. Setting x = σn := λn + g′(1), Jordan’s identity reads

(24) I
(k,n)
1 (ρ) =

∞∑
r=0

1

r!Lr(σn;n)Cr (σn;k)e−σn
σ k

n

k!

the symbol Cr (x;k) := ∑r
l=0

(
r

l

)
(−1)r−l[k][l]x−l standing for the Poisson–Charlier polyno-

mial, where [k][j ] denotes the falling factorial, that is, [k][0] := 1 and [k][j ] := ∏j−1
m=0(k − m)

if j ∈ N. At this stage, the argument used to prove Proposition 1 of Hwang [13] (see also
Lemma 6 in Shorgin [28]) shows that, for any x0 > 1, there exists a constant M(x0) depend-
ing solely by x0 such that

(25)
∞∑

k=0

e−x xk

k!
∣∣Cr (x;k)

∣∣ ≤ [
M(x0)

]r
�

(
r + 1

2

)
x−r/2

holds for every x ≥ x0 and r ∈ N0. Combination of (23)–(25) yields

(26)
∑
k≥0

∣∣∣∣I (k,n)
1 (ρ) − e−σn

σ k
n

k!
∣∣∣∣ ≤ BM(x0)

σn

∞∑
r=2

�

(
r + 1

2

)
1√
r!

(
BM(x0)

σn

)(r−2)/2

whenever σn ≥ x0 > 1, since L0(σn;n) = 1 and L1(σn;n) = 0. Thus, if σn ≥ 2BM(x0),
the series on the right-hand side of (26) is bounded by a numerical constant, say c1. Since
−2g′(1) ≤ λn holds eventually in n, entailing that 1/σn ≤ 2/λn, the left-hand side of (26)
is bounded by 2c1BM(x0)/λn, for all n greater or equal than some n0. This completes the
proof. �

Our application of Proposition 2 starts from the evaluation of the probability generating
function of the random variable R(α,n, tnα), which is playing the role of Xn. In fact, a
combination of equations (7) and (13) with Lemma 3 yields

(27) GR(α,n,tnα)(s) = etnα(s−1)s
(1
s
)

1
α
+1fα(( 1

st
)

1
α )[1 + δn((st)

1
α )]

fα((1
t
)

1
α )[1 + δn(t

1
α )]

.
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Currently, (27) holds for all s, t > 0, but it will be shown that the numerator on the right-hand
side can be analytically continued, as a function of s, to the whole complex plane. To parallel
(27) with (17), set λn = tnα , h = 1,

g(s) = (1
s
)

1
α
+1fα(( 1

st
)

1
α )

fα((1
t
)

1
α )

and εn(s) = g(s)

[
1 + δn((st)

1
α )

1 + δn(t
1
α )

− 1
]
.

As η, it can be chosen as any number strictly greater than 3, since GR(α,n,tnα) is an entire
function. Apropos of the analytic continuation of the right-hand side of (27), recall the defi-

nition of the Wright–Mainardi function Mα(z) := 1
π

∑∞
n=1

(−z)n−1

(n−1)! �(αn) sin(παn), for z ∈C

and α ∈ (0,1), which coincides with 1
αz1+1/α fα( 1

z1/α ) if �(z) = 0 and �(z) > 0 (Mainardi et
al. [19]). It turns out that g can be re-written as g(s) = Mα(st)/Mα(t), for all s ∈C, and (27)
reads

GR(α,n,tnα)(s) = etnα(s−1)s

∫ +∞
−1 enh(σ)(1 + σ)−αMα(st (1 + σ)−α)dσ∫ +∞
−1 enh(σ)(1 + σ)−αMα(t (1 + σ)−α)dσ

.

Furthermore, the rate λn + g′(1) of the shifted Poisson distribution in (18) becomes

ω(t;n,α) := λn + g′(1) = tnα + tM ′
α(t)

Mα(t)
,

which is positive whenever n is sufficiently large and t ≤ T (n,α). The determination of
the asymptotic behavior of T (n,α) is determined by the behavior of Mα for large ar-
guments. In fact, as shown in the work of Mainardi et al. [19], Mα(t/α) ∼ (2π(1 −
α))−1/2t

α−1/2
1−α exp{−1−α

α
t

1
1−α } as t → +∞, in agreement with (16).

At this stage, this subsection is complete by stating a corollary that matches Proposition 2
with Lemma 3. After recalling that the symbol Nλ denotes a Poisson random variable with
parameter λ, we have the following.

COROLLARY 2. There exists n0 independent of t such that, for all n ≥ n0 and t ≤
T (n,α), there holds

∞∑
k=1

∣∣P[
R

(
α,n, tnα) = k

] − P[1 + Nω(t;n,α) = k]∣∣ ≤ ϒ(t)

tnα
,

where T (n,α) ∼ nκα as n → +∞ for some κ ∈ (0,1), and ϒ : (0,+∞) → (0,+∞) is a
suitable continuous function which is independent of n. Moreover, ϒ can be chosen in such
a way that ϒ(t) = O(1) as t → 0, and ϒ(t) · fα( 1

t1/α ) = O(t−∞) as t → +∞.

PROOF. It is enough to recover the bounds (21)–(22). After they are rewritten in terms
of t , it is enough to exploit the properties of the function 
 in Lemma 3. �

2.4. Conclusion. This subsection contains the heart of the proof of Theorem 1, whose
strategy consists in four main steps. Maintaining the notation used in Sections 2.1 and 2.3,
these steps can be summarized as follows:

(A) since the strong law of large numbers hints that Gα
θ+n,1 ∼ nα as n → +∞, with prob-

ability 1, one tries to rigorously prove that the probability laws of Kn and R(α,n,Sα,θ · nα)

are close, even in total variation;
(B) after conditioning on the hypothesis that Sα,θ = t , one invokes Corollary 2 to prove

that the probability laws of R(α,n, tnα) and 1 + Nω(t,n,α) are close in total variation;
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(C) by resorting to well-known results about Poisson mixtures contained in [17] (see also
Proposition 4 below), one shows that the probability laws of Nω(Sα,θ ,n,α) and NSα,θ ·nα are
close in total variation, the random variable Sα,θ being thought of as independent of the
family of random variables {Nλ}λ>0;

(D) in view of a quantitative law of large numbers for the Poisson process stated in Adell
and de la Cal [1], one concludes by checking that the probability laws of (1 + NSα,θ ·nα )/nα

and Sα,θ are close in the Kolmogorov metric.

To grasp our strategy, write dK(X;Y) to denote the Kolmogorov distance between the
distribution functions of X and Y , and define �n,α,θ := ω(Sα,θ ;n,α)1{Sα,θ ≤ T (n,α)} ≥ 0,
T (n,α) being the same as in Corollary 2, to get

dK

(
Kn/nα;Sα,θ

) ≤ dK

(
Kn/nα;R(

α,n,nαSα,θ

)
/nα)

+ dK

(
R

(
α,n,nαSα,θ

)
/nα; (1 + N�n,α,θ )/nα)

+ dK

(
(1 + N�n,α,θ )/nα; (1 + NSα,θnα )/nα)

+ dK

(
(1 + NSα,θnα )/nα;Sα,θ

)
,

where Sα,θ is independent of both {R(α,n, z)}z>0 and {Nλ}λ>0. Moreover, N0 is intended,
henceforth, as the degenerate random variable equal a.s. to 0. After recalling that dK(aX +
b;aY + b) = dK(X;Y) for any a > 0 and b ∈ R, and that dK(X;Y) ≤ dTV(X;Y) :=
supB∈B(R) |P[X ∈ B] − P[Y ∈ B]|, dTV being the total variation distance, one can write

dK

(
Kn/nα;Sα,θ

)
≤ dTV

(
Kn;R(

α,n,nαSα,θ

))
+

∫ T (n,α)

0
dTV

(
R

(
α,n, tnα);1 + Nω(t;n,α,θ)

)
fSα,θ (t)dt

+ P
[
Sα,θ > T (n,α)

]
+ dK(N�n,α,θ ;NSα,θ ·nα ) + dK

(
(1 + NSα,θ ·nα )/nα;Sα,θ

)
.

(28)

Hence, one starts by studying the first term on the right-hand side of (28).

PROPOSITION 3. For fixed α ∈ (0,1) and θ > 0, there exists a positive constant C1(α, θ)

such that

2 dTV
(
Kn;R(

α,n,nαSα,θ

))
=

n∑
k=1

∣∣P[Kn = k] − P
[
R

(
α,n,nαSα,θ

) = k
]∣∣ ≤ C1(α, θ)/n

(29)

holds for all n ∈N.

PROOF. The law of R(α,n,Sα,θ · nα) is given by

(30) P
[
R

(
α,n,Sα,θ · nα) = k

] =
∫ +∞

0

[
C (n, k;α)(tnα)k∑n

j=1 C (n, j ;α)(tnα)j

]
fSα,θ (t)dt

for k = 1, . . . , n. Combining (10), (13) and (30), the left-hand side of (29) is equal to

n∑
k=1

∣∣∣∣C (n, k;α)
�(k + θ/α)

�(θ/α)

�(θ)

�(n + θ)
−

∫ +∞
0

C (n, k;α)(tnα)k

dn(t)
fSα,θ (t)dt

∣∣∣∣.
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Set d∗
n(t) := etnα

(n − 1)! 1
t1/α fα( 1

t1/α ) and majorize the above quantity by

n∑
k=1

∣∣∣∣C (n, k;α)
�(k + θ/α)

�(θ/α)

�(θ)

�(n + θ)
−

∫ +∞
0

C (n, k;α)(tnα)k

d∗
n(t)

fSα,θ (t)dt

∣∣∣∣
+

∫ +∞
0

|d∗
n(t) − dn(t)|

d∗
n(t)

fSα,θ (t)dt.

Since
∫ +∞

0
(tnα)k

d∗
n(t)

fSα,θ (t)dt = 1
(n−1)!

�(k+θ/α)

nθ
�(θ)

�(θ/α)
holds after taking account of (4), one has

n∑
k=1

∣∣∣∣C (n, k;α)
�(k + θ/α)

�(θ/α)

�(θ)

�(n + θ)
−

∫ +∞
0

C (n, k;α)(tnα)k

d∗
n(t)

fSα,θ (t)dt

∣∣∣∣
=

∣∣∣∣1 − �(θ + n)

�(n)nθ

∣∣∣∣ ≤ ([θ ] + 1)! − 1

n
,

where: (i) the identity is a consequence of (10); (ii) the inequality, in which [θ ] denotes the
integral part of θ , follows from the well-known Tricomi–Erdélyi expansion of the gamma
ratio. Finally, by resorting to (13)–(14), one has

∫ +∞
0

|d∗
n(t) − dn(t)|

d∗
n(t)

fSα,θ (t)dt

≤
∣∣∣∣(n/e)n

√
2πn

n! − 1
∣∣∣∣ +

(
(n/e)n

√
2πn

n!
)

1

n

∫ +∞
0



(
t1/α)

fSα,θ (t)dt,

which leads to the desired conclusion, in view of the well-known Stirling approximation and
the fact that

∫ +∞
0 
(t1/α)fSα,θ (t)dt < +∞, by virtue of Lemma 3. Indeed, suffice it to recall

that 
(t1/α) = O(1) and fSα,θ (t) ∼ tθ/α as t → 0, whereas the condition 
(z)fα(1/z) =
O(z−∞), valid as z → +∞, entails the integrability of 
(t1/α)fSα,θ (t) at infinity. �

The conclusion of the proof of Theorem 1 requires to combine results of Section 2.3 with
other known results. According to point (B), invoke Corollary 2 to obtain

∫ T (n,α)

0

[ ∞∑
k=1

∣∣P[
R

(
α,n, tnα) = k

] − P[1 + Nω(t;n,α) = k]∣∣
]
fSα,θ (t)dt

≤ C2(α, θ)

nα
,

where C2(α, θ) := ∫ +∞
0 t−1ϒ(t)fSα,θ (t)dt < +∞. The finiteness of this last integral follows

from the asymptotic properties of ϒ stated in Corollary 2 and (4), which, in turn, entails
fSα,θ (t) ∼ tθ/α as t → 0.

In order to proceed with point (C), notice that

P
[
ω(Sα,θ ;n,α) < 0

] =
∫ +∞
T (n,α)

fSα,θ (t)dt ∼ 1

nα

as n → ∞.
To bound the fourth term on the right-hand side of (28), note that this is the Kolmogorov

distance between two Poisson mixtures. This problem is tackled in Theorem 1 of Le Cam
[17], which is restated for the reader’s ease.
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PROPOSITION 4 (Le Cam). Given two probability measures γ1, γ2 on B([0,+∞)), one
gets

sup
x≥0

∣∣∣∣
∫ +∞

0
P[Nλ ≤ x]γ1(dx) −

∫ +∞
0

P[Nλ ≤ x]γ2(dx)

∣∣∣∣
≤ 2

(
1 + e2)

sup
B∈B([0,+∞))

∣∣γ1(B) − γ2(B)
∣∣.

Therefore, a direct application of Proposition 4 yields

∞∑
k=0

∣∣∣∣
∫ T (n,α)

0

[
P[Nω(t;n,α) = k] − P[Ntnα = k]]fSα,θ (t)dt

∣∣∣∣
≤ 2

(
1 + e2) ∫ T (n,α)

0

∣∣fSα,θ (t) − nαfSα,θ

(
ψn

(
tnα))

ψ ′
n

(
tnα)∣∣ dt ∼ 1

nα

the function ψn denoting the inverse of (0, T (n,α)) � t �→ ω(t;n,α).
Finally, according to point (D), first get rid of the shift +1 relative to the Poisson mixture.

In fact, this yields an extra term which goes to zero as 1/nα , since
∫ 1/nα

0 fSα,θ (t)dt ∼ 1/nα .
Then it remains to consider the following term:

sup
x≥0

∣∣P[
NSα,θ ·nα ≤ xnα] − P[Sα,θ ≤ x]∣∣

= sup
x≥0

∣∣∣∣
∫ ∞

0

{
P
[
Nt ·nα ≤ xnα] − 1{t ≤ x}}fSα,θ (t)dt

∣∣∣∣.
This quantity is bounded by C3(α, θ)/nα for a suitable C3(α, θ) > 0, as a direct application
of Theorem 1 of Adell and de la Cal [1], which is here restated for the reader’s ease.

PROPOSITION 5 (Adell–de la Cal). Consider a probability density h : [0,+∞) →
[0,+∞) satisfying the following conditions:

(i) h ∈ C1
b([0,+∞)), the space of C1 functions on [0,+∞) which are bounded together

with their first derivatives;
(ii) supx≥0 |h(x) + 1

2xh′(x)| < +∞:
(iii) there exist b0 ≥ 0 and 0 < γ < 1

2 such that

lim
s→+∞ sup

b≥b0

b sup
x≥0,

|x−b|≤b1−γ /sγ

∣∣h′(x) − h′(b)
∣∣ = 0.

Then there exists a constant C(h), depending on the above analytical properties of h, for
which

sup
x≥0

∣∣∣∣
∫ ∞

0

{
P[Ntm ≤ xm] − 1{t ≤ x}}h(t)dt

∣∣∣∣ ≤ C(h)

m

holds for all m > 0.

To apply Proposition 5 it is enough to set m = nα and h = fSα,θ . Checking conditions (i)
and (ii) is obvious, while the condition (iii) can be verified as in Section 3 of the work of
Adell and de la Cal [1]. The proof Theorem 1 is complete.
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REMARK 2. According to Remark 1, a natural extension of Theorem 1 may be to con-
sider the random number Ml,n of blocks in the random partition �n induced by a random
sample from p̃α,θ . In particular, Pitman [25] showed that

(31)
Ml,n

nα

a.s.−→ α[1 − α](l−1)

l! Sα,θ ,

as n → +∞. Then one may apply the results in Section 2.2 and Section 2.3 to obtain a
Berry–Esseen theorem for (31). A more challenging task is to prove Theorem 1 for the class
of α-stable Poisson–Kingman processes (Pitman [25]).

3. Pitman’s posterior α-diversity. Pitman’s posterior α-diversity (5) was first intro-
duced in Favaro et al. [10] for Bayesian nonparametric inference of the number of new species
in m additional samples, given n initial observed samples. Samples are modeled by the ran-
dom vectors (X1, . . . ,Xn) and (Xn+1, . . . ,Xn+m), which are subsequent segments of the ex-
changeable sequence {Xi}i≥1 with p̃α,θ as directing measure. If card(·) denotes the cardinal-
ity of a set, then K

(n)
m = K

(n)
m (X1, . . . ,Xn;Xn+1, . . . ,Xn+m) := card({Xn+1, . . . ,Xn+m} −

{X1, . . . ,Xn}) is the number of new species in the additional sample (Xn+1, . . . ,Xn+m). Li-
joi et al. [18] obtained the posterior distribution of K

(n)
m given (X1, . . . ,Xn). In particular,

for (X1, . . . ,Xn) = (x1, . . . , xn) ∈ N
n, Kn = j ∈ {1, . . . , n} such that {X1 = x1, . . . ,Xn =

xn} ∩ {Kn = j} �=∅, and Nn = (n1, . . . , nj ) ∈N
j such that

∑
1≤i≤j ni = n, they showed that

P
[
K(n)

m = k|X1 = x1, . . . ,Xn = xn,Kn = j
]

= P
[
K(n)

m = k|Kn = j,Nn = (n1, . . . , nj )
]

(32)

= P
[
K(n)

m = k|Kn = j
] = [ θ

α
+ j ](k)

[θ + n](m)

C (m, k;α,−n + jα)

for any k ∈ {0,1, . . . ,m}, where C (n, k; s, r) is the noncentral generalized factorial coeffi-
cient, that is, C (n, k; s, r) = 1

k!
∑k

i=0(−1)i
(k
i

)[−is−r](m) (Charalambides [3]). The posterior

distribution (32) is at the basis of Bayesian nonparametric inference for K
(n)
m , for example,

estimation and uncertainty quantification (Lijoi et al. [18]). However, since the computational
burden for evaluating the noncentral generalized factorial coefficient becomes overwhelming
for large m, the evaluation of (32) is practically impossible for large m. To overcome this
drawback, Proposition 2 of Favaro et al. [10], recalled in (5), introduced Pitman’s poste-
rior α-diversity Sα,θ (n, j) to obtain large m approximated posterior inferences for K

(n)
m via

straightforward Monte Carlo sampling from Sα,θ (n, j). Hereafter, we present a quantitative
version of Proposition 2 of Favaro et al. [10]. That is, we formulate a Berry–Esseen theorem
for Pitman’s posterior α-diversity, thus quantifying the error of the approximated inference.

We start with a novel representation of the posterior distribution (32) in terms of the dis-
tribution of a compound sum of independent Bernoulli random variables with random pa-
rameter. For any n ∈ N and p ∈ [0,1], we denote by Z(n,p) a Binomial random variable
with parameters n,p. Also, we use the symbol Ba,b to denote a Beta random variable with
parameters a, b > 0.

LEMMA 4. Let n,m ∈ N and j ∈ {1, . . . , n}. For any α ∈ (0,1) and θ > −α, let K∗
m be

the number of blocks of the random partition �m induced by a random sample (X∗
1, . . . ,X∗

m)

from p̃α,θ+n. Then, for any k ∈ {0,1, . . . ,m}, there holds

P
[
K(n)

m = k|Kn = j
] = P

[
Z

(
K∗

m,Bθ/α+j,n/α−j

) = k
]
,

where the random variables Z, K∗
m and Bθ/α+j,n/α−j are mutually independent under P.
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PROOF. Let [x][n,a] be the falling factorial of x of order n and decrement a, that is,
[x][n,a] = ∏

0≤i≤n−1(x − ia), let S(n, k) be the Stirling number of the second kind, and
let S(n, k;x) := ∑

k≤t≤n

(t
i

)[x][i−k,1]S(n, i) be the noncentral Stirling number of the sec-
ond kind. Furthermore, let s(n, k) be the Stirling number of the first kind and recall that
[x][n,1] = ∑n

i=1 s(n, i)xi . We combine the definition of S(n, k;x) with Proposition 1 in
Favaro et al. [10] to write, for any r ∈ N,

E
[(

K(n)
m

)r |Kn = j
]

=
r∑

t=0

S(r, t)
[j + θ

α
](t,1)

[ θ+n
α

](t)
[
θ + n

α

]
(t)

t∑
i=0

(−1)t−i

(
t

i

) [θ + n + iα](m)

[θ + n](m)

=
r∑

t=0

S(r, t)
[j + θ

α
](t,1)

[ θ+n
α

](t)
E
[[

K∗
m

]
[t,1]

]

=
r∑

t=0

S(r, t)E
[[

K∗
m

]
[t,1]

] �(θ+n
α

)

�( θ
α

+ j)�( n
α

− j)

∫ 1

0
xt+ θ

α
+j−1(1 − x)

n
α
−j−1 dx

=
r∑

t=0

S(r, t)E
[[

K∗
m

]
[t,1]

]
E
[
(Bθ/α+j,n/α−j )

t ]

= E
[(

Z
(
K∗

m,Bθ/α+j,n/α−j

))r ]
,

where the last identity follows by E[(Z(n,p))r ] = ∑
0≤t≤r S(r, t)[n][t,1]pt . Then the proof is

complete by resorting to the one-to-one correspondence between the conditional law of K
(n)
m

and the sequence of its conditional moments. �

Let Fm(n, j) and Fα,θ (n, j) stand for the distribution functions of K
(n)
m /mα and Sα,θ (n, j),

respectively, conditioned on the event {Kn = j}. Then the followiong theorem may be inter-
preted as the natural posterior counterpart of Theorem 1, namely a Berry–Esseen theorem for
Pitman’s posterior α-diversity.

THEOREM 2. Let n ∈ N and j ∈ {1, . . . , n}. For any θ > 0 and α ∈ (0,1) such that
n
α

− j ≥ 1, there exists a positive constant Cα,θ (n, j), depending solely on n, j , α and θ ,
such that dK(Fm(n, j);Fα,θ (n, j)) ≤ m−αCα,θ (n, j) holds for every m ∈ N.

PROOF. For a generic random variable X, let FX denote its distribution function. Then
notice that Fα,θ (n, j)(x) = E[FBθ/α+j,n/α−j

(x/Sα,θ+n)]. Hereafter, it will be shown there ex-
ists a suitable constant C∗

α,θ (n, j) such that

(33) dK

(
Fm(n, j);Fα,θ (n, j)

) ≤ C∗
α,θ (n, j)E

[
1

K∗
m + 1

]
+ dK(FK∗

m/mα ;FSα,θ+n),

is valid, along with

(34) E
[

1

K∗
m + 1

]
≤ 1

mα
E
[

1

Sα,θ+n

]
+ dK(FK∗

m/mα ;FSα,θ+n).

With regards to (33), write

dK

(
Fm(n, j);Fα,θ (n, j)

)
= sup

x≥0

∣∣∣∣FK
(n)
m

(
mαx

) − E
[
FBθ/α+j,n/α−j

(
x

Sα,θ+n

)]∣∣∣∣
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≤ sup
x≥0

∣∣∣∣FK
(n)
m

(
mαx

) − E
[
FBθ/α+j,n/α−j

(
mαx

K∗
m

)]∣∣∣∣
(35)

+ sup
x≥0

∣∣∣∣E
[
FBθ/α+j,n/α−j

(
mαx

K∗
m

)]
− E

[
FBθ/α+j,n/α−j

(
x

Sα,θ+n

)]∣∣∣∣
= sup

x≥0

∣∣∣∣FK
(n)
m

(x) − E
[
FBθ/α+j,n/α−j

(
x

K∗
m

)]∣∣∣∣
+ sup

x≥0

∣∣∣∣E
[
FBθ/α+j,n/α−j

(
mαx

K∗
m

)]
− E

[
FBθ/α+j,n/α−j

(
x

Sα,θ+n

)]∣∣∣∣
and we treat separately the terms in (35). With regard to the first term,

sup
x≥0

∣∣∣∣FK
(n)
m

(x) − E
[
FBθ/α+j,n/α−j

(
x

K∗
m

)]∣∣∣∣
≤ E

[
sup
x≥0

∣∣∣∣FK
(n)
m

(x) − FBθ/α+j,n/α−j

(
x

K∗
m

)∣∣∣∣
]

= E
[
sup
x≥0

∣∣F
K

(n)
m

(
K∗

mx
) − FBθ/α+j,n/α−j

(x)
∣∣]

= E

[
sup
x≥0

∣∣∣∣∣P
[

1

K∗
m

K∗
m∑

i=1

Yi ≤ x
∣∣∣K∗

m

]
− FBθ/α+j,n/α−j

(x)

∣∣∣∣∣
]
,

where in the last identity we used Lemma 4. Thus, given Bθ/α+j,n/α−j , the Yi ’s are
(conditionally) independent and identically distributed Bernoulli variables with parameter
Bθ/α+j,n/α−j . Moreover, K∗

m, Bθ/α+j,n/α−j and the sequence {Yi}i≥1 are mutually indepen-
dent under P. Since θ

α
+ j ≥ 1 and n

α
− j ≥ 1, invoke Corollary 1.1 in Dolera and Favaro [6]

to conclude that

(36) sup
x≥0

∣∣∣∣∣P
[

1

K∗
m

K∗
m∑

i=1

Yi ≤ x
∣∣∣K∗

m

]
− FBθ/α+j,n/α−j

(x)

∣∣∣∣∣ ≤ C∗
α,θ (n, j)

K∗
m + 1

,

with C∗
α,θ (n, j) := 1

2 supx∈[0,1] |F′′
Bθ/α+j,n/α−j

(x)|, exploiting that 1/K∗
m ≤ 2/(K∗

m + 1). Now,
taking the expectation of both sides of (36) yields the first term on the right-hand side of (33).
With regard to the second term in (35), we notice that, for any random variable X supported
in (0,+∞) there holds E[FBθ/α+j,n/α−j

(x/X)] = ∫ 1
0 FX(x/t)dFBθ/α+j,n/α−j

(t). Thus,

sup
x≥0

∣∣∣∣E
[
FBθ/α+j,n/α−j

(
mαx

K∗
m

)]
− E

[
FBθ/α+j,n/α−j

(
x

Sα,θ+n

)]∣∣∣∣
≤

∫ 1

0
sup
x≥0

∣∣∣∣FK∗
m/mα

(
x

t

)
− FSα,θ+n

(
x

t

)∣∣∣∣ dFBθ/α+j,n/α−j
(t)

≤ dK(FK∗
m/mα ;FSα,θ+n),

yielding the second term on the right-hand side of (33). With regards to (34),

E
[

1

K∗
m + 1

]
≤

∣∣∣∣E
[

1

K∗
m + 1

]
− E

[
1

mαSα,θ+n + 1

]∣∣∣∣ + 1

mα
E
[

1

Sα,θ+n

]

and we deal separately with the two expectations inside the modulus, taking advantage that
we have expressions of the form E[1/(1 + X)]. Indeed, setting ϕ(x) = (1 + x)−1, we have
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∫ +∞
0 ϕ(x)dF(x) = ϕ(0) + ∫ +∞

0 ϕ′(x)[1 − F(x)]dx for every distribution function F sup-
ported in [0,+∞). From

∫ +∞
0 |ϕ′(x)|dx = 1, we get∣∣∣∣E

[
1

K∗
m + 1

]
− E

[
1

mαSα,θ+n + 1

]∣∣∣∣
≤

∫ +∞
0

∣∣ϕ′(x)
∣∣ dx · sup

x≥0

∣∣FK∗
m
(x) − FmαSα,θ+n(x)

∣∣
= dK(FK∗

m
;FmαSα,θ+n) = dK(FK∗

m/mα ;FSα,θ+n).

To conclude, note that E[1/Sα,θ+n] = α�(θ+n+1)�(α(θ+n−α))

�( θ+n
α

+1)�(θ+n−α)
is finite for all n ∈ N whenever

θ > −α, so that (34) holds true. The proof is complete by combining (33)–(34), and then by
a direct application of Theorem 1. �

As a direct consequence of Theorem 2, it is possible to construct credible intervals con-
taining high posterior probability for the Bayesian nonparametric estimator K̂

(n)
m . Due to the

definition of the Kolmogorov distance, for every a < b,

P
[
K

(n)
m

mα
∈ [a, b]|Kn = j

]
≥ P

[
Sα,θ (n, j) ∈ [a, b]|Kn = j

] − 2m−αCα,θ (n, j).

Therefore, after fixing any confidence level, say 1 − γ , it is possible to choose a, b so that{
length of (a, b) is minimum,

P
[
Sα,θ (n, j) ∈ [a, b]|Kn = j

] ≥ 1 − γ + 2m−αCα,θ (n, j).

This provides with a practical, simple tool for assessing uncertainty quantification in the
context of the Bayesian nonparametric estimation of K

(n)
m .

We conclude this section by pointing out a useful generalization of Theorem 2, which fol-
lows by the invariance under scaling of the Kolmogorov distance. Let λ(m) be an arbitrary
function of m such that λ(m)/mα → 1 as m → +∞. That is, λ(m) is asymptotically equiv-
alent to mα for large m. Moreover, let F(λ)

m (n, j) denote the posterior distribution function
of K

(n)
m /λ(m), given (X1, . . . ,Xn) featuring Kn = j ≤ n distinct species. For any α ∈ (0,1),

θ > −α and n ∈ N such that n
α

− j ≥ 1, Theorem (2) implies that there exists a constant

C
(λ)
α,θ (n, j), depending solely on n, j , α and θ , such that

(37) dK

(
F(λ)

m (n, j);Fα,θ (n, j)
) ≤ C

(λ)
α,θ (n, j)

λ(m)

for every m ∈N. One may apply (37) to identify a function λ that leads to an upper bound for
dK(F(λ)

m (n, j);Fα,θ (n, j)) which is smaller than the upper bound of Theorem 2. For instance,
one may consider λ(m) = (c+m)α −cα , with c being a positive parameter, and then optimize
the upper bound in (37) with respect to c.
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