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We study portfolio choice with small nonlinear price impact on gen-
eral market dynamics. Using probabilistic techniques and convex duality, we
show that the asymptotic optimum can be described explicitly up to the solu-
tion of a nonlinear ODE, which identifies the optimal trading speed and the
performance loss due to the trading friction. Previous asymptotic results for
proportional and quadratic trading costs are obtained as limiting cases. As
an illustration, we discuss how nonlinear trading costs affect the pricing and
hedging of derivative securities and active portfolio management.

1. Introduction. Classical financial theory is built on the paradigm of frictionless mar-
kets. By assuming that arbitrary quantities can be traded immediately at the quoted market
price, many elegant and far-reaching results can be derived. Real financial markets, however,
only supply limited liquidity. Accordingly, execution prices are adversely affected by large
trades executed quickly. Optimally scheduling the order flow—to trade off displacement from
the optimal frictionless risk-return profile against trading costs—is therefore a crucial con-
cern for large investors such as trend-following hedge funds.

In this paper, we study this problem in a general setting. We consider agents with constant
absolute risk aversion,1 who trade a risky asset with general, not necessarily Markovian, Itô
dynamics to maximize their expected utility.

As in the model of Almgren [3], trades incur costs proportional to a power p ∈ (1,2) of
the order flow, corresponding to price impact proportional to the p −1-th power of both trade
size and execution speed. A price impact elasticity of p ≈ 3/2 is in line with the “square-
root law” advocated by most practitioners (cf., e.g, [6, 47]). The limiting cases p → 1 and
p → 2 lead to proportional and quadratic transaction costs—the two frictions that have been
the focus of most academic research.2

To obtain tractable results in this general setting, we focus on small price impact, and
perform a sensitivity analysis around the benchmark problem without trading costs. In fric-
tionless diffusion models, optimal trading strategies ϕ̂t are typically diffusion processes as
well, and thereby generate infinite price-impact costs. We show in Theorem 3.3 that, at the
leading order and up to stopping close to the terminal time, frictionless target strategies ϕ̂t of
this type are optimally tracked by smoothed strategies ϕλ

t satisfying (pathwise) the following
ordinary differential equation (ODE):

(1.1) ϕ̇λ
t = p

− 1
p−1

(
γ cS

t

8λt

(
c
ϕ̂
t

)2
) 1

p+2
g̃p

((
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1Our results formally extend to more general preferences, compare [43]. These arguments could be made rig-
orous similarly as for proportional transaction costs [1], but we do not pursue this here in order not to drown the
new features of the model with nonlinear price impact in (even more) technical estimates arising from random
and time-varying risk tolerances.

2See, for example, [12, 13, 42, 43, 49, 60] and [5, 8, 12, 13, 26, 27, 31, 50] as well as the references therein for
surveys of the large literatures on proportional and quadratic trading costs, respectively.
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Here, γ is the agent’s risk aversion; cS
t = d〈S〉t

dt
and c

ϕ̂
t = d〈ϕ̂〉t

dt
are the (squared) diffusion

coefficients of the risky asset S and the frictionless target strategy ϕ̂t , respectively; p is the
elasticity of price impact, and λt is the corresponding constant of proportionality describing
its magnitude at time t . Finally, the “shape function” g̃p is the rescaled version of the solution
gp of a nonlinear ordinary differential equation; see Section 3.1.

For constant market and preference parameters, (1.1) formally recovers the trading speed
that is asymptotically optimal in the Black–Scholes model studied by Guasoni and Weber
[32]: a deterministic function of the current deviation from the frictionless optimizer.3 In our
general setting, the asymptotically optimal trading speed remains “myopic”, in that it is fully
determined by current market and preference parameters, as well as the current displacement
from the frictionless target.4 In particular, the shape function g̃p is universal: it only depends
on p, the elasticity of price impact, but not on the other primitives of the model.

In Theorem 3.3, we also calculate the corresponding welfare effects of small price impact.
At the leading order, the certainty equivalent loss due to trading costs is

(1.2) cpEQ̂

[∫ T

0
λ

2
p+2
t

(
γ cS

t (c
ϕ̂
t )2

8

) p
p+2

dt

]
.

Here, the constant cp is obtained from the nonlinear ODE for gp . The other terms show
that price impact has a substantial effect if the market is illiquid (large λt ), volatile (large
cS
t ), or if the frictionless target strategy is difficult to track because it is very active (large

c
ϕ̂
t ). If all of these quantities are constant, we formally recover the constant performance

loss rate of Guasoni and Weber [32]. When these quantities are time dependent and random,
they need to be averaged both across time and states. As for other frictions [42, 43, 50],
averaging across states is performed under the frictionless marginal pricing measure Q̂—the
small friction is priced like a marginal path-dependent option. The comparative statics of the
certainty equivalent loss (1.2) also are consistent with their counterparts for proportional [2,
42], quadratic [50], or fixed transaction costs [7]; the elasticity of price impact p only governs
the powers to which the inputs are raised, and determines the universal constant cp .

To illustrate the wide scope of these results, we discuss two applications where frequent
trading is crucial and transaction costs therefore are a prime concern in practice. First, we
study the pricing and hedging of derivative securities. Then we turn to the implementation of
trend-following investment strategies. Unlike in models with constant investment opportuni-
ties, investors cannot “accommodate transaction costs by drastically reducing the frequency
and volume of trade” [16] in these settings. Instead, rather frequent trading is necessary and
the associated performance losses can be substantial. Formulas (1.1) and (1.2) allow for the
first time to study in this context the impact of nonlinear trading costs consistent with the
square-root law.

To prove our results, we use a convex duality approach first used in a Mathematical Finance
context by Henderson [33] for the indifference pricing of small unhedgeable claims.5 More

3Since we use an absolute parametrization (for risk aversion, returns, etc.), it is difficult to make this connection
to the relative quantities of [32] precise; compare [29] for more details.

4In contrast, the exact optimal optimal strategies have been found to “aim in front of the frictionless target”
in models with quadratic costs and preferences, where they can be computed in closed form [8, 26, 27]. The
“aim portfolio” in these models is a weighted average of the expected future values of the frictionless target;
as the transaction cost tends to zero, it converges to the current value of the latter, leading to a myopic optimal
trading speed. Guasoni and Weber [32] study numerically the difference between the performances of the exact
and asymptotic optimal policies in a concrete model and find it to be negligible for empirically relevant values of
the price impact parameter.

5Extensions of these results have been developed by [45]; similar arguments have also been used for the pertur-
bation analysis of small variations of market prices of risk [46, 51] or cumulative random endowments [35].
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specifically, we obtain a lower bound for the value expansion (1.2) by analyzing a specific
family of trading strategies. An upper bound can in turn be determined using convex duality.
For proportional transaction costs, starting with the seminal work of Cvitanić and Karatzas
[17], the corresponding duality has been studied intensely, and is used by [1, 2, 34] to obtain
tight upper bounds for (1.2). In the present context of superlinear trading costs, abstract dual-
ity results have only very recently been developed by Guasoni and Rásonyi [30]. The present
study is the first application of these results to a concrete portfolio choice problem. Here, the
key challenge is to come up with a concrete candidate for the asymptotic dual minimizer. The
first step is to use the first-order condition of [30] to derive a “naive” dual minimizer from
our candidate for the asymptotic primal maximizer. The second step is to suitably modify
this naive dual candidate in order to control the remainder terms appearing in the asymptotic
verification. For the case of proportional transaction costs [1, 2, 34], this can be done by stop-
ping the “naive” dual candidate in an appropriate manner. With superlinear context, this is
not sufficient and another subtle modification is necessary.

The computation of the primal and dual bounds proceeds in several steps. We first perform
a second-order expansion of the primal and dual goal functionals, thereby reducing them
to linear-quadratic functionals.6 After renormalizing time and space appropriately, we then
show that “locally,” that is, on each small time interval, this simplified criterion converges to
an ergodic mean-variance functional of a controlled diffusion process. In the present context,
this controlled process is an Ornstein–Uhlenbeck-type process, with constant volatility but
nonlinear mean-reversion speed governed by the function g̃p . This makes the analysis much
more challenging than in the limiting cases of quadratic trading costs, where the limiting
process is a standard Ornstein–Uhlenbeck process, or proportional costs, where the limiting
process is a doubly reflected Brownian motion. For the present study, a number of delicate
probabilistic estimates need to be developed from scratch to establish convergence to the
limiting problem. This is done in the companion paper of the present study [15].

The connection between asymptotics of utility maximization problems with small transac-
tion costs and ergodic control problems with “frozen coefficients” has first been established
using PDE techniques by Soner and Touzi [60]. For proportional costs, non-Markovian ex-
tensions of these results have been obtained formally by [42, 43] and proved rigorously by
[1, 2, 34]. A closely related strand of research studies “pathwise” criteria, where the goal is to
trade off the error of tracking an exogenous target strategy against the trading costs incurred
by the hedge. Building on work of [24, 25, 28], Cai, Rosenbaum and Tankov [12, 13] study
such problems for quite general specifications of tracking errors and trading costs. Using
weak-convergence techniques, they derive tight bounds for a number of examples, including
proportional and quadratic costs.

This article is organized as follows. In Section 2, we introduce the model. Section 3
presents our main results and the assumptions needed to carry out the rigorous asymptotic
analysis. It also contains a discussion of the implications of our results for option pricing
and hedging, as well as for active portfolio management. The proof of the main result can
be found in Sections 4 and 5: a primal lower bound is derived in Section 4, and the corre-
sponding dual upper bound is constructed in Section 5. For better readability, some auxiliary
estimates used in various proofs are delegated to the Appendices.

Notation. For an Itô process X, we write μ
X,P
t and μ

X,Q̂
t for the drift rate under the

physical measure P and the marginal pricing measure Q̂ from Section 2.2, respectively. The
infinitesimal covariation between two Itô processes X and Y is denoted by c

X,Y
t = d〈X,Y 〉t

dt
,

6Such simpler performance criteria are directly used in a number of papers, for example, [5, 8, 12, 13, 26, 27,
56]. The same simplification for more general utilities also obtains for proportional costs [37, 43, 55, 60].
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and we write cX for cX,X . We denote the set of all predictable and X-integrable processes
H satisfying E

Q̂
[∫ T

0 H 2
t d〈X〉t ] < ∞ by L2

Q̂
(X). For a continuous process X, we write X∗

t =
max{|Xs | : s ∈ [0, t]} for the corresponding running maximum. The stochastic exponential of
an Itô process X is denoted by E(X) = exp(X − 1

2〈X〉). We write �σ, τ � for the stochastic
interval between two stopping times σ and τ . Finally, we use the Landau notation in the
following way: the symbols O(·) and o(·) refer to pointwise limits, where the asymptotic
parameter λ tends to zero.

2. Model.

2.1. Financial market. Fix a filtered probability space (�,F,F = (Ft )t∈[0,T ],P) satis-
fying the usual conditions and supporting at least one standard P-Brownian motion WS,P.
We consider a financial market with two assets.7 The first one is safe, with price normalized
to one. The second is risky, with general—not necessarily Markovian—Itô dynamics given
by

(2.1) dSt = μ
S,P
t dt +

√
cS
t dW

S,P
t , S0 = s.

Here, the drift rate μS,P and the (squared) diffusion coefficient cS > 0 are adapted processes
for which the stochastic integral (2.1) is well defined on [0, T ], and s ∈ R.

2.2. Frictionless portfolio choice. In the above market, we study the portfolio choice
problem of an agent with constant absolute risk aversion γ > 0. To wit, starting from an
initial endowment x ∈ R, the agent’s goal is to choose a predictable trading strategy ϕ to
maximize J 0(ϕ), the expected exponential utility from terminal wealth:8

(2.2) J 0(ϕ) := EP

[
U

(
x +

∫ T

0
ϕt dSt

)]
→ max! where U(x) = − exp(−γ x).

To ensure well-posedness of the maximization problem (2.2), we impose the following stan-
dard no-arbitrage condition [20, 39, 57, 58].

ASSUMPTION 1. There exists an equivalent local martingale measure Q for S, which
has finite relative entropy with respect to P: H(Q|P) := EP[dQ

dP
log(dQ

dP
)] < ∞.

By [23], Theorems 2.1, 2.2 and Remark 2.1, Assumption 1 implies that there exists a
local martingale measure Q̂ equivalent to P that is the unique solution of the dual problem
of minimizing the relative entropy with respect to P among the absolutely continuous local
martingale measures.

Assumption 1 also ensures the existence of an optimizer ϕ̂ for (2.2) over all S-integrable
processes ϕ whose gains processes

∫ ·
0 ϕt dSt are Q̂-martingales [20], Theorem 1. Henceforth,

we therefore focus on such admissible trading strategies and denote by �0 the set of these.
The primal maximizer ϕ̂ is linked to the “minimal-entropy martingale measure” Q̂ by the
first-order condition of convex duality [58], equation (12):

(2.3) U ′
(
x +

∫ T

0
ϕ̂t dSt

)
= ŷ

dQ̂

dP
for a constant ŷ > 0.

7The probabilistic approach in this paper crucially exploits that the invariant distributions of scalar diffusion
processes are readily available. In a multidimensional Markovian setting, a small-cost expansion of the value func-
tion is studied using stability results for viscosity solutions of the corresponding dynamic programming equations
in [10].

8As is well known [20], random endowments such as labour income or option positions can be readily absorbed
into a change of measure.
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2.3. Portfolio choice with superlinear transaction costs. As in [4, 6, 30, 32], we now
assume that trades incur superlinear costs levied on the trading rate ϕ̇t = d

dt
ϕt , that is, trading

costs increase with both trade size and speed.
More specifically, execution prices are shifted proportionally to a power p − 1 ∈ (0,1) of

ϕ̇t , so that the trading costs accumulate at rate λt |ϕ̇t |p . Here, the proportionality factor is of
the form

λt = λ	t,

for some small parameter λ > 0 that measures the magnitude of the trading costs, and a posi-
tive, continuous Itô process 	 that describes their dynamics. The constant p is the “elasticity
of price impact”; proportional costs correspond to the limiting case p → 1, linear price impact
(quadratic costs) to p → 2. Empirical studies typically estimate values p ≈ 3/2; compare [6,
47].

With trading costs, we need to specify how the agent’s initial endowment x is allocated
between her safe and risky accounts. For simplicity, we assume that the initial risky allocation
equals the frictionless optimum ϕ̂0, so that x0 = x − ϕ̂0S0 is the corresponding initial safe
position.

Likewise, different terminal conditions are possible, compare [8]. Here, as in [30], we
impose that the risky position is eventually liquidated for consumption (ϕT = 0). The set of
all absolutely continuous trading strategies dϕt = ϕ̇t dt that fulfil the above requirements and
satisfy E

Q̂
[(∫ T

0 ϕ2
t c

S
t dt)1+a], for some a > 0, is denoted by �λ. The frictional wealth process

corresponding to such an admissible strategy ϕ ∈ �λ is

X
ϕ
t = x +

∫ t

0
ϕs dSs −

∫ t

0
λs |ϕ̇s |p ds, t ∈ [0, T ].

Accordingly, in analogy to the frictionless case (2.2), the agent chooses ϕ ∈ �λ to maximize

(2.4) Jλ(ϕ) := EP

[
U

(
x +

∫ T

0
ϕt dSt −

∫ T

0
λt |ϕ̇t |p dt

)]
→ max!

3. Main results. The frictional portfolio choice problem (2.4) is intractable even in the
simplest concrete models. We therefore study the asymptotic regime where the magnitude λ

of the trading costs tends to zero. Results of this kind have recently been obtained by Gua-
soni and Weber [32] for a long-term portfolio-choice problem in a Black–Scholes model with
scale-invariant price impact. Here, we perform this sensitivity analysis in a general setting.
This reveals the general underlying structure of the problem and identifies the relevant statis-
tics that measure the susceptibility of trading strategies to small trading costs. Moreover, as
discussed in Section 3.4 below, this allows to treat as special cases the trading problems where
transaction costs are most relevant in practice: pricing and hedging of derivative securities and
active portfolio management.

3.1. Asymptotically optimal strategies. In this section, we define a family of trading
strategies (ϕλ

t )t∈[0,T ] that is asymptotically optimal for (2.4) in the limit for small transac-
tion costs λ; see Theorem 3.3. Since the rigorous definition is rather subtle, we proceed in
four steps.

A nonlinear ODE. A first ingredient for the definition of ϕλ is the solution to a nonlinear
ODE, that also plays a central role in the work of Guasoni and Weber [32], Lemmas 19 and
21.
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LEMMA 3.1. Let p ∈ (1,2]. Then there exists a unique positive constant cp such that the
ordinary differential equation

(3.1) g′
p(z) = (p − 1)p

− p
p−1

∣∣gp(z)
∣∣ p

p−1 − z2 + cp

has a solution on R which satisfies the following growth conditions:

(3.2)

lim
z→−∞

gp(z)

|z| 2(p−1)
p

= −p(p − 1)
−p−1

p and

lim
z→+∞

gp(z)

|z| 2(p−1)
p

= p(p − 1)
−p−1

p .

This solution is unique, and is an odd, increasing function.

REMARK 3.2. The growth conditions for (3.1) at ±∞ are somewhat ad hoc. An alter-
native characterization is that the constant cp is the smallest value for which the ODE (3.1)
has a solution on the whole real line that is positive on (0,∞) and negative on (−∞,0); see
[14], Lemma 2.2.2.

Up to rescaling, the function gp parametrizes the asymptotically optimal trading speed as
a function of the displacement of the frictionless target from the actual position; cf. Theo-
rem 3.3. Accordingly, positivity on (0,∞) and negativity on (−∞,0) translate to the natural
property that one always trades toward the frictionless optimum. The constant cp will be seen
to describe the size of the corresponding utility loss due to trading costs. Since this needs to
be minimized at the optimum, it is natural that the smallest possible choice is the correct one.

Auxiliary SDEs. We next define a family of SDEs that (up to stopping close to the termi-
nal time) describe the asymptotically optimal displacement from the frictionless strategy ϕ̂.
To simplify notation, we pass to the following rescaled version of the function gp from (3.1):

(3.3) g̃p(x) = sgn(x)
∣∣gp(x)

∣∣ 1
p−1 , x ∈ R.

Moreover, we impose the following Itô process assumptions.

ASSUMPTION 2. The processes S, ϕ̂, 	, cS and cϕ̂ are Itô processes with locally
bounded drift rates (under Q̂) and locally bounded (squared) diffusion coefficients. We also
require that cϕ̂ > 0.9

Under Assumption 2, it follows from [15], Proposition 1.1, that the SDE

(3.4)
d
ϕ

λ
t =

(
μ

ϕ̂,Q̂
t − 1

2
p

− 1
p−1 λ

− 1
p+2 c

ϕ̂
t mt g̃p

(
λ

− 1
p+2 mt
ϕ

λ
t

))
dt

+
√

c
ϕ̂
t dW

ϕ̂,Q̂
t , 
ϕ

λ
0 = 0,

9Note that Assumption 2 implies that the process m defined in (3.7) and the process A defined in (5.4) are again

Itô processes with locally bounded drift rates (under Q̂) and locally bounded (squared) diffusion coefficients. To
see this, use that if X, Y are Itô processes with locally bounded drift rates (under Q̂) and locally bounded (squared)
diffusion coefficients and f is a C2 function (with appropriate domain), then Itô’s formula, the Kunita–Watanabe
inequality, and continuity of X, Y imply that f (X,Y ) is again an Itô process with locally bounded drift rates
(under Q̂) and locally bounded (squared) diffusion coefficients.
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has a unique strong solution on [0, T ] for all λ > 0, where Wϕ̂,Q̂ is a Brownian motion under
Q̂.10

We can now define the trading strategy (ϕλ
t )t∈[0,T ] by

(3.5) ϕλ
t := ϕ̂ − 
ϕ

λ
.

Note that ϕλ satisfies the pathwise ODE

(3.6) ϕ̇
λ
t = 1

2
p

− 1
p−1 λ

− 1
p+2 c

ϕ̂
t mt g̃p

(
λ

− 1
p+2 mt

(
ϕ̂t − ϕλ

t

))
, ϕλ

0 = ϕ̂0,

where

(3.7) mt =
(

2p−1γ cS
t

	t(c
ϕ̂
t )p

) 1
p+2

.

Stopping times. The strategies ϕλ from (3.5) are essentially asymptotically optimal for
(2.4). However, to obtain rigorous asymptotic results and to ensure admissibility, we need to
slightly modify ϕλ by appropriate stopping close to the terminal time.

On the one hand, like for models with proportional and fixed transaction costs [2, 22],
excessive deviations from the frictionless target need to be avoided. Therefore, liquidation
is initiated immediately if the deviation from the frictionless target becomes too large or
efficient tracking becomes impossible because the process m becomes too small.11 The prob-
ability of these events is negligible for small λ (see Proposition C.5), but the stopping is
crucial to control the remainder terms. On the other hand, we need to ensure here that the
risky position is indeed liquidated until maturity T .12

To make all this precise, define the time at which the liquidation of the risky position is
initiated at the latest by

(3.8) T λ = T − λη where η ∈ 1

p + 2

(
2,

p

p − 1
∧ 8

3

)
,

choose constants such that13

κ1 ∈
(

2

3

1

p + 2
,

1

p + 2

)
, κ2 ∈

(
0,

1

6

(
1

p + 2
− κ1

))
,

κ3 ∈
(

2

3

1

p + 2
,

6 − 2p

3

1

p + 2

)
,

κ4 ∈
(

0,

(
1

p + 2
− p − 1

p
η

)
∧ 1

3

1

p + 2

)
,

(3.9)

and define the stopping time

(3.10)
τ
ϕ = inf

{
t ∈ [

0, T λ] : ∣∣
ϕ
λ
t

∣∣ > λκ1 or
1

2
p

− 1
p−1 mt < λκ2 or mt > λ−κ2

or λ	t

∣∣ϕ̇λ
t

∣∣p > λκ3 or |ϕ̂t | ≥ λ−κ4

}
∧ T λ.

10In the notation of [15], take ε = λ
1

p+2 , b = μϕ̂ , M = m, L = 1
2p

− 1
p−1 m = 1

2p
− 1

p−1 M , c = cϕ̂ .
11This happens if the trading cost becomes too large, or the target too volatile relative to the risky asset.
12For proportional or fixed costs, this can be done by a single bulk trade at T , without affecting the asymptotic

results at the leading order.
13Note that this is always possible since p ∈ (1,2).
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Candidate strategies. We can finally define our candidate strategies ϕλ for λ > 0 by

(3.11) ϕλ
t = ϕλ

t 1{t≤τ
ϕ} + (
1 − λ−η(

t − τ
ϕ))
ϕλ

τ
ϕ1{τ
ϕ<t≤τ
ϕ+λη}, t ∈ [0, T ].
The displacement of the frictionless target from this process is 
ϕλ = ϕ̂ − ϕλ. On �0, τ
ϕ �,

the difference 
ϕλ then coincides with 
ϕ
λ

by construction. Moreover, (3.11) guarantees
that:

(i) On [0, τ
ϕ], the trading rate ϕ̇λ
t is determined by the ODE (3.6);

(ii) On (τ
ϕ, τ
ϕ + λη] the risky position is liquidated at the constant rate ϕ̇λ
t =

−ληϕλ
τ
ϕ ;

(iii) On (τ
ϕ + λη,T ], there are no more trades (ϕ̇λ
t = 0) and the agent’s position is

ϕλ
t = 0.

3.2. Main result. For the validity of our main result, the primitives of the model need to
be integrable enough. To succinctly formulate the precise conditions, we introduce, for ε > 0,
the following set:

X ε =
{

exp
(

8
∫ T

0

(μ
ϕ̂,Q̂
t )2

c
ϕ̂
t

dt

)
,
((

m
(
1 ∧ cϕ̂))−16 2+p

2−p
(1+ε))∗

T ,
(
c
ϕ̂∗
T

)16p(1+ε)
,

(((
ϕ̂∗

T

)2 + 1
)
cS∗
T

)3
, exp

(
ε	∗

T

)
,
(
c
ϕ̂∗
T

(
1 + (

m∗
T

)3)) 4(1+2ε)(1+ε)p
2−2p+(p+2)(2pκ1−κ3) ,

(
m

4(1+2ε)
(p+2)κ2

)∗
T ,

(
m

− 4(1+2ε)
(p+2)κ2

)∗
T ,

(
ϕ̂∗

T

) 4(1+2ε)
(p+2)κ4 ,

(
	

− 1+ε
p−1

)∗
T ,

exp
(

32γ 2
∫ T

0

(
ϕ̂∗

t

)2
cS
t dt

)
, exp

(
ε
((

cS)−1)∗
T

)}
.

We then impose the following integrability assumptions that are for example satisfied if 	,

cS , ϕ̂, μϕ̂,Q̂ and cϕ̂ are bounded and 	, cS , cϕ̂ are bounded away from 0.

ASSUMPTION 3. For some ε > 0, we have X ε ⊂ L1(Q̂).

We can now formulate our main result. For better readability, its long and technical proof
is deferred to Sections 4 and 5.

THEOREM 3.3. Suppose the no-arbitrage Assumption 1 holds, and the primitives of the
model satisfy the Itô process and integrability Assumptions 2 and 3. Then the strategy ϕλ

from (3.11) is admissible and asymptotically optimal for the frictional utility maximization
problem (2.4), in that

(3.12)

sup
ϕ∈�λ

J λ(ϕ) = Jλ(
ϕλ) + o

(
λ

2
p+2

)

= J 0(ϕ̂) − ŷcpEQ̂

[∫ T

0
λ

2
p+2
t

(
γ cS

t (c
ϕ̂
t )2

8

) p
p+2

dt

]
+ o

(
λ

2
p+2

)
.

3.3. Interpretation and comparative statics. Let us now discuss the interpretation of The-
orem 3.3 and look at the limiting cases p ↑ 2 (linear price impact) and p ↓ 1 (proportional
transaction cost).
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Asymptotically optimal strategies. First, we discuss the comparative statics of the optimal
trading strategies.14

Similar to models with linear price impact [5, 27, 31, 50], the family of strategies (ϕλ)λ>0
track the frictionless target portfolio ϕ̂. Their fine structure in turn depends on the degree of
activity exhibited by ϕ̂.15

The trading speed (3.6) is determined by the diffusion coefficients cS
t and c

ϕ̂
t of the risky

asset and the frictionless optimizer, the current trading cost λt , the risk aversion γ , and the
elasticity of the price impact p. In addition, the shape function g̃p determines how the devia-
tion 
ϕλ

t = ϕ̂t − ϕλ
t of the frictionless optimizer from the actual position is incorporated.

For p ↑ 2, the shape function g̃p converges to g̃2(x) = 2x. The optimal trading speed then

simplifies to
√

γ cS
t /2λt times the deviation of the frictional portfolio from the target [50],

which no longer depends on the variation c
ϕ̂
t of the target strategy.

For p ↓ 1, g̃p converges to 0 on [0, (3/2)2/3) and to infinity on ((3/2)2/3,∞]; cf. [32],
Lemmas 8 and 9. As a consequence, the associated trading speed (1.1) explodes once the
deviation from the frictionless target exceeds

ϕ̂t − ϕλ
t = ±

(
3

2γ

c
ϕ̂
t

cS
t

λt

)1/3
,

and it converges to zero between these boundaries. This corresponds to the instantaneous
reflection off these trading boundaries that is asymptotically optimal for small proportional
transaction costs [12, 42, 43, 49, 60].

To understand the comparative statics of the trading rate for general p ∈ (1,2), recall that
the function g̃p is increasing. Whence, the trading rate (3.6) remains increasing in the ratio
of price volatility times risk aversion divided by the current price impact, like for quadratic
trading costs [50]. The dependence on the volatility of the frictionless target is more complex.
To wit, if the displacement of the frictional position is close to zero, then the ODE (3.1)

shows that the function g̃p is proportional to x �→ x
1

p−1 . Hence, the trading rate (3.6) is

approximately proportional to c
ϕ̂
t raised to the power 2

p+2 − p
(p−1)(p+2)

< 0. Thus, a large
target volatility discourages the agent from trading when she has almost the optimal number
of risky shares. The reason is that a price impact elasticity of p ∈ (1,2) leads to higher
than quadratic trading costs for small trades. Whence, high tracking speeds are reduced near
the frictionless optimum. On the other hand, when the displacement is large, the function

g̃p scales like x �→ x
2
p (cf. (3.2)), so that—as in the case of quadratic costs—the trading

rate (3.6) no longer depends on c
ϕ̂
t . The intuition for this is that if the displacement is very

large, the volatility of the target becomes insignificant relative to the displacement from the
frictionless optimum.

Leading order loss of utility. Next, we discuss the welfare effects of small nonlinear price
impact. The first term on the right-hand side of (3.12) is the performance of the frictionless
optimizer. Accordingly, the second term corresponds to the minimal leading-order loss that
can be achieved by applying the policy from Section 3.1.

This minimal performance loss is of order O(λ
2

p+2 ) for small trading costs λ. In the lim-
iting cases p ↓ 1 (proportional costs) and p ↑ 2 (quadratic costs), the well-known orders
O(λ1/3) (cf. [37, 55]) and O(λ1/2) (cf. [31, 50]) from the literature obtain.

14Note that since the stopping time τϕ from (3.10) is very close to the terminal time T , ϕλ can be identified with

ϕλ from (3.5) in the following discussion without loss of generality.
15For example, if the target strategy is smoother than Brownian motion, then it can be tracked much more closely

and with substantially smaller trading costs; compare [56].
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The factor multiplying this power of the trading cost has three components: the frictionless
Lagrange multiplier ŷ, the constant cp from Lemma 3.1, and an average of the model param-
eters with respect to time and randomness. In view of, for example, [58], Theorem 1, ŷ is the
derivative of the frictionless performance with respect to the initial endowment. Whence, by
Taylor’s theorem, the other terms in the leading-order loss can be interpreted as a “certainty-
equivalent loss” as in [2, 43, 50]. This means that they correspond to the amount of initial
endowment the agent would give up in order to trade the risky asset without transaction costs.

The first ingredient for this “cash equivalent of the small friction” is the constant cp , which
is universal in that it only depends on the elasticity of price impact p but none of the other
model parameters. Its limiting values for p ↓ 1 and p ↑ 2 are c1 = (3/2)2/3 ≈ 1.31 and
c2 = 2, respectively, so that the value expansion in Theorem 3.3 reduces to the corresponding
results for proportional costs [2] and quadratic costs [50] in these cases. For p ∈ (1,2), it
needs to be computed numerically. It turns out that p �→ cp is increasing; for the empirically
most relevant case of p ≈ 3/2, we have cp ≈ 1.76; cf. [32], Figure 3.

The final ingredient for the value expansion is the average of the other model parameters.
In the Black–Scholes model of Guasoni and Weber [32], this term is constant. In the general
model considered here, all these quantities are stochastic processes and, therefore, need to
be averaged appropriately both with respect to time and states. Like for proportional and
quadratic costs [2, 43, 50], the averaging with respect to states is performed with respect to
the frictionless minimal entropy martingale measure Q̂. In view of [18], this means that the
effect of the small friction is priced like a “marginal” path-dependent option. Like for other
trading costs [7, 43, 50], this price is determined by (i) the trading cost, (ii) the volatility
of the risky asset, (iii) the volatility of the frictionless target strategy and (iv) the agent’s
risk aversion. The powers through which these quantities enter interpolate between the cases
of proportional and quadratic costs. The comparative statics are the same in each case: the
transaction costs cause a big welfare effect if (i) trading costs are large, (ii) the risky asset is
volatile necessitating close tracking of the optimal risk-return allocation, (iii) the frictionless
target is volatile so that its tracking leads to substantial trading costs and (iv) risk aversion is
high so that displacements from the optimal risk-return tradeoff have a big effect.

3.4. Examples and applications. Let us now discuss some examples and applications for
our main result, Theorem 3.3. More specifically, we sketch how it can be used to study the
effects of nonlinear trading costs in two of the settings where they are of crucial importance:
the pricing and hedging of derivative securities, as well as active portfolio management.

Hedging of derivatives. Let us first illustrate how to use Theorem 3.3 to implement hedg-
ing strategies in the presence of small nonlinear price impact. For concreteness, we consider
a Bachelier model with dynamics

dSt = σ dWP
t .

Here, WP is a standard Brownian motion, and σ is a positive constant. Let us study the
optimization problem of an agent that has sold a European option with payoff function
H = h(ST ), where s �→ h(s) is four times differentiable and with bounded derivatives and,
additionally, h′′ is bounded away from zero.16 Then H is replicated by the delta hedge
∂sf (t, St ), where the option price f (t, St ) at time t is

f (t, s) =
∫ ∞
−∞

h(s + xσ
√

T − t)φ(x) dx.

16These regularity conditions parallel those generally required for proportional [1, 11], fixed [22] or quadratic
costs [50]. With substantial additional effort, the case of a put option is worked out in a model with fixed costs in
[22].
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FIG. 1. Left panel: payoff of the smooth concavified put (dotted), its frictionless Bachelier price (dashed) and
its indifference prices for buying and selling one claim when hedging is subject to nonlinear price impact (solid)
plotted against the initial price of the risky asset. Right panel: indifference price per claim plotted against the
number of smooth, concavified puts traded, with nonlinear price impact (solid) and linear price impact (dashed).

(Here, φ denotes the density function of the standard normal law.) Dominated convergence
shows that f is four times differentiable with bounded derivatives. Moreover, the option’s
“gamma” �t = ∂ssf (t, St ) is also bounded away from zero.

Now, note that Jensen’s inequality and the P-martingale property of admissible strategies
in the present context show that the replicating strategy ∂sf (t, St ) is optimal for the utility
maximization problem (2.4) augmented by the short position in H . This problem is equiv-
alent to the optimization problem without the claim H under the measure PH with density
dPH/dP = e−γH /EP[e−γH ]. Whence, we can apply Theorem 3.3 for constant positive 	,
for example: Assumption 1 then holds with Q̂ = P, Assumption 2 is evidently satisfied, and
Assumption 3 also holds because the (constant) diffusion coefficient of the risky asset as well
as the frictionless target strategy and its drift and diffusion coefficients are bounded, and be-
cause cϕ̂ (and, therefore, m) is bounded away from 0. The asymptotically optimal trading rate
is in turn given by (3.6); the corresponding performance loss is given by the formula from
Theorem 3.3. For exponential utility, the certainty equivalent loss obtained by disregarding
the frictionless Lagrange multiplier ŷ corresponds to the adjustment of the utility-indifference
price of Hodges and Neuberger [36]; compare [11, 42, 61].

As a concrete example, let us consider a “smoothed convexified put option” with strike K .
Here, smoothing refers to replacing the actual put payoff (K − ST )+ with its Bachelier price
(K − ST )�(K−ST

σ
√

ϑ
)+ σ

√
ϑφ(K−ST

σ
√

ϑ
) with a very short maturity ϑ , say one day. This ensures

that the payoff has bounded smooth derivatives of all orders. Since the second derivative of
this payoff and in turn the diffusion coefficient of the replicating strategy is not bounded
away from zero, we slightly modify the payoff further by smoothly adding suitable parabolas
for sufficiently large and small values of the terminal asset price. The resulting payoff func-
tion then satisfies all assumptions made above; it is depicted in the left panel of Figure 1.
There, we also plot the corresponding Bachelier price and the illiquidity corrections derived
from Theorem 3.3 by numerical integration for a long and a short position of one option,
respectively. As (yearly) parameters, we use σ = 0.2 × 100, which roughly corresponds to a
Black–Scholes volatility of 20% at initial price 100 (compare [59]), γ = 10, p = 3/2 and the
estimate λ = 0.14 × 1.57/250 from [6].

To illustrate the nonlinear scaling induced by the nonlinear price impact, the right panel
in Figure 1 plots the corresponding liquidity-adjusted price per claim for various numbers
of an at-the-money, smooth concavified put. The resulting nonlinear prices are compared to
their counterparts in a model with linear price impact p = 2, keeping all other parameters the



TRADING WITH SMALL NONLINEAR PRICE IMPACT 717

same.17 Clearly, the prices with elasticity p = 3/2 are higher only for very small trade sizes;
for the larger trades necessary to hedge larger positions, the adjustments with linear costs
quickly become bigger.

Active portfolio management. We now turn to a portfolio-choice model where randomly
changing investment opportunities lead to active portfolio management. To wit, we consider
the Kim–Omberg model [44] with mean-reverting returns:

(3.13) dSt = μt dt + σ dWP
t ,

where μt is an Ornstein–Uhlenbeck process:

dμt = κ(μ̄ − μt) dt + σμ dZP
t .

Here, σ , μ̄, κ , σμ are positive constants and WP, ZP are standard P-Brownian motions with
constant correlation ρ ≤ 0.18 In this setting, Assumption 1 is satisfied, and the frictionless
optimal portfolio is [44]:

ϕ̂t = μt

γ σ 2 + ρσμ

γ σ

(
C(t)μt + B(t)

)
,

for nonpositive, smooth functions C(t), B(t) solving some Riccati equations.19 Thus, cS
t =

σ 2 and c
ϕ̂
t = σ 2

μ

γ 2σ 4 (1 + ρσσμC(t))2 are deterministic, bounded and bounded away from zero
here. Furthermore, B and C are continuous, so Assumption 2 holds.

Next note that ϕ̂t is the sum of an Ornstein–Uhlenbeck process (with bounded, time-
dependent mean-reversion level and speed) and a bounded function under the minimal en-
tropy measure Q̂. Whence, its supremum has finite Q̂-moments of all orders. Therefore, the
moment conditions in Assumption 3 are satisfied for constant 	, for example. The exponen-
tial moment conditions also hold if the time horizon is sufficiently short.20 The asymptoti-
cally optimal trading rate (3.6) in turn is a deterministic function of the deviation from the
frictionless target, similarly as in the Black–Scholes model of [32].

In the uncorrelated case (ρ = 0), the relative trading rate is constant, in line with the con-
stant relative trading rates of [26, 27] and the no-trade regions of constant width in [19, 49].
The corresponding certainty equivalent loss from Theorem 3.3 then also accumulates at a
constant rate:

λ
2

2+p

(
σ 2

μ

8γ σ 2

) p
p+2

cp.

The performance loss therefore is increasing in (i) the trading cost, (ii) the volatility of the
signal μt and (iii) the inverse of the product of risk-aversion and asset volatility. The intuition
for the last scaling is that the frictionless target is also inversely proportional to this term,
and the resulting reduction of the frictionless target volatility overrides the increase of the
tracking speed. In contrast, the mean-reversion level μ̄ and mean-reversion speed κ of the
expected returns do not influence the leading-order term.

17In particular, we use the same value of λ as in [6]. Ideally, this scaling parameter of course should be estimated
for each elasticity of price impact p from the same dataset, but such estimates do not seem to be available in the
literature.

18Empirical studies such as [9] typically find substantially negative values. For the uncorrelated case (ρ = 0),
the optimal portfolio is the same as for the local mean-variance criteria of [26, 27, 40, 49].

19Assumption 1 follows from [48], Example 3 in Section 6.2; admissibility can be established using [54],
Lemma 2.12, and [48], Example 3 in Section 6.2.

20This restriction could be avoided by either directly working with quadratic rather than exponential preferences
as in [27], or by truncating large values of the state variable as in [50], Section 8.1.
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4. Primal considerations. To prove Theorem 3.3, we first establish that the expected
utility corresponding to the candidate strategy ϕλ from (3.11) can be bounded from below by
the asymptotic expansion asserted in Theorem 3.3.

As a preliminary observation, we note that ϕλ is admissible and in L2
Q(S). Indeed, the

elementary inequality |x| ≤ 1 + |x|1+ε for ε > 0, Lemma B.1 and Jensen’s inequality give

E
Q̂

[∫ T

0

(
ϕλ

t

)2
d〈S〉t

]
≤ 1 +E

Q̂

[(∫ T

0

(
ϕλ

t

)2
cS
t dt

)1+ε]

≤ 1 + T εE
Q̂

[∫ T

0

((
ϕ̂∗

t

)2
cS
t

)1+ε
dt

]
< ∞.

4.1. Approximation by cost-displacement tradeoff. We start our analysis by a Taylor ex-
pansion of the utility of the frictional candidate wealth process around its frictionless coun-
terparts. Together with careful remainder estimates, this shows that the expected utility loss
when applying the strategy ϕλ from (3.11) can be asymptotically bounded from below by a
tradeoff between squared displacement from the frictionless target and accumulated trading
costs.21

PROPOSITION 4.1. Suppose Assumptions 1, 2 and 3 are satisfied. Then

(4.1)

Jλ(
ϕλ) − J 0(ϕ̂)

≥ −ŷE
Q̂

[∫ τ
ϕ

0

(
γ

2

(

ϕλ

t

)2
cS
t + λ	t

∣∣ϕ̇λ
t

∣∣p)
dt

]
+ o

(
λ

2
p+2

)
.

PROOF. To ease notation, set VT = x + ∫ T
0 ϕ̂t dSt , V λ

T = x + ∫ T
0 ϕλ

t dSt − λ
∫ T

0 	t ×
|ϕ̇λ

t |p dt , as well as V̄ λ
T = x + ∫ T

0 ϕλ
t dSt − λ

∫ τ
ϕ

0 	t |ϕ̇λ
t |p dt .

Step 1. We first establish some preliminary estimates. To this end, set

A1 :=
∫ τ
ϕ

0

ϕλ

t dSt , A2 :=
∫ T

τ
ϕ

ϕλ

t dSt ,

A3 :=
∫ τ
ϕ

0
λ	t

∣∣ϕ̇λ
t

∣∣p dt, A4 :=
∫ T

τ
ϕ
λ	t

∣∣ϕ̇λ
t

∣∣p dt.

Note that under the martingale measure Q̂, the SDE satisfied by the asset price S is

dSt =
√

cS
t dW

S,Q̂
t ,

where WS,Q̂ is a Q̂ Brownian motion. The Itô isometry and Proposition 4.4 below give

E
Q̂

[
(A1)

2] = E
Q̂

[∫ τ
ϕ

0

(

ϕλ

t

)2
cS
t dt

]
= O

(
λ

2
p+2

)
,(4.2)

E
Q̂
[A3] = O

(
λ

2
p+2

)
.(4.3)

Moreover, Itô’s isometry, the Burkholder–Davis–Gundy inequality (with constant CBDG), and
Lemma 4.3 show that

E
Q̂

[
(A2)

2] = E
Q̂

[∫ T

τ
ϕ

(

ϕλ

t

)2
cS
t dt

]
= o

(
λ

2
p+2

)
,(4.4)

21Similar goal functionals are directly used in a number of studies; cf., for example, [5, 49]. Related pathwise
criteria are studied in [12, 28, 56].
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E
Q̂

[
(A2)

6] ≤ CBDGEQ̂

[(∫ T

τ
ϕ

(

ϕλ

t

)2
cS
t dt

)3]
= o

(
λ

4
p+2

)
.(4.5)

Furthermore, by the Burkholder–Davis–Gundy inequality, the definition of τ
ϕ in (3.10), the
choices of κ1, κ3, κ4, and the integrability conditions from Assumption 3, we obtain

E
Q̂

[
(A1)

6] ≤ CBDGT 3λ6κ1E
Q̂

[(
cS∗
T

)3] = o
(
λ

4
p+2

)
(4.6)

A3 ≤ T λκ3 = o
(
λ

1
3

2
p+2

)
,(4.7)

A4 ≤
∫ τ
ϕ+λη

τ
ϕ
λ	t

∣∣λ−ηϕλ
τ
ϕ

∣∣p dt ≤ λ1−(p−1)η−pκ4	∗
T

= o
(
λ

2
p+2

)
	∗

T .

(4.8)

Combining (4.3) and (4.7), we now deduce

E
Q̂

[
(A3)

2] = o
(
λ

1
3

2
p+2

)
E
Q̂
[A3] = o

(
λ

4
3

2
p+2

)
.(4.9)

Step 2. Next, we show that

(4.10) EP

[
U

(
V λ

T

)] ≥ EP

[
U

(
V̄ λ

T

)] + o
(
λ

2
p+2

)
.

By concavity of U , the fact that U is an exponential function, the frictionless first-order
condition U ′(VT ) = ŷ dQ̂/dP, the identities VT −V λ

T = A1 +A2 +A3 +A4 and V λ
T − V̄ λ

T =
−A4, as well as the estimates (4.7), (4.8), we obtain for λ ≤ 1,

(4.11)

EP

[
U

(
V λ

T

)] −EP

[
U

(
V̄ λ

T

)]
≥ EP

[
U ′(V λ

T

)(
V λ

T − V̄ λ
T

)] = ŷE
Q̂

[
exp

(−γ
(
V λ

T − VT

))(
V λ

T − V̄ λ
T

)]
≥ −ŷ exp

(
γ T λκ3

)
o
(
λ

2
p+2

)
×E

Q̂

[
exp

(∣∣∣∣
∫ T

0
γ
ϕλ

t dSt

∣∣∣∣ + γ λ
2

2+p 	∗
T

)
	∗

T

]
.

To establish (4.10), it suffices to show that the expectation on the right-hand side of (4.11)
is of order O(1). To this end, let λ be sufficiently small and choose ε as in Assumption 3.
Then the elementary inequality x ≤ 2(1+ε)

ε2 exp( ε2

2(1+ε)
x) for x ≥ 0, Hölder’s inequality with

exponents 1 + ε and 1 + 1
ε

and Lemma 4.2 give

E
Q̂

[
exp

(∣∣∣∣
∫ T

0
γ
ϕλ

t dSt

∣∣∣∣ + γ λ
2

2+p 	∗
T

)
	∗

T

]

≤ E
Q̂

[
exp

(∣∣∣∣
∫ T

0
γ
ϕλ

t dSt

∣∣∣∣
)

exp
(

ε2

2(1 + ε)
	∗

T

)
	∗

T

]

≤ 2(1 + ε)

ε2 E
Q̂

[
exp

(∣∣∣∣
∫ T

0
γ
ϕλ

t dSt

∣∣∣∣
)

exp
(

ε2

(1 + ε)
	∗

T

)]

≤ 2(1 + ε)

ε2 E
Q̂

[
exp

(
(1 + ε)γ

∣∣∣∣
∫ T

0

ϕλ

t dSt

∣∣∣∣
)] 1

1+ε

E
Q̂

[
exp

(
ε	∗

T

)] ε
1+ε

≤ 4(1 + ε)

ε2 E
Q̂

[
exp

(
8(1 + ε)2γ 2

∫ T

0

(
ϕ̂∗

t

)2
cS
t dt

)] 1
(1+ε)

E
Q̂

[
exp

(
ε	∗

T

)] ε
1+ε

< ∞.
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Thus, (4.10) indeed holds as asserted.
Step 3. Finally, we show that

(4.12)

EP

[
U

(
V̄ λ

T

)] −EP

[
U(VT )

]
≥ −ŷE

Q̂

[∫ τ
ϕ

0

(
γ

2

(

ϕλ

t

)2
cS
t + λ	t

∣∣ϕ̇λ
t

∣∣p)
dt

]
+ o

(
λ

2
p+2

)
.

Together with (4.10), this yields the asymptotic lower bound (4.1). For fixed ω, a second-
order Taylor expansion with Lagrange remainder term of U(V̄ λ

T ) around the frictionless op-
timizer VT yields

U
(
V̄ λ

T

) = U(VT ) + U ′(VT )
(
V̄ λ

T − VT

) + 1

2
U ′′(VT )

(
V̄ λ

T − VT

)2

+ 1

6
U ′′′(ξ(ω)

)(
V̄ λ

T − VT

)3
,

where ξ(ω) takes values in the interval with endpoints VT (ω) and V̄ λ
T (ω). Using that

U ′′/U ′ ≡ −γ , U ′′′/U ′ ≡ γ 2, and U ′ is positive, we obtain

U
(
V̄ λ

T

) − U(VT ) ≥ −U ′(VT )

((
VT − V̄ λ

T

) + 1

2
γ

(
VT − V̄ λ

T

)2

+ 1

6
γ 2 exp

(
γ

∣∣VT − V̄ λ
T

∣∣)∣∣VT − V̄ λ
T

∣∣3)
.

(4.13)

By the first-order condition U ′(VT ) = ŷ dQ̂/dP and Bayes’ theorem, it remains to show that

(4.14)

E
Q̂

[(
VT − V̄ λ

T

) + 1

2
γ

(
VT − V̄ λ

T

)2 + 1

6
γ 2 exp

(
γ

∣∣VT − V̄ λ
T

∣∣)∣∣VT − V̄ λ
T

∣∣3]

= E
Q̂

[∫ τ
ϕ

0

(
γ

2

(

ϕλ

t

)2
cS
t + λ	t

∣∣ϕ̇λ
t

∣∣p)
dt

]
+ o

(
λ

2
p+2

)
.

We split up the expectation on the left-hand side of (4.14) into three parts and use that
VT − V̄ λ

T = A1 + A2 + A3. First, using that that
∫ ·

0 ϕλ dS and
∫ ·

0 ϕ̂ dS are Q̂-martingales
(cf. Theorem 3.3), we obtain

(4.15)

E
Q̂

[
VT − V̄ λ

T

] = E
Q̂
[A1 + A2 + A3] = E

Q̂
[A3]

= E
Q̂

[∫ τ
ϕ

0
λ	t

∣∣ϕ̇λ
t

∣∣p dt

]
.

Next, the Cauchy–Schwarz inequality and the estimates (4.2), (4.4), (4.9) give

(4.16)

E
Q̂

[(
VT − V̄ λ

T

)2]
= E

Q̂

[
A2

1 + 2A1A2 + 2A1A3 + 2A2A3 + A2
2 + A2

3
]

≤ E
Q̂

[
A2

1
] + 2E

Q̂

[
A2

1
] 1

2E
Q̂

[
A2

2
] 1

2 + 2E
Q̂

[
A2

1
] 1

2E
Q̂

[
A2

3
] 1

2

+ 2E
Q̂

[
A2

2
] 1

2E
Q̂

[
A2

3
] 1

2 +E
Q̂

[
A2

2
] +E

Q̂

[
A2

3
]

≤ E
Q̂

[
A2

1
] + 2O

(
λ

1
p+2

)
o
(
λ

1
p+2

) + 2O
(
λ

1
p+2

)
o
(
λ

2
3

2
p+2

)
+ 2o

(
λ

1
p+2

)
o
(
λ

2
3

2
p+2

) + o
(
λ

2
p+2

) + o
(
λ

4
3

2
p+2

)
= E

Q̂

[∫ τ
ϕ

0

(

ϕλ

t

)2
cS
t dt

]
+ o

(
λ

2
p+2

)
.
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Finally, using the elementary inequality (a + b + c)3 ≤ 9(a3 + b3 + c3) for a, b, c ≥ 0, the
Cauchy–Schwarz inequality, the estimates (4.6), (4.5), (4.7) and Lemma 4.2, we obtain

(4.17)

E
Q̂

[
exp

(
γ

∣∣VT − V̄ λ
T

∣∣)∣∣VT − V̄ λ
T

∣∣3]
≤ 9 exp

(
γ T λκ3

)
E
Q̂

[
exp

(∣∣∣∣
∫ T

0
γ
ϕλ

t dSt

∣∣∣∣
)(

(A1)
3 + (A2)

3 + (A3)
3)]

≤ 9 exp
(
γ T λκ3

)
E
Q̂

[
exp

(∣∣∣∣
∫ T

0
2γ
ϕλ

t dSt

∣∣∣∣
)] 1

2

× (
E
Q̂

[
(A1)

6] 1
2 +E

Q̂

[
(A2)

6] 1
2
)

+ 9 exp
(
γ T λκ3

)
o
(
λ

2
p+2

)
E
Q̂

[
exp

(∣∣∣∣
∫ T

0
γ
ϕλ

t dSt

∣∣∣∣
)]

= o
(
λ

2
p+2

)
.

Combining (4.15)–(4.17) yields (4.14), thereby completing the proof. �

The following two auxiliary estimates are used in the proof of Proposition 4.1.

LEMMA 4.2. Suppose Assumptions 1, 2 and 3 are satisfied. Then, for k ∈ [1,2],
E
Q̂

[
exp

(
kγ

∣∣∣∣
∫ T

0

ϕλ

t dSt

∣∣∣∣
)]

≤ 2E
Q̂

[
exp

(
8k2γ 2

∫ T

0

(
ϕ̂∗

t

)2
cS
t dt

)]
< ∞.

PROOF. Fix k ∈ [1,2]. In view of the elementary inequality exp(|x|) ≤ exp(x) +
exp(−x) for x ∈ R, it suffices to show that

E
Q̂

[
exp

(∫ T

0
±kγ
ϕλ

t dSt

)]
≤ E

Q̂

[
exp

(
8k2γ 2

∫ T

0

(
ϕ̂∗

t

)2
cS
t dt

)]
< ∞.

This follows from [53], Theorem III.43, and Lemma B.1. �

LEMMA 4.3. Suppose Assumptions 1, 2 and 3 are satisfied. Then for k ∈ [1,3],
E
Q̂

[(∫ T

τ
ϕ

(

ϕλ

t

)2
cS
t dt

)k]
= o

(
λ

2 min(k,2)
p+2

)
.

PROOF. Fix k ∈ [1,3]. In view of the elementary inequality (a + b)k ≤ 4(ak + bk) for
a, b ≥ 0, it suffices to show that

(4.18)
E
Q̂

[(∫ T λ

τ
ϕ

(

ϕλ

t

)2
cS
t dt

)k]
= o

(
λ

4
p+2

)
and

E
Q̂

[(∫ T

T λ

(

ϕλ

t

)2
cS
t dt

)k]
= o

(
λ

2k
p+2

)
.

To establish the first part of (4.18), we use Lemma B.1, Hölder’s inequality, and Proposi-
tion C.5 to obtain

E
Q̂

[(∫ T λ

τ
ϕ

(
ϕλ

t − ϕ̂t

)2
cS
t dt

)k]

≤ 22kE
Q̂

[(∫ T λ

τ
ϕ

(
ϕ̂∗

t

)2
cS
t dt

)k

1{τ
ϕ<T λ}
]

≤ 22kE
Q̂

[(∫ T

0

(
ϕ̂∗

t

)2
cS
t dt

)k(1+ 1
ε
)] 1

1+ 1
ε Q̂

[
τ
ϕ < T λ] 1

1+ε = o
(
λ

4
p+2

)
.
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To establish the second part of (4.18), we use Lemma B.1, T − T λ = λη, and η > 2
p+2 to

obtain

E
Q̂

[(∫ T

T λ

(
ϕλ

t − ϕ̂t

)2
cS
t dt

)k]
≤ 22kλkηE

Q̂

[((
ϕ̂∗

T

)2
cS∗
T

)k] = O
(
λkη) = o

(
λ

2k
p+2

)
.

This completes the proof. �

4.2. Computation of the cost-displacement tradeoff. In Section 4.1, we have seen that
the exponential utility generated by the candidate strategy from Section 3.1 is asymptotically
bounded from below by a tradeoff between squared displacement from the frictionless target
and accumulated trading costs. By applying ergodic results developed in the companion paper
of the present study [15], this cost-displacement tradeoff can be computed explicitly in terms
of the model parameters.

PROPOSITION 4.4. Suppose Assumptions 1, 2 and 3 are satisfied. Then

(4.19)

E
Q̂

[∫ τ
ϕ

0

(
γ

2

(

ϕλ

t

)2
cS
t + λt

∣∣ϕ̇λ
t

∣∣p)
dt

]

= λ
2

p+2 cpEQ̂

[∫ T

0
	

2
p+2
t

(
2−3γ cS

t

(
c
ϕ̂
t

)2) p
p+2 dt

]
+ o

(
λ

2
p+2

)
= O

(
λ

2
p+2

)
,

where cp is the constant defined in Lemma 3.1.

PROOF. To ease notation, set

(4.20) C
(
ϕλ) := E

Q̂

[∫ τ
ϕ

0

(
γ

2

(

ϕλ

t

)2
cS
t + λt

∣∣ϕ̇λ
t

∣∣p)
dt

]
.

The stopping time τ
ϕ converges to T in probability as λ goes to zero by Proposition C.5.
By the dominated convergence theorem and Assumption 3, it therefore suffices to show that

(4.21) C
(
ϕλ) = λ

2
p+2 cpEQ̂

[∫ τ
ϕ

0
	

2
p+2
t

(
2−3γ cS

t

(
c
ϕ̂
t

)2) p
p+2 dt

]
+ o

(
λ

2
p+2

)
.

By the definition (3.11) of 
ϕλ and since 
ϕλ coincides with 
ϕ
λ

on �0, τ
�, we have

(4.22)
C

(
ϕλ) = E

Q̂

[∫ τ
ϕ

0

(
γ

2

(

ϕ

λ
t

)2
cS
t

+ 2−pp
− p

p−1 λ
2

p+2 	t

(
c
ϕ̂
t

)p
m

p
t

∣∣g̃p

(
λ

− 1
p+2 mt
ϕ

λ
t

)∣∣p)
dt

]
.

We now apply [15], Theorem 1.3, to the right-hand side of (4.22). To this end, set

v =
∫
R x2 exp(−p

− 1
p−1 G̃p(x)) dx∫

R exp(−p
− 1

p−1 G̃p(x)) dx
,(4.23)

w =
∫
R |g̃p(x)|p exp(−p

− 1
p−1 G̃p(x)) dx∫

R exp(−p
− 1

p−1 G̃p(x)) dx
,(4.24)
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where G̃p(x) = ∫ x
0 g̃p(x) denotes the antiderivative of g̃p . Then apply (the S1-version of)

[15], Theorem 1.3, with Xε = 
ϕ
λ
, where ε = λ

1
p+2 , b = μϕ̂,Q̂, M = m, L = 1

2p
− 1

p−1 m =
1
2p

− 1
p−1 M , and c = cϕ̂ , first to the case f (x) = x2, H = γ

2 cS and K = 1, and then to the case

f (x) = |g̃p(x)|p , H = 2−pp
− p

p−1 	(cϕ̂)pmp and K = m. (Note that Assumption 3 ensures
that [15], Assumptions 1, 2, are satisfied.22) This yields

(4.25) C
(
ϕλ) = λ

2
p+2E

Q̂

[∫ τ
ϕ

0
v

γ cS
t

2m2
t

+ p
− p

p−1 w2−p	t

(
c
ϕ̂
t

)p
m

p
t dt

]
+ o

(
λ

2
p+2

)
.

We proceed to simplify the expression inside the expectation of the right-hand side of (4.25).
First, using the definition of m in (3.7), we obtain

γ cS
t

2m2
t

= 	
2

p+2
t

(
2−3γ

(
c
ϕ̂
t

)2
cS
t

) p
p+2 ,(4.26)

2−p	t

(
c
ϕ̂
t

)p
m

p
t = 	

2
p+2
t

(
2−3γ

(
c
ϕ̂
t

)2
cS
t

) p
p+2 .(4.27)

Next, we show that

(4.28) v + p
− p

p−1 w = cp.

To this end, notice that by Lemma A.1, the function g̃p and its antiderivative G̃p are bounded
in norm (from above and below) by positive monomials of nonzero degree in a neighborhood
of infinity. Hence, an integration by parts yields

(4.29)

∫
R

∣∣g̃p(x)
∣∣p exp

(−p
− 1

p−1 G̃p(x)
)
dx

= −p
1

p−1

∫
R

∣∣g̃p(x)
∣∣p−1sgn(x)

(
exp

(−p
− 1

p−1 G̃p(x)
))′

dx

= −p
1

p−1

∫
R

gp(x)
(
exp

(−p
− 1

p−1 G̃p(x)
))′

dx

= p
1

p−1

∫
R

g′
p(x) exp

(−p
− 1

p−1 G̃p(x)
)
dx.

Plugging the ODE (3.1) for gp into the right-hand side of (4.29), and then dividing both sides

of (4.29) by
∫
R exp(−p

− 1
p−1 G̃p(x)) dx, we obtain

w = p
1

p−1
(
(p − 1)p

− p
p−1 w − v + cp

)
.

Solving this equation for cp yields the claimed relation (4.28).
The asserted formula (4.21) for the cost-displacement tradeoff now follows by plugging

(4.26), (4.27), and (4.28) into (4.25). The last estimate follows from Hölder inequality and
Assumption 3. �

5. Dual considerations.

5.1. Asymptotic duality bound. To complete the proof of Theorem 3.3, we now comple-
ment the primal lower bound from Proposition 4.1 with the following dual upper bound.

22More precisely, we have p[15] = 1, q[15] = 2
p , q ′[15] = 2 for the constants of [15]. Assumption 1 of [15] is

given by the integrability of the first item of X ε . The first two items of Assumption 2 in [15] are given by the
second and third item of X ε . The third and fourth items of Assumption 2 in [15] are given by the fourth item
of X ε in the first case and by the fifth, sixth and seventh items of Assumption 3, Hölder’s inequality, and the
definition of κ1, κ2, κ3 in the second case. The fifth item of Assumption 2 in [15] is given by the eighth item of
X ε . The last two items of Assumption 2 in [15] are trivially satisfied as L

M
is a constant.
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PROPOSITION 5.1. Suppose Assumptions 1, 2 and 3 are satisfied. Then the following
upper duality bound holds for any admissible strategy ϕ:

(5.1) Jλ(ϕ) − J 0(ϕ̂) ≤ −ŷE
Q̂

[∫ τ
ϕ

0

(
γ

2

(

ϕλ

t

)2
cS
t + λt

∣∣ϕ̇λ
t

∣∣p)
dt

]
+ o

(
λ

2
p+2

)
.

Suppose this result is established. Theorem 3.3 in turn follows from Proposition 5.1 com-
bined with the primal lower bound established in Propositions 4.1 and 4.4 for the candidate
strategy from Section 3.1.

5.2. Proof of Proposition 5.1. To prove Proposition 5.1, we use the duality theory for
superlinear frictions developed very recently by Guasoni and Rasonyi [30]. They argue that
in this context, the dual measures do not turn the frictionless price into a martingale, but
rather the actual execution price with transaction costs.23

This characterization is apparently difficult to apply, since it relies on the primal and
dual optimizers, both of which are unknown. However, it is extremely useful for the present
asymptotic verification, because we already have a candidate asymptotic optimal strategy ϕλ

at hand. We use the execution price corresponding to the latter as a substitute for the exact
optimizer. However, this “naive” asymptotic execution price needs to be modified in two di-
rections. First, as in the case of proportional transaction cost (cf. [1, 2, 34]) we need to stop the
“naive” candidate in order to ensure enough integrability for the estimates in the remainder
terms. Second, another subtle modification is necessary in order to control the displacement
of the execution price from its frictionless counterpart; cf. Lemmas 5.4–5.8. This makes the
analysis more delicate than in the case of proportional transaction costs. Indeed, unlike in
[34], the change of measure from the frictionless martingale measure Q̂ to the frictional dual
martingale measure Q̂λ (cf. (5.24) below) is no longer bounded so that more careful moment
estimates are needed; cf. Lemmas 5.3 and 5.10.

Finally, with the modified asymptotic execution price and the corresponding frictionless
martingale measure Q̂λ at hand, we use convex duality (both for the utility function and
the trading cost functional), Taylor expansions and careful remainder estimates to derive the
desired duality bound in Proposition 5.1.

“Naive” execution price. Recall that under the frictionless dual martingale measure Q̂,

the risky asset has dynamics dSt =
√

cS
t dW

S,Q̂
t , where WS,Q̂ is a Q̂-Brownian motion. In-

spired by the first-order condition of [30], define the “naive” execution price for the candidate
trading rate ϕ̇λ from Section 3.1:

(5.2) S
λ

t := St + 
S
λ

t := St + λtpsgn
(
ϕ̇λ

t

)∣∣ϕ̇λ
t

∣∣p−1
.

Note that on �0, τ
ϕ �, we have

(5.3) 
S
λ

t = λ
3

p+2 2−(p−1)	t

(
c
ϕ̂
t

)p−1
m

p−1
t gp

(
λ

− 1
p+2 mt
ϕ

λ
t

) = λ
3

p+2 Atgp

(
Bλ

t

)
,

where

(5.4) At = 2−(p−1)	t

(
c
ϕ̂
t

)p−1
m

p−1
t and Bλ

t := λ
− 1

p+2 mt
ϕ
λ
t .

23For models with proportional transaction costs, this leads to a “shadow price” in the spirit of [17, 38] that
coincides with the bid- or ask-price, respectively, whenever the optimal strategy sells or purchases. Between these
trading times, the shadow price needs to be chosen so that it is indeed optimal not to alter the portfolio at hand;
compare [41]. In the present context, it is optimal to trade at all times, so that the execution price is always directly
linked to the optimal strategy.
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In order to calculate the dynamics of 
S
λ

on �0, τ
ϕ �, we first compute the Q̂-dynamics of

Bλ. Itô’s formula and the dynamics (3.4) of 
ϕ
λ

give

(5.5)

dBλ
t = λ

− 1
p+2 
ϕ

λ
t dmt + λ

− 1
p+2 mt d
ϕ

λ
t + λ

− 1
p+2 d

〈
m,
ϕ

λ〉
t

= λ
− 1

p+2 
ϕ
λ
t dmt + λ

− 1
p+2 mtμ

ϕ̂,Q̂
t dt

− λ
− 2

p+2
1

2
p

− 1
p−1 c

ϕ̂
t m2

t g̃p

(
Bλ

t

)
dt

+ λ
− 1

p+2 mt

√
c
ϕ̂
t dW

ϕ̂,Q̂
t + λ

− 1
p+2

√
c
ϕ̂
t d

〈
m,Wϕ̂,Q̂〉

t .

Now Itô’s formula yields the following Q̂-dynamics for 
S
λ

on �0, τ
ϕ �:

(5.6)

d
S
λ

t = λ
3

p+2 gp

(
Bλ

t

)
dAt + λ

3
p+2 Atg

′
p

(
Bλ

t

)
dBλ

t

+ 1

2
λ

3
p+2 Atg

′′
p

(
Bλ

t

)
d
〈
Bλ〉

t + λ
3

p+2 g′
p

(
Bλ

t

)
d
〈
A,Bλ〉

t

= λ
3

p+2 gp

(
Bλ

t

)
dAt + λ

2
p+2 Atg

′
p

(
Bλ

t

)

ϕ

λ
t dmt

+ λ
2

p+2 Atg
′
p

(
Bλ

t

)
mtμ

ϕ̂,Q̂
t dt

− 1

2
λ

1
p+2 Atc

ϕ̂
t m2

t p
− 1

p−1 g̃p

(
Bλ

t

)
g′

p

(
Bλ

t

)
dt

+ λ
2

p+2 Atg
′
p

(
Bλ

t

)
mt

√
c
ϕ̂
t dW

ϕ̂,Q̂
t

+ λ
2

p+2 Atg
′
p

(
Bλ

t

)√
c
ϕ̂
t d

〈
m,Wϕ̂,Q̂〉

t + 1

2
λ

1
p+2 Atc

ϕ̂m2
t g

′′
p

(
Bλ

t

)
dt

+ λ
2

p+2 g′
p

(
Bλ

t

)
mt

√
c
ϕ̂
t d

〈
A,Wϕ̂,Q̂〉

t .

In order to simplify (5.6), observe that the ODE (3.1) implies

g′′
p(z) = p

− 1
p−1 g̃p(z)g′

p(z) − 2z.

Using this identity and reordering terms in increasing powers of λ
1

p+2 , we obtain

(5.7)

d
S
λ

t = −λ
1

p+2 Atc
ϕ̂m2

t B
λ
t dt + λ

2
p+2 Atg

′
p

(
Bλ

t

)

ϕ

λ
t dmt

+ λ
2

p+2 Atmtg
′
p

(
Bλ

t

)√
c
ϕ̂
t dW

ϕ̂,Q̂
t

+ λ
2

p+2 Atg
′
p

(
Bλ

t

)
mtμ

ϕ̂,Q̂
t dt + λ

2
p+2 Atg

′
p

(
Bλ

t

)√
c
ϕ̂
t d

〈
m,Wϕ̂,Q̂〉

t

+ λ
2

p+2 g′
p

(
Bλ

t

)
mt

√
c
ϕ̂
t d

〈
A,Wϕ̂,Q̂〉

t + λ
3

p+2 gp

(
Bλ

t

)
dAt .

For future reference, we note that using the definitions of m in (3.7) and of A and Bλ in (5.4),
the first (leading-order) term can be rewritten as

(5.8) −λ
1

p+2 Atc
ϕ̂m2

t B
λ
t = −2−(p−1)	t

(
c
ϕ̂
t

)p
m

p+2
t 
ϕ

λ
t = −γ cS

t 
ϕ
λ
t .
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Modified execution price. As explained above, we need to modify the “naive” execution
price S

λ
in two directions. First, we need to stop. To this end, we introduce the following

auxiliary stopping times:

τλ,1 := inf
{
t ∈ [0, T ] : ∣∣Bλ

t

∣∣ > λ−κ5
} ∧ τ
ϕ,(5.9)

τλ,2 := inf
{
t ∈ [0, T ] :

∣∣∣∣μ
S

λ
,Q̂

t

√
cS
t

c
S

λ
,S

t

∣∣∣∣ > λκ6

}
∧ τλ,1,(5.10)

τλ,3 := inf
{
t ∈ [0, T ] :

∣∣∣∣E
(∫ ·

0

μ
S

λ
,Q̂

t

√
cS
t

c
S

λ
,S

t

dWS,Q̂

)
t

− 1
∣∣∣∣ > λκ6

}
∧ τλ,2,(5.11)

τλ,4 := inf
{
t ∈ [0, T ] : λ−η

∣∣
S
λ

t

∣∣ > λκ7
} ∧ τλ,1,(5.12)

τλ,5 := inf
{
t ∈ [0, T ] : 1

cS
t

∣∣c
S
λ

t + 2c
S,
S

λ

t

∣∣ > λ−κ8

}
∧ τλ,1,(5.13)

τλ,6 := inf
{
t ∈ [0, T ] : 	

1
p−1
t > λ−κ9

}
,(5.14)

τλ,7 := inf
{
t ∈ [0, T ] :

∣∣∣∣μ
S

λ
,Q̂

t

√
cS
t

c
S

λ
,S

t

+ γ

√
cS
t 
ϕλ

t

∣∣∣∣ > λκ10

}
∧ τλ,1.(5.15)

These are in turn used to define the following dual stopping time:

τλ,dual = τλ,1 ∧ τλ,2 ∧ τλ,3 ∧ τλ,4 ∧ τλ,5 ∧ τλ,6 ∧ τλ,7.(5.16)

Here, the constants κi are chosen as follows (by the definition of κ1, κ2 and κ4 in (3.9) and of
η in (3.8), these intervals are not empty):

κ5 ∈
(

1

p + 2
− κ1,

1

3

1

p + 2

)
, κ6 ∈

(
2

3

1

p + 2
,

1

p + 2
− κ5

)
,(5.17)

κ7 ∈
((

2

p + 2
− η + κ4

)
∨

(
1

p + 2
− η

2

)
,

7

3

1

p + 2
− η

)
,

κ8 ∈
(

0,
2

p + 2
− 2κ5

)
,

(5.18)

κ9 ∈
(

0, η − 2

p + 2
+ κ3

)
, κ10 ∈

(
2

p + 2
− κ1,

2

p + 2
− 2κ5

)
.(5.19)

With these preparations, define the modified execution price as

(5.20) Sλ
t = St + 
Sλ

t ,

where

(5.21) 
Sλ
t =

∫ t

0
1{s<τλ,dual} d
S

λ

s −
∫ t

0
1{τλ,dual≤s≤τλ,dual+λη}λ−η
S

λ

τλ,dual ds.

The modified execution price Sλ coincides with the “naive” execution price Sλ on �0, τ λ,dual�,
on �τλ,dual,0, τ λ,dual + λη�, Sλ is “brought back” to the frictionless price of the risky asset S

via the constant drift rate λ−η
S
λ

τλ,dual (this is the other modification of the “naive” execution
price), and on �τλ,dual + λη,T �, Sλ coincides with S.
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Dual martingale measure. To obtain an upper duality bound in the spirit of [30], we
proceed to define an equivalent measure Q̂λ that turns the modified execution price Sλ into a
martingale. To this end, set

(5.22) ζ λ
t = μ

S
λ
,Q̂

t

√
cS
t

c
S

λ
,S

t

1[0≤t<τλ,dual) − λ−η 
S
λ

τλ,dual√
cS
t

1[τλ,dual≤t≤τλ,dual+λη],

define the Q̂-martingale Ẑλ by24

Ẑλ
t := E

(
−

∫ ·
0

ζ λ
s dWS,Q̂

s

)
t

,(5.23)

and define the measure Q̂λ ≈ Q̂ on FT by

(5.24)
dQ̂λ

dQ̂
= Ẑλ

T .

Girsanov’s theorem ensures that Sλ is a local Q̂λ-martingale.
To ease the notation in upcoming estimates, we also define

(5.25) 
Ẑλ
t := Ẑλ

t − 1.

Note that 
Ẑλ is as Ẑλ a Q̂λ-martingale.
We proceed to show that the wealth process of any admissible strategy is a Q̂λ-martingale

when evaluated with the modified execution price Sλ.

LEMMA 5.2. Suppose that EQ̂[exp(ε((cS)−1)∗T )] < ∞ (which is part of Assumptions 3).

Then the stochastic integral
∫ ·

0 ϕt dSλ
t is a square-integrable Q̂λ-martingale for any admissi-

ble strategy ϕ ∈ �λ.

PROOF. Since 
Sλ does not accumulate quadratic variation on �τλ,dual, T �, the instan-
taneous quadratic variation of Sλ satisfies

cSλ

t = cS+
Sλ

t = cS
t + c
Sλ

t + 2c
S,
Sλ

t ≤ cS
t

(
1 + λ−κ8

)
, t ∈ [0, T ].

Here, the last inequality follows from (5.13) (noting that 
Sλ and 
S
λ

are indistinguishable
on �0, τ λ,dual�). Together with Hölder’s inequality, Lemma 5.3 below, and the admissibility
of ϕ, this yields

E
Q̂λ

[∫ T

0
ϕ2

t d
〈
Sλ〉

t

]

≤ (
1 + λ−κ8

)
E
Q̂

[
Ẑλ

T

∫ T

0
ϕ2

t c
S
t dt

]

≤ (
1 + λ−κ8

)
E
Q̂

[(
Ẑλ

T

) 1+a
a

] a
1+a E

Q̂

[(∫ T

0
ϕ2

t c
S
t dt

)1+a] 1
1+a

< ∞,

for some 0 < a ≤ ε. Therefore, ϕ ∈ L2
Q̂λ

(Sλ) and the assertion follows. �

24It is shown in Lemma 5.3 below that the local Q̂-martingale Ẑλ is indeed a Q̂-martingale.
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Convex duality estimates. To derive the dual upper bound in Proposition 5.1, we follow
[30] in using the convex conjugates of both the utility function U and the instantaneous
trading cost x �→ �t(x) = λt |x|p:25

�̃t (y) = sup
x∈R

{
xy − �t(x)

} = p − 1

p(λtp)
1

p−1

|y| p
p−1 ,

�̃ ′
t (y) = 1

(λtp)
1

p−1

|y| 1
p−1 sgn(y),

(5.26)

Ũ (y) = sup
x∈R

{
U(x) − xy

} = y

γ

(
log

(
y

γ

)
− 1

)
,(5.27)

Ũ ′(y) = 1

γ
log

(
y

γ

)
,

Ũ ′′(y) = 1

γy
, Ũ ′′′(y) = − 1

γy2 .(5.28)

Let ϕ be any admissible trading strategy. Since the terminal risky position is zero, two inte-
grations by parts, the definition of �̃ , and Sλ

0 = S0 yield

(5.29)

X
ϕ
T = x +

∫ T

0
ϕt dSt −

∫ T

0
λt |ϕ̇t |p dt

= x − ϕ0S0 −
∫ T

0
ϕ̇tSt dt −

∫ T

0
λt |ϕ̇t |p dt

= x − ϕ0S
λ
0 −

∫ T

0
ϕ̇tS

λ
t dt +

∫ T

0
ϕ̇t

(
Sλ

t − St

)
dt −

∫ T

0
λt |ϕ̇t |p dt

≤ x +
∫ T

0
ϕt dSλ

t +
∫ T

0
�̃t

(

Sλ

t

)
dt.

PROOF OF PROPOSITION 5.1. By definition of the convex conjugate Ũ (y) =
supx∈R{U(x) − xy}, we have the pointwise inequality

(5.30) U
(
X

ϕ
T

) ≤ Ũ

(
ŷ

dQ̂λ

dP

)
+ ŷ

dQ̂λ

dP
X

ϕ
T = Ũ

(
ŷẐT Ẑλ

T

) + ŷẐT Ẑλ
T X

ϕ
T ,

where dẐT := dQ̂/dP denotes the Radon–Nikodým density of the frictionless minimal en-
tropy martingale measure. We proceed to establish an upper bound for Ũ (ŷẐT Ẑλ

T ). For fixed
ω, a second-order Taylor expansion with Lagrange remainder term gives

(5.31)

Ũ
(
ŷẐT Ẑλ

T

) = Ũ (ŷẐT ) + Ũ ′(ŷẐT )ŷẐT 
Ẑλ
T

+ 1

2
Ũ ′′(ŷẐT )ŷ2Ẑ2

T

(

Ẑλ

T

)2

+ 1

6
Ũ ′′′(ξ(ω)ŷẐT

)
ŷ3Ẑ3

T

(

Ẑλ

T

)3
,

where ξ(ω) takes values in the interval with endpoints 1 and Ẑλ
T . Using −Ũ ′ = (U ′)−1 to-

gether with the first-order condition U ′(x + ∫ T
0 ϕ̂t dSt ) = ŷẐT , the explicit expressions in

25The importance of the dual friction �̃ was first recognized in [21], where it is used to establish a superhedging
theorem.



TRADING WITH SMALL NONLINEAR PRICE IMPACT 729

(5.28) for the derivatives Ũ ′′ and Ũ ′′′ and the facts that Ũ ′′′(ξ(ω)ŷẐT )(
Ẑλ
T )3 ≤ 0 if Ẑλ

T ≥ 1,
and ξ(ω)−2 ≤ (Ẑλ

T )−2 for Ẑλ
T ≤ 1 and plugging all this into (5.31) yields

(5.32)

Ũ
(
ŷẐT Ẑλ

T

) ≤ Ũ (ŷẐT ) − ŷẐT 
Ẑλ
T

(
x +

∫ T

0
ϕ̂t dSt

)

+ 1

2γ
ŷẐT

(

Ẑλ

T

)2 + 1

6γ

ŷẐT

(Ẑλ
T )2

∣∣
Ẑλ
T

∣∣3.
Combining (5.32) with (5.30) and using Ũ (ŷẐT ) = U(x + ∫ T

0 ϕ̂t dSt )− ŷẐT (x + ∫ T
0 ϕ̂t dSt )

and (5.29), we in turn obtain

(5.33)

U
(
X

ϕ
T

) − U

(
x +

∫ T

0
ϕ̂t dSt

)

≤ ŷẐT Ẑλ
T

(
X

ϕ
T − x −

∫ T

0
ϕ̂t dSt

)

+ 1

2γ
ŷẐT

(

Ẑλ

T

)2 + 1

6γ
ŷẐT

|
Ẑλ
T |3

(Ẑλ
T )2

≤ ŷẐT Ẑλ
T

(∫ T

0
ϕt dSλ

t

)
+ ŷẐT Ẑλ

T

(∫ T

0
�̃t

(

Sλ

t

)
dt

)

− ŷẐT Ẑλ
T

(∫ T

0
ϕ̂t dSt

)
+ 1

2γ
ŷẐT

(

Ẑλ

T

)2 + 1

6γ
ŷẐT

|
Ẑλ
T |3

(Ẑλ
T )2

.

Now take P-expectations in (5.33). We consider each of the five terms on the right-hand side
of (5.33) separately.

For the first term, we use Bayes’ theorem and the fact that
∫ ·

0 ϕt dSλ
t is a Q̂λ-martingale by

Lemma 5.2. This gives

(5.34) E

[
ŷẐT Ẑλ

T

(∫ T

0
ϕt dSλ

t

)]
= ŷE

Q̂λ

[∫ T

0
ϕt dSλ

t

]
= 0.

For the second term, we use Bayes’ theorem and Lemma 5.4 to obtain

(5.35)

E

[
ŷẐT Zλ

T

(∫ T

0
�̃t

(

Sλ

t

)
dt

)]

= ŷE
Q̂λ

[∫ T

0
�̃t

(

Sλ

t

)
dt

]

= ŷ(p − 1)E
Q̂

[∫ τ
ϕ

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]
+ o

(
λ

2
p+2

)
.

For the third term, we apply Bayes’ theorem, the decomposition ϕ̂ = ϕλ + 
ϕλ and
Lemma 5.5 and 5.7. This gives

(5.36)

E

[
−ŷẐT Ẑλ

T

(∫ T

0
ϕ̂t dSt

)]

= −ŷ

(
E
Q̂λ

[∫ T

0
ϕλ

t dSt

]
+E

Q̂λ

[∫ T

0

ϕλ

t dSt

])

= −ŷpE
Q̂

[∫ τ
ϕ

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]
− ŷγE

Q̂

[∫ τ
ϕ

0
cS
t

(

ϕλ

t

)2
dt

]

+ o
(
λ

2
p+2

)
.
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For the fourth term, Bayes’ theorem and Lemma 5.8 yield

(5.37)

E

[
1

2γ
ŷẐT

(

Ẑλ

T

)2
]

= ŷ

2γ
E
Q̂

[(

Ẑλ

T

)2]

= ŷγ

2
E
Q̂

[∫ τ
ϕ

0
cS
t

(

ϕλ

t

)2
dt

]
+ o

(
λ

2
p+2

)
.

Finally, for the last term, we use Bayes’ theorem and Lemma 5.9 to obtain

(5.38) E

[
1

6γ
ŷẐT

|
Ẑλ
T |3

(Ẑλ
T )2

]
= ŷ

6γ
E
Q̂

[ |
Ẑλ
T |3

(Ẑλ
T )2

]
= o

(
λ

2
p+2

)
.

Combining (5.33)–(5.38) now yields the claimed upper duality bound from Proposition 5.1.
�

5.3. Auxiliary estimates. For better readability, this section collects auxiliary estimates
used in the proof of Proposition 5.1. We first establish a maximal inequality for the density
process Ẑλ defined in (5.23). This estimate is used both in the proof of Lemma 5.2 and in
several other auxiliary results below.

LEMMA 5.3. Let k ∈ R. Suppose that EQ̂[exp(ε((cS)−1)∗T )] < ∞ (which is part of As-
sumptions 3). Then there exist constants Ck and λk > 0 such that, for all λ ∈ (0, λk),

E
Q̂

[((
Ẑλ)k)∗

T

] ≤ Ck.

PROOF. To prove the assertion, we first establish three auxiliary claims.

CLAIM 1. For any α ∈ R+, there are constants cα, λ̄α > 0 such that, for all λ ∈ (0, λ̄α):

E
Q̂

[(
exp

(
α

∫ ·
0

(
ζ λ
s

)2
ds

))∗

T

]
≤ cα,

for some positive constants λ̄α and cα depending only on α.

PROOF OF CLAIM 1. For α ∈ R+, the integrability assumption on cS shows that there
exists λ̄α > 0 such that

cα := E
Q̂

[
exp

(
αT (λ̄α)2κ6 + α(λ̄α)η+2κ7

((
cS)−1)∗

T

)]
< ∞.

Since (ζ λ
t )2 is nonnegative, the definition (5.22) of the process ζ λ, the definitions of the

stopping times τλ,2, τλ,3 and τλ,4 in (5.10–5.12), and the choice of cα show that, for λ ∈
(0, λ̄α):

(5.39)

E
Q̂

[(
exp

(
α

∫ ·
0

(
ζ λ
s

)2
ds

))∗

T

]

≤ E
Q̂

[
exp

(
α

∫ T

0

(
ζ λ
s

)2
ds

)]

= E
Q̂

[
exp

(
α

∫ τλ,dual

0

(μ
S

λ
,Q̂

s

√
cS
s

c
S

λ
,S

s

)2
ds

+ α

∫ τλ,dual+λη

τλ,dual

(
λ−η 
S

λ

τλ,dual√
cS
s

)2
ds

)]

≤ E
Q̂

[
exp

(
αT λ2κ6 + αλη+2κ7

((
cS)−1)∗

T

)] ≤ cα. �
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CLAIM 2. For any α ∈ R and λ ∈ (0, λ̄α2/2), the process E(−α
∫ ·

0 ζ λ
s dW

S,Q̂
s ) is a Q̂-

martingale.

PROOF OF CLAIM 2. This follows from Claim 1 and Novikov’s criterion. �

CLAIM 3. For any α ∈ R and λ ∈ (0, λ̄6α2 ∧ λ̄8α2),

E
Q̂

[
E

(
−α

∫ ·
0

ζ λ
s dWS,Q̂

s

)2

T

]
≤ c6α2 .

PROOF OF CLAIM 3. By the Cauchy–Schwarz inequality, the fact that E(−4α ×∫ ·
0 ζ λ

s dW
S,Q̂
s ) is a supermartingale and Claim 1, we obtain

E
Q̂

[
E

(
−α

∫ ·
0

ζ λ
s dWS,Q̂

s

)2

T

]

= E
Q̂

[
exp

(
−2α

∫ T

0
ζ λ
t dW

S,Q̂
t − 1

2

∫ T

0

(
8α2 − 6α2)(

ζ λ
t

)2
dt

)]

≤ E
Q̂

[
E

(
−4α

∫ ·
0

ζ λ
s dWS,Q̂

s

)
T

] 1
2
E
Q̂

[
exp

(
6α2

∫ T

0

(
ζ λ
t

)2
dt

)] 1
2 ≤ c6α2

as asserted. �

To complete the proof of Lemma 5.3, now let k ∈ R and set λk := λ̄k2/2 ∧ λ̄|k2−k| ∧ λ̄6k2 ∧
λ̄8α2 . Then for λ ∈ (0, λk),the Cauchy–Schwarz inequality, Claim 2, Doob’s inequality and
Claims 1 and 3 yield the asserted estimate:

E
[((

Ẑλ)k)∗
T

]
= E

Q̂

[(
exp

(
−

∫ ·
0

kζ λ
s dWS,Q̂

s − 1

2

∫ ·
0

k2(
ζ λ
s

)2
ds

+ 1

2

∫ ·
0

(
k2 − k

)(
ζ λ
s

)2
ds

))∗

T

]

≤ E
Q̂

[(
E

(
−k

∫ ·
0

ζ λ
s dWS,Q̂

s

)2)∗

T

] 1
2
E
Q̂

[(
exp

((∣∣k2 − k
∣∣) ∫ t

0

(
ζ λ
s

)2
ds

))∗

T

] 1
2

≤ 2E
Q̂

[
E

(
−k

∫ ·
0

ζ λ
s dWS,Q̂

s

)2

T

] 1
2
(c|k2−k|)

1
2 ≤ 2(c6k2)

1
2 (c|k2−k|)

1
2 =: Ck. �

Next, we provide a series of estimates that are used in the proof of Proposition 5.1.

LEMMA 5.4. Suppose Assumptions 1, 2 and 3 are satisfied. Then

E
Q̂λ

[∫ T

0
�̃t

(

Sλ

t

)
dt

]
= (p − 1)E

Q̂

[∫ τ
ϕ

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]
+ o

(
λ

2
p+2

)
.
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PROOF. Using the definitions of �̃t in (5.26) and 
Sλ
t in (5.21), we obtain

(5.40)

E
Q̂λ

[∫ T

0
�̃t

(

Sλ

t

)
dt

]

= (p − 1)E
Q̂λ

[∫ τλ,dual

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]

+ (p − 1)E
Q̂λ

[∫ τλ,dual+λη

τλ,dual

(
1 − λ−η(

t − τλ,dual)) p
p−1

(
	τλ,dual

	t

) 1
p−1

× λτλ,dual
∣∣ϕ̇λ

τλ,dual

∣∣p dt

]
.

By Lemma 5.6 below, it suffices to show that the second term on the right-hand side of (5.40)

is of order o(λ
2

p+2 ). To this end, we use that λτλ,dual |ϕ̇λ
τλ,dual |p ≤ λκ3 since τλ,dual ≤ τ
ϕ (see

the definition of τ
ϕ in (3.10)). Using this, the definition of τλ,6 in (5.14), Bayes’ theorem,
Hölder’s inequality, the integrability condition on 	−1 from Assumption 3 and Lemma 5.3,
we obtain

E
Q̂λ

[∫ τλ,dual+λη

τλ,dual

(
1 − λ−η(

t − τλ,dual)) p
p−1

(
	τλ,dual

	t

) 1
p−1

λτλ,dual
∣∣ϕ̇λ

τλ,dual

∣∣p dt

]

≤ λη+κ3−κ9E
Q̂λ

[(
	

− 1
p−1

)∗
T

] ≤ λη+κ3−κ9E
Q̂

[(
	

− 1+ε
p−1

)∗
T

] 1
1+εE

Q̂

[(
Ẑλ

T

) 1+ε
ε

] ε
1+ε

= o
(
λ

2
p+2

)
. �

LEMMA 5.5. Suppose Assumptions 1, 2 and 3 are satisfied. Then

E
Q̂λ

[∫ T

0
ϕλ

t dSt

]
= pE

Q̂

[∫ τ
ϕ

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]
+ o

(
λ

2
p+2

)
.

PROOF. Using that S = Sλ − 
Sλ and taking into account that
∫ ·

0 ϕλ
t dSλ

t is a Q̂λ-
martingale by Lemma 5.2, it suffices to show that

(5.41) E
Q̂λ

[∫ T

0
−ϕ̂λ

t d
Sλ
t

]
= pE

Q̂

[∫ τ
ϕ

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]
+ o

(
λ

2
p+2

)
.

To establish (5.41), we use that 
Sλ vanishes on �τλ,dual + λη,T �, integrate by parts (recall-
ing that 
Sλ

τλ,dual+λη = 
Sλ
0 = 0), and recall the definition of 
Sλ in (5.21). This gives

(5.42)

E
Q̂λ

[∫ T

0
−ϕλ

t d
Sλ
t

]

= E
Q̂λ

[∫ τλ,dual+λη

0
−ϕλ

t d
Sλ
t

]
= E

Q̂λ

[∫ τλ,dual+λη

0

Sλ

t ϕ̇λ
t dt

]

= pE
Q̂λ

[∫ τλ,dual

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]
+E

Q̂λ

[∫ τλ,dual+λη

τλ,dual

Sλ

t ϕ̇λ
t dt

]
.

By Lemma 5.6 below, it suffices to show that the second term on the right-hand side of (5.42)

is of order o(λ
2

p+2 ). To this end, we use the definition of 
Sλ, ϕλ, 
S
λ
, τ
ϕ in (5.21), (3.11),

(5.2), (3.10), λt = λ	t , the definition (5.12) and (5.14) of τλ,4 and τλ,6, Hölder’s inequality,
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Lemmas B.1 and 5.3, the integrability condition on 	−1 from Assumption 3 and the choice
of the constants κ3, κ4, κ7 and κ9, in (3.9), (5.18) and (5.19) to deduce∣∣∣∣EQ̂λ

[∫ τλ,dual+λη

τλ,dual

Sλ

t ϕ̇λ
t dt

]∣∣∣∣
≤ E

Q̂λ

[∫ τλ,dual+λη

τλ,dual

∣∣
Sλ
τλ,dual

∣∣∣∣ϕ̇λ
t

∣∣dt

]

≤ E
Q̂λ

[∫ τ
ϕ∧(τλ,dual+λη)

τλ,dual

∣∣
Sλ
τλ,dual

∣∣∣∣ϕ̇λ
t

∣∣dt

]

+E
Q̂λ

[∫ τλ,dual+λη

τ
ϕ∧(τλ,dual+λη)

∣∣
Sλ
τλ,dual

∣∣λ−η
∣∣ϕλ

τ
ϕ

∣∣dt

]

= E
Q̂λ

[∫ τ
ϕ∧(τλ,dual+λη)

τλ,dual
pλ

p−1
p

τλ,dual |ϕ̇τλ,dual |p−1λ
1
p

t

∣∣ϕ̇λ
t

∣∣(	τλ,dual

	t

) 1
p

dt

]

+E
Q̂λ

[∫ τλ,dual+λη

τ
ϕ∧(τλ,dual+λη)

∣∣
Sλ
τλ,dual

∣∣λ−η
∣∣ϕλ

τ
ϕ

∣∣dt

]

≤ pλ
κ3−p−1

p
κ9+η

E
Q̂λ

[(
	

− 1
p
)∗
T

] + λκ7−κ4+η

≤ pλ
κ3−p−1

p
κ9+η

E
Q̂

[(
Ẑλ

T

) 1+ε
ε

] ε
1+εE

Q̂

[(
	

− 1+ε
p

)∗
T

] 1
1+ε + λκ7−κ4+η = o

(
λ

2
p+2

)
.

This completes the proof. �

LEMMA 5.6. Suppose Assumptions 1, 2 and 3 are satisfied. Then

E
Q̂λ

[∫ τλ,dual

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]
= E

Q̂

[∫ τ
ϕ

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]
+ o

(
λ

2
p+2

)
.

PROOF. By Bayes’ theorem and since Ẑλ = 1 + 
Ẑλ, we have

E
Q̂λ

[∫ τλ,dual

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]
= E

Q̂

[∫ τλ,dual

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]

+E
Q̂

[

Ẑλ

τλ,dual

∫ τλ,dual

0
λt

∣∣ϕ̇λ
t

∣∣p dt

]
.

The claim now follows from dominated convergence, using that E
Q̂
[∫ τ
ϕ

0 λt |ϕ̇λ
t |p dt] =

O(λ
2

p+2 ) by Proposition 4.1, taking into account that τλ,dual converges in probability to τ
ϕ

as λ → 0 by Lemma D.2, and observing that |
Ẑλ
τλ,dual | ≤ λκ6 by the definition of τλ,3 in

(5.11). �

LEMMA 5.7. Suppose Assumptions 1, 2 and 3 are satisfied. Then

E
Q̂λ

[∫ T

0

ϕλ

t dSt

]
= γE

Q̂

[∫ τ
ϕ

0
cS
t

(

ϕλ

t

)2
dt

]
+ o

(
λ

2
p+2

)
.

PROOF. Bayes’ theorem, the fact that Ẑλ and
∫ ·

0 
ϕλ
t dSt are square-integrable Q̂-

martingales by Theorem 3.3 and Lemma 5.3, and the fact that ζ λ = 0 on �τλ,dual + λη,T �
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yield

(5.43)

E
Q̂λ

[∫ T

0

ϕλ

t dSt

]

= E
Q̂

[(
1 + 
Ẑλ

T

)(∫ T

0

ϕλ

t dSt

)]
= E

Q̂

[

Ẑλ

T

(∫ T

0

ϕλ

t dSt

)]

= E
Q̂

[〈
Ẑλ,

∫ ·
0


ϕλ
t dSt

〉
T

]
= −E

Q̂

[∫ T

0

(
1 + 
Ẑλ

t

)
ζ λ
t 
ϕλ

t

√
cS
t dt

]

= −E
Q̂

[∫ τλ,dual

0

(
1 + 
Ẑλ

t

)
ζ λ
t 
ϕλ

t

√
cS
t dt

]

−E
Q̂

[∫ τλ,dual+λη

τλ,dual

(
1 + 
Ẑλ

t

)
ζ λ
t 
ϕλ

t

√
cS
t dt

]

= E
Q̂

[∫ τλ,dual

0

(
1 + 
Ẑλ

t

)
γ

(

ϕλ

t

)2
cS
t dt

]

−E
Q̂

[∫ τλ,dual+λη

τλ,dual
Ẑλ

t ζ λ
t 
ϕλ

t

√
cS
t dt

]

−E
Q̂

[∫ τλ,dual

0

(
1 + 
Ẑλ

t

)

ϕλ

t

(
ζ λ
t + γ
ϕλ

t

√
cS

t

)√
cS
t dt

]
.

We estimate the three terms on the right-hand side of (5.43) separately.

For the first term, we use that E
Q̂
[∫ τ
ϕ

0 cS
t (
ϕλ

t )2 dt] = O(λ
2

p+2 ) by Proposition 4.4, that

τλ,dual converges in probability to τ
ϕ as λ → 0 by Lemma D.2, and that |
Ẑλ| ≤ λκ6 on

�0, τ λ,dual� by (5.11). Together with dominated convergence, it follows that

(5.44)
E
Q̂

[∫ τλ,dual

0

(
1 + 
Ẑλ

t

)
γ

(

ϕλ

t

)2
cS
t dt

]

= γE
Q̂

[∫ τ
ϕ

0
cS
t

(

ϕλ

t

)2
dt

]
+ o

(
λ

2
p+2

)
.

For the second term, we use the definition of ζ λ in (5.22), the estimate λ−η|
Sλ
τλ,dual | ≤

λκ7 implied by (5.12), Lemma B.1, and the Cauchy–Schwarz inequality. Together with

Lemma 5.3, this yields

(5.45)

∣∣∣∣EQ̂

[∫ τλ,dual+λη

τλ,dual
Ẑλ

t ζ λ
t 
ϕλ

t

√
cS
t dt

]∣∣∣∣
≤ E

Q̂

[∫ τλ,dual+λη

τλ,dual
Ẑλ

t λ−η
∣∣
Sλ

τλ,dual

∣∣∣∣
ϕλ
t

∣∣dt

]

≤ 2T λκ7+ηE
Q̂

[(
ϕ̂∗

T

)2] 1
2E

Q̂

[((
Ẑλ)2)∗

T

] 1
2 = o

(
λ

2
p+2

)
.
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For the third term, we use that |
ϕλ||ζ λ + γ
ϕλ
√

cS | ≤ λκ1+κ10 on �0, τ λ,dual� by (3.10)
and (5.15) and that |
Ẑλ| ≤ λκ6 on �0, τ λ,dual� by (5.11). This gives

(5.46)

∣∣∣∣EQ̂

[∫ τλ,dual

0

(
1 + 
Ẑλ

t

)

ϕλ

t

(
ζ λ
t + γ
ϕλ

t

√
cS

t

)√
cS
t dt

]∣∣∣∣
≤ T

(
1 + λκ6

)
λκ1+κ10E

Q̂

[(√
cS

)∗
T

]
= o

(
λ

2
p+2

)
.

Putting (5.44)–(5.45) together now yields the asserted estimate. �

LEMMA 5.8. Suppose Assumptions 1, 2 and 3 are satisfied. Then

E
Q̂

[(

Ẑλ

T

)2] = γ 2E
Q̂

[∫ τ
ϕ

0
cS
t

(

ϕλ

t

)2
dt

]
+ o

(
λ

2
p+2

)
.

PROOF. Recall that 
Ẑλ
T is a square-integrable Q̂-martingale with quadratic variation

〈

Ẑλ〉

T =
∫ τλ,dual+λη

0

(
1 + 
Ẑλ

t

)2(
ζ λ
t

)2
dt.

Thus,

(5.47)

E
Q̂

[(

Ẑλ

T

)2] = E
Q̂

[∫ τλ,dual

0

(
1 + 
Ẑλ

t

)2(
ζ λ
t

)2
dt

]

+E
Q̂

[∫ τλ,dual+λη

τλ,dual

(
1 + 
Ẑλ

t

)2(
ζ λ
t

)2
dt

]

= E
Q̂

[∫ τλ,dual

0

(
1 + 
Ẑλ

t

)2
γ 2(


ϕλ
t

)2
cS
t dt

]

+E
Q̂

[∫ τλ,dual

0

(
1 + 
Ẑλ

t

)2((
ζ λ
t

)2 − γ 2(

ϕλ

t

)2
cS
t

)
dt

]

+E
Q̂

[∫ τλ,dual+λη

τλ,dual

(
Ẑλ

t

)2(
ζ λ
t

)2
dt

]
.

We estimate the three terms on the right-hand side of (5.47) separately.

For the first term, we use that E
Q̂
[∫ τ
ϕ

0 cS
t (
ϕλ

t )2 dt] = O(λ
2

p+2 ) by Proposition 4.4, that

τλ,dual converges in probability to τ
ϕ as λ → 0 by Lemma D.2, and that |
Ẑλ| ≤ λκ6 on
�0, τ λ,dual� by (5.11). Together with dominated convergence, it follows that

(5.48)
E
Q̂

[∫ τλ,dual

0

(
1 + 
Ẑλ

t

)2
γ 2(


ϕλ
t

)2
cS
t dt

]

= γ 2E
Q̂

[∫ τ
ϕ

0
cS
t

(

ϕλ

t

)2
dt

]
+ o

(
λ

2
p+2

)
.

For the second term, we use that by (5.15) and (3.10),∣∣(ζ λ)2 − γ 2(

ϕλ)2

cS
∣∣ ≤ ∣∣ζ λ + γ
ϕλ

√
cS

∣∣2 + 2
∣∣ζ λ + γ
ϕλ

√
cS

∣∣∣∣γ
ϕλ
√

cS
∣∣

≤ λ2κ10 + 2γ
√

cSλκ10+κ1 on �0, τ λ,dual�.
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Together with |
Ẑλ| ≤ λκ6 on �0, τ λ,dual� by (5.11) and the observation that 2κ1 ∧ (κ10 +
κ1) > 2

2+p
, this yields∣∣∣∣EQ̂

[∫ τλ,dual

0

(
1 + 
Ẑλ

t

)2((
ζ λ
t

)2 − γ 2(

ϕλ

t

)2
cS
t

)
dt

]∣∣∣∣
≤ (

1 + λκ6
)2

T
(
λ2κ10 + 2γ λκ10+κ1E

Q̂

[(√
cS

)∗
T

]) = o
(
λ

2
p+2

)
.

(5.49)

For the third term, we use the definition of ζ λ in (5.22), the estimate that λ−η|
Sλ
τλ,dual | ≤

λκ7 by (5.12), Lemma B.1, and the Cauchy–Schwarz inequality. Together with Lemma 5.3,
this yields

(5.50)

E
Q̂

[∫ τλ,dual+λη

τλ,dual

(
Ẑλ

t

)2(
ζ λ
t

)2
dt

]

≤ E
Q̂

[∫ τλ,dual+λη

τλ,dual

(
Ẑλ

t

)2
λ−2η

∣∣
Sλ
τλ,dual

∣∣2 1

cS
t

dt

]

≤ λ2κ7+ηE
Q̂

[((
Ẑλ)4)∗

T

] 1
2E

Q̂

[((
cS)−2)∗

T

] 1
2 = o

(
λ

2
p+2

)
.

The claim now follows by putting together (5.48)–(5.50). �

LEMMA 5.9. Suppose Assumptions 1, 2 and 3 are satisfied. Then

E
Q̂

[ |
Ẑλ
T |3

(Ẑλ
T )2

]
= o

(
λ

2
p+2

)
.

PROOF. To prove this estimate, we proceed in three steps. First, we apply Itô’s formula
to f (
Ẑλ

T ) where f = |x|3/(1 + x)2 and write the argument of the expectation as a sum of
two integrals. We then prove that the stochastic integral in this decomposition is a martingale
so that its expectation vanishes. Finally, we show that the Riemann integral is of the right
order in λ. To carry out this program, first observe that

f ′(x) = 3x|x|
(1 + x)2 − 2|x|3

(1 + x)3 , f ′′(x) = 6|x|
(1 + x)2 − 12x|x|

(1 + x)3 + 6|x|3
(1 + x)4 .

Itô’s formula applied to f (
Ẑλ· ) in turn gives

(5.51)

E
Q̂

[ |
Ẑλ
T |3

(Ẑλ
T )2

]
= E

Q̂

[∫ T

0
f ′(
Ẑλ

t

)
d
Ẑλ

t

]

+ 1

2
E
Q̂

[∫ T

0
f ′′(
Ẑλ

t

)
d
〈

Ẑλ〉

t

]

= −E
Q̂

[∫ T

0
f ′(
Ẑλ

t

)
Ẑλ

t ζ λ
t dW

S,Q̂
t

]

+ 1

2
E
Q̂

[∫ T

0
f ′′(
Ẑλ

t

)(
Ẑλ

t

)2(
ζ λ
t

)2
dt

]
.

To prove that the stochastic integral on the right-hand side is a martingale, we use the ele-
mentary inequality (a + b)2 ≤ 2(a2 + b2) to obtain

E
Q̂

[∫ T

0
f ′(
Ẑλ

t

)2(
Ẑλ

t

)2(
ζ λ
t

)2
dt

]

≤ 18E
Q̂

[∫ T

0

(
Ẑλ
t )4

(Ẑλ
t )2

(
ζ λ
t

)2
dt

]
+ 8E

Q̂

[∫ T

0

(
Ẑλ
t )6

(Ẑλ
t )4

(
ζ λ
t

)2
dt

]
.
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By Lemma 5.10, the expectations on the right-hand side are indeed finite.
It therefore remains then to show that the second expectation of the Riemmann integral in

(5.51) is of the right order in λ. By the triangle inequality, it suffices to prove that A5 + A6 +
A7 = o(λ

2
p+2 ), where

A5 := E
Q̂

[∫ T

0

∣∣
Ẑλ
t

∣∣(ζ λ
t

)2
dt

]
, A6 := E

Q̂

[∫ T

0

(
Ẑλ
t )2

Ẑλ
t

(
ζ λ
t

)2
dt

]
,

A7 := E
Q̂

[∫ T

0

|
Ẑλ
t |3

(Ẑλ
t )2

(
ζ λ
t

)2
dt

]
.

This holds by Lemma 5.10 below, so that the proof is complete. �

LEMMA 5.10. Let k ≥ 1 and � ≥ 0. Then

E
Q̂

[∫ T

0

|
Ẑλ
t |k

(Ẑλ
t )�

(
ζ λ
t

)2
dt

]
= o

(
λ

2
p+2

)
.

PROOF. Using the definition of ζ λ in (5.22), we obtain

E
Q̂

[∫ T

0

|
Ẑλ
t |k

(Ẑλ
t )�

(
ζ λ
t

)2
dt

]

= E
Q̂

[∫ τλ,dual

0

|
Ẑλ
t |k

(Ẑλ
t )�

(
ζ λ
t

)2
dt

]

+E
Q̂

[∫ τλ,dual+λη

τλ,dual

|
Ẑλ
t |k

(Ẑλ
t )�

(λ−η
Sλ
τλ,dual)

2

cS
t

dt

]
.

(5.52)

We estimate the two terms on the right-hand side of (5.52) separately.
For the first term, we use that |ζ λ| ∨ |
Ẑλ| ≤ λκ6 on �0, τ λ,dual� by (5.10) and (5.11).

Together with k ≥ 1, Lemma 5.3 and the fact that 3κ6 > 2
p+2 , this yields

(5.53) E
Q̂

[∫ τλ,dual

0

|
Ẑλ
t |k

(Ẑλ
t )�

(
ζ λ
t

)2
dt

]
≤ λ3κ6TE

Q̂

[((
Ẑλ)−�)∗

T

] = o
(
λ

2
p+2

)
.

For the second term, we use the definition of ζ λ in (5.22), the estimate that λ−η|
Sλ
τλ,dual | ≤

λκ7 by (5.12), the elementary inequality |a − 1|k ≤ 2k(ak + 1) for a ≥ 0, and the Cauchy–
Schwarz inequality. Together with Lemma 5.3, this shows

(5.54)

E
Q̂

[∫ τλ,dual+λη

τλ,dual

|
Ẑλ
t |k

(Ẑλ
t )�

(λ−η
Sλ
τλ,dual)

2

cS
t

dt

]

≤ 2kT λ2κ7+ηE
Q̂

[(((
Ẑλ)k−� + (

Ẑλ)−�)(
cS)−1)∗

T

]
≤ 2kT λ2κ7+ηE

Q̂

[((
cS)−2)∗

T

] 1
2

× (
E
Q̂

[((
Ẑλ)2(k−�))∗

T

] 1
2 +E

Q̂

[((
Ẑλ)−2�)∗

T

] 1
2
)

= o
(
λ

2
p+2

)
.

The claim now follows by putting together (5.53) and (5.54). �
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APPENDIX A: RESULTS ON THE FUNCTION gp

In this Appendix, we prove some auxiliary results on the function gp from (3.1) that are
used in the proof of Theorem 3.3.

COROLLARY A.1.

(i) For every r ∈ (0,∞), there exists a constant C > 0 such that

(A.1)
∣∣g̃p(z)

∣∣r = ∣∣gp(z)
∣∣ r

p−1 ≤ C
(|z|2r + 1

)
, z ∈ R.

(ii) There exists a constant C > 0 such that

∣∣zg̃p(z)
∣∣ ≥ C

(|z| 2+p
p − 1

)
, z ∈ R,(A.2) ∣∣zg̃p(z)

∣∣ ≥ C|z|21{|z|≥1}, z ∈ R.(A.3)

(iii) There exists a constant C > 0 such that

∣∣g′
p(z)

∣∣ ≤ C
(|z|2 + 1

)
, z ∈ R.

PROOF. (i) This follows from the continuity of gp , its growth rate at infinity (3.2), and
2/p ∈ (1,2).

(ii) Recall from Lemma 3.1 that gp(0) = 0 and cp > 0. As gp satisfies (3.1), it follows that
gp(z) >

cp

2 z on a sufficiently small interval [0, δ] with δ > 0. On (0,
√

cp], this gives g′
p(z) =

−z2 + cp + (p − 1)p
− p

p−1 |gp(z)| p
p−1 > 0. Thus, on [δ,√cp] the function z �→ gp(z)/z is

continuous and bounded from below by a constant C. As gp is odd, we have |gp(z)| ≥ (C ∧
cp/2)|z| on [−√

cp,
√

cp].
The growth condition for gp at infinity gives the existence of constants C′ and K ≥ 1

such that |gp(z)| ≥ C′|z| 2(p−1)
p for |z| ≥ K . Moreover, on [√cp,K] it holds that g′

p(z) ≥ 0.
Therefore, |gp(z)|/|z| is bounded from below on (0,

√
cp] by C ∧ cp/2, is continuous and

bounded from below by gp(
√

cp)/K on [√cp,K]. This implies that the following holds for

some C′′ ≤ (C ∧ cp/2 ∧ C′)
1

p−1 :

∣∣g̃p(z)
∣∣ = ∣∣gp(z)

∣∣ 1
p−1 ≥ C′′|z| 1

p−1 , z ∈ [−K,K],(A.4)

∣∣g̃p(z)
∣∣ = ∣∣gp(z)

∣∣ 1
p−1 ≥ C′′|z| 2

p , z ∈ R\[−K,K].(A.5)

As a result, the function |gp(z)|/|z| 2(p−1)
p is strictly positive, continuous and, therefore,

bounded from below on R\[−1,1]. Similarly, |gp(z)|/|z| is strictly positive, continuous and,
therefore, bounded from below on [−1,1]\{0}. This gives the inequalities (A.2) and (A.3).

To show that g′
p(z) ≥ 0 on [√cp,K], assume to the contrary that there is a z1 in the interval

such that g′
p(z1) < 0. Then for all z ≥ z1 with gp(z) ≥ −p| 1

p−1(z2 − cp)|p−1
p , it holds that

g′
p(z) < 0, which contradicts the growth condition for gp at +∞.

(iii) This follows from the ODE (3.1), the triangle inequality and the growth conditions
(3.2). �
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APPENDIX B: BOUNDING THE CANDIDATE STRATEGY BY THE
FRICTIONLESS OPTIMIZER

The following estimate allows to deduce the existence of moments for the displacement

ϕλ

t from the corresponding integrability of the supremum of the frictionless optimal strat-
egy. This is used in the proof that our candidate strategy is admissible (see Theorem 3.3) and
in the estimation of the primal and dual bounds.

LEMMA B.1. Suppose that |ϕλ
0 | ≤ |ϕ̂0|. Then the candidate strategy ϕλ

t satisfies∣∣ϕλ
t

∣∣ ≤ ϕ̂∗
t ∀t ∈ [0, T ].

As a consequence,

(B.1)
∣∣ϕ̂t − ϕλ

t

∣∣ ≤ 2ϕ̂∗
t ∀t ∈ [0, T ].

PROOF. It suffices to show that |ϕλ| ≤ ϕ̂∗ on �0, τ
ϕ � since |ϕλ| ≤ |ϕλ
τ
ϕ | on �τ
ϕ,T �

by definition of ϕλ.
Fix ω ∈ � and let τ0 = inf{t ∈ [0, τ
ϕ]||ϕλ

t | > ϕ̂∗
t }∧τ
ϕ . Note that τ0 = τ
ϕ or τ0 < τ
ϕ .

We want to show that τ0 = τ
ϕ (and consequently that |ϕλ
t | ≤ ϕ̂∗

t ,∀t ∈ [0, T ]). We assume
that τ0 ∈ [0, τ
ϕ) and want to obtain a statement contradicting the assumptions made.

By continuity of ϕλ and ϕ̂∗, we have |ϕλ
τ0

| = ϕ̂∗
τ0

. Furthermore, by definition of the in-
fimum, there exist ε > 0 and τ1 ∈ (τ0, τ


ϕ) such that |ϕλ
τ1

| > ϕ̂∗
τ1

+ ε. Let τ2 = inf{t ∈
[0, τ1]||ϕλ

t | > ϕ̂∗
t + ε

2}. By continuity of ϕ̂∗ and ϕλ and the definition of τ0 and τ1, it holds
that τ0 < τ2 < τ1. We now prove that the definition of the trading rate ϕ̇λ and the definition
of a derivative for ϕλ contradict the assumption that τ0 ∈ [0, τ
ϕ).

Without loss of generality, we can assume that ϕλ
τ2

> ϕ̂∗
τ2

≥ ϕ̂τ2 (the case where −ϕλ
τ2

>

ϕ̂∗
τ2

≥ ϕ̂τ2 is treated similarly), which implies by definition of ϕ̇λ (see (3.6)) that ϕ̇λ
τ2

=
limt→τ+

2

ϕλ
t −ϕλ

τ2
t−τ2

< 0. However, by definition of τ2, for every δ > 0 there exists τ δ ∈ (τ2, τ2 +
δ) such that ϕλ

τδ > ϕλ
τ2

. This contradicts the existence of a negative limit. �

APPENDIX C: PRIMAL STOPPING-TIME BOUNDS

In this Appendix, we prove Proposition C.5, which is a key ingredient for the proof of
Proposition 4.1. It estimates the effect of stopping trading too early, that is, at τ
ϕ instead of
T λ.

For better readability, the proof of Proposition C.5 is broken up into four lemmas. The
crucial one is Lemma C.2 which establishes a maximal inequality in the spirit of Peskir [52]
for the process 
ϕλ. This is a delicate matter, since the mean-reversion speed of this process
is not bounded from below. However, this can be overcome using a result established in the
companion paper of the present study [15].

Note that the stopping time τ
ϕ defined in (3.10) can be rewritten as the minimum of the
following five stopping times:

τ
ϕ = τλ,m,1 ∧ τλ,m,2 ∧ τλ,
ϕ ∧ τλ,cost ∧ τλ,ϕ̂,

where

τλ,m,1 = inf
{
t ∈ [

0, T λ] : 1

2
p

− 1
p−1 mt < λκ2

}
∧ T λ,(C.1)

τλ,m,2 = inf
{
t ∈ [

0, T λ] : mt > λ−κ2
} ∧ T λ,(C.2)
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τλ,ϕ̂ = inf
{
t ∈ [

0, T λ] : |ϕ̂t | ≥ λ−κ4
} ∧ T λ,(C.3)

τλ,
ϕ = inf
{
t ∈ [

0, τ λ,m,1 ∧ τλ,m,2]|∣∣
ϕ
λ∣∣ > λκ1

} ∧ τλ,m,1 ∧ τλ,m,2,(C.4)

τλ,cost = inf
{
t ∈ [

0, τ λ,
ϕ] : λ	t

∣∣ϕ̇λ
t

∣∣p > λκ3
} ∧ τλ,
ϕ.(C.5)

We proceed to show that all these five stopping times converge in Q̂-probability to T λ suf-

ficiently fast (in the order O(λ
4(1+2ε)

p+2 )). As stated above, Lemma C.2 is the key mathematical
ingredient.

LEMMA C.1. Suppose Assumptions 1, 2 and 3 are satisfied. Then

Q̂
[
τλ,m,1 < T λ] + Q̂

[
τλ,m,2 < T λ] + Q̂

[
τλ,ϕ̂ < T λ] = O

(
λ

4(1+2ε)
p+2

)
.

PROOF. The assertion follows immediately from Markov’s inequality. �

LEMMA C.2. Suppose Assumptions 1, 2 and 3 are satisfied. Then

E
Q̂

[
max

0≤t≤τλ,m,1∧τλ,m,2

(
λ

− 1
p+2 
ϕ

λ
t

)n]
= o

(
λ−6nκ2

)
for n ∈ N with n ≥ 1.

PROOF. We apply [15], Lemma B.4, with ε = λ
1

p+2 , b = μϕ̂ , c = cϕ̂ , M = m, L =
1
2p

− 1
p−1 m, κ = λκ2 . Note that the functions C1 and C2 from [15], Proposition B.1, satisfy

C1(γ, σ,n) = O
(
γ −4n−1) ≤ O

(
γ −5n)

and

C2(γ, n) = O
(
γ −3n−1) ≤ O

(
γ −4n)

for fixed σ > 0 and n ∈ N. Thus, for some constants a,C > 0,26 we obtain

E
Q̂

[
max

0≤t≤τλ,m,1∧τλ,m,2

(
λ

− 1
p+2 
ϕ

λ
t

)n]

≤ C

(√
C1

(
aλ2κ2,2, n

) +
√

C2
(
aλ2κ2, n

)

×E
Q̂

[
log

(
1 ∨ λ

− 2
p+2

∫ τλ,m,1∧τλ,m,2

0
c
ϕ̂
t dt

)n] 1
2
)

= O

(
λ−(4n+1)κ2 log

(
1

λ

))
= o

(
λ−6nκ2

)
,

as asserted. �

LEMMA C.3. Suppose Assumptions 1, 2 and 3 are satisfied. Then

(C.6) Q̂
[
τλ,
ϕ < τλ,m,1 ∧ τλ,m,2] = O

(
λ

4(1+2ε)
p+2

)
.

PROOF. Observe that 1
p+2 −κ1 −6κ2 > 0. Markov’s inequality and Lemma C.2 for n ∈N

with n ≥ 4(1+2ε)

(p+2)( 1
p+2 −κ1−6κ2)

in turn yield the desired estimate:

Q̂
[
τλ,
ϕ < τλ,m,1 ∧ τλ,m,2] ≤ Q̂

[
sup

0≤t≤τλ,m,1∧τλ,m,2

∣∣
ϕ
λ
t

∣∣ > λκ1
]

26Note that by the first moment of Assumption 3 and Novikov’s criterion E[dP/dQ̂] < ∞.
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≤ λ
n( 1

p+2 −κ1)E
Q̂

[
max

0≤t≤τλ,m,1∧τλ,m,2

(
λ

− 1
p+2 
ϕ

λ
t

)n]

= O
(
λ

n( 1
p+2 −κ1−6κ2)

) ≤ O
(
λ

4(1+2ε)
p+2

)
. �

LEMMA C.4. Suppose Assumptions 1, 2 and 3 are satisfied. Then

Q̂
[
τλ,cost < τλ,
ϕ] = O

(
λ

4(1+2ε)
p+2

)
.

PROOF. We use the ODE (3.6) for ϕλ, Corollary A.1, |
ϕ
λ
t | ≤ λκ1 on [0, τ λ,
ϕ], and

κ1 < 1/(p + 2). For λ ≤ 1 and some constant C > 0, this yields

∣∣ϕ̇λ
t

∣∣ ≤ Cλ
− 1

p+2 c
ϕ̂
t mt

(
1 + m2

t λ
− 2

p+2
(

ϕ

λ
t

)2) ≤ Cλ
− 1

p+2 c
ϕ̂
t mt

(
1 + m2

t λ
− 2

p+2 +2κ1
)

≤ Cλ
− 3

p+2 +2κ1c
ϕ̂
t

(
1 + m3

t

) ≤ Cλ
− 3

p+2 +2κ1
(
c
ϕ̂∗
T

(
1 + (

m∗
T

)3))
on �0, τ λ,
ϕ �.

Since 2 − 2p + (p + 2)(2pκ1 − κ3) > 0, the inequalities of Markov and Hölder with
Assumption 3 now yield the asserted estimate:

Q̂
[
τλ,cost < τλ,
ϕ]
≤ Q̂

[(
λ	

∣∣ϕ̇λ
∣∣p)∗

τλ,
ϕ ≥ λκ3
]

≤ Q̂
[
Cλ

1− 3p
p+2 +2pκ1	∗

T

(
c
ϕ̂∗
T

(
1 + (

m∗
T

)3))p ≥ λκ3
]

≤ Cλ
4(1+2ε)

p+2 E
Q̂

[(
	∗

T

) 4(1+2ε)
2−2p+(p+2)(2pκ1−κ3)

(
c
ϕ̂∗
T

(
1 + (

m∗
T

)3)) 4(1+2ε)p
2−2p+(p+2)(2pκ1−κ3)

]

= Cλ
4(1+ε)
p+2 E

Q̂

[(
	∗

T

) 4(1+2ε)(1+ 1
ε )

2−2p+(p+2)(2pκ1−κ3)
] 1

1+ 1
ε

×E
Q̂

[(
c
ϕ̂∗
T

(
1 + (

m∗
T

)3)) 4(1+2ε)(1+ε)p
2−2p+(p+2)(2pκ1−κ3)

] 1
1+ε

= O
(
λ

4(1+2ε)
p+2

)
. �

By combining Lemmas C.1, C.3 and C.4, we finally obtain the following estimate, which
is a key ingredient for the proof of Proposition 4.1.

PROPOSITION C.5. Suppose Assumptions 1, 2 and 3 are satisfied. Then

(C.7) Q̂
[
τ
ϕ < T λ] = O

(
λ

4(1+2ε)
p+2

)
.

PROOF. In view of Lemmas C.1, C.3 and C.4, we have

Q̂
[
τ
ϕ < T λ] ≤ Q̂

[
τλ,m,1 < T λ] + Q̂

[
τλ,m,2 < T λ] + Q̂

[
τλ,ϕ̂ < T λ]

+ Q̂
[
τλ,
ϕ < τλ,m] + Q̂

[
τλ,cost < τλ,
ϕ] = O

(
λ

4(1+2ε)
p+2

)
. �

APPENDIX D: DUAL STOPPING TIME BOUNDS

In this section, we prove the convergence in Q̂-probability of τλ,dual to τ
ϕ as λ → 0,
where the stopping times are defined respectively in (5.16) and (3.10). This result is used in
the proofs of Lemmas 5.6–5.8 to bound various dual remainder terms.
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LEMMA D.1. Suppose Assumptions 1, 2 and 3 are satisfied. Then the following limits
hold in probability as λ → 0:

(i) max0≤t≤τ
ϕ λκ5Bλ
t −→ 0,

(ii) max0≤t≤τλ,1 λ−κ6 |μS
λ
,Q̂

t

√
cS
t

c
S
λ
,S

t

| −→ 0,

(iii) max0≤t≤τλ,2 λ−κ6 |E(
∫ ·

0
μ

S
λ
,Q̂

t

√
cS
t

c
S
λ
,S

t

dWS,Q̂)t − 1| −→ 0,

(iv) max0≤t≤τλ,1 λ−κ7(λ−η|
S
λ

t |) −→ 0,

(v) max0≤t≤τλ,1 λ−κ8 1
cS
t

|c
S
λ

t + 2c
S,
S

λ

t | −→ 0,

(vi) max0≤t≤T λκ9	
1

p−1 −→ 0,

(vii) max0≤t≤τλ,1 λ−κ10 |μS
λ
,Q̂

t

√
cS
t

c
S
λ
,S

t

+ γ

√
cS
t 
ϕλ

t | −→ 0.

PROOF. First, observe that Lemma C.2 shows E
Q̂
[max0≤t≤τ
ϕ λ

− 1
p+2 
ϕ

λ
t ] = o(λ−6κ2).

Together with the fact that κ5 −6κ2 > 0 and the definition of Bλ in (5.4), this implies Item (i).
Next, note that Item (i), Corollary A.1, and p − 1 ≤ 1 give the following limits in probability:

(D.1)

max
0≤t≤τ
ϕ

λ2κ5 g̃p

(
Bλ

t

) → 0, max
0≤t≤τ
ϕ

λ2κ5gp

(
Bλ

t

) → 0,

max
0≤t≤τ
ϕ

λ2κ5g′
p

(
Bλ

t

) → 0.

Now, the definition and the dynamics (5.7) of 
S
λ

and equation (5.8) imply that, on �0, τ
ϕ �,∣∣
S
λ

t

∣∣ ≤ λ
3

p+2 −2κ5At

∣∣λ2κ5gp

(
Bλ

t

)∣∣,(D.2)

∣∣γ cS
t 
ϕ

λ
t

∣∣ ≤ λ
1

p+2 −κ5Atc
ϕ̂m2

t

∣∣λκ5Bλ
t

∣∣,(D.3)

∣∣μS
λ
,Q̂

t + γ cS
t 
ϕ

λ∣∣ ≤ λ
3

p+2 −6κ2−2κ5Atμ
m,Q̂
t

∣∣λ2κ5g′
p

(
Bλ

t

)∣∣∣∣λ− 1
p+2 +6κ2
ϕ

λ
t

∣∣
+ λ

2
p+2 −2κ5Atmtμ

ϕ̂,Q̂
t

∣∣λ2κ5g′
p

(
Bλ

t

)∣∣
+ λ

2
p+2 −2κ5At

√
c
ϕ̂
t c

m,Wϕ̂,Q̂

t

∣∣λ2κ5g′
p

(
Bλ

t

)∣∣
+ λ

2
p+2 −2κ5mt

√
c
ϕ̂
t c

A,Wϕ̂,Q̂

t

∣∣λ2κ5g′
p

(
Bλ

t

)∣∣
+ λ

3
p+2 −2κ5μ

A,Q̂
t

∣∣λ2κ5gp

(
Bλ

t

)∣∣,

(D.4)

∣∣c
S
λ
,S

∣∣ ≤ λ
3

p+2 −6κ2−2κ5At

∣∣cS,m
t

∣∣∣∣λ2κ5g′
p

(
Bλ

t

)∣∣∣∣λ− 1
p+2 +6κ2
ϕ

λ
t

∣∣
+ λ

2
p+2 −2κ5Atmt

√
c
ϕ̂
t

∣∣cS,Wϕ̂,Q̂

t

∣∣∣∣λ2κ5g′
p

(
Bλ

t

)∣∣
+ λ

3
p+2 −2κ5

∣∣cS,A
t

∣∣∣∣λ2κ5gp

(
Bλ

t

)∣∣,
(D.5)

c
S
λ

t = λ
6

p+2 −4κ5−12κ2A2
t c

m
t

(
λ2κ5g′

p

(
Bλ

t

))2(
λ

− 1
p+2 +6κ2
ϕ

λ
t

)2

+ λ
4

p+2 −4κ5A2
t m

2
t c

ϕ̂
t

(
λ2κ5g′

p

(
Bλ

t

))2

+ λ
6

p+2 −4κ5
(
λ2κ5gp

(
Bλ

t

))2
cA
t .

(D.6)
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Now, (D.2) and (5.18) show that max0≤t≤τλ,1 λ−κ7−η|
S
λ

t | → 0 in probability verifying Item

(iv). By combining (D.3), (D.4) and (5.17), we obtain max0≤t≤τλ,1 λ−κ6 |μS
λ
,Q| → 0 in prob-

ability. Next, observe that (D.4) and (5.19) show max0≤t≤τλ,1 λ−κ10 |μS
λ
,Q̂

t +γ cS
t 
ϕ

λ| → 0 in

probability. Finally, (D.5) and (5.18) give max0≤t≤τλ,1 λ−κ8 |c
S
λ
,S

t | → 0 in probability, and

(D.6) together with (5.18) shows max0≤t≤τλ,1 λ−κ8 |c
S
λ

t | → 0 in probability. Now, recall that

cS
λ
,S = cS + c
S

λ
,S . Combining the above in turn establishes Item (ii), (vii) and (v). Item (ii)

also implies that

max
0≤t≤τλ,2

λ−κ6

∣∣∣∣
∫ t

0

μ
S

λ
,Q̂

t

√
cS
t

c
S

λ
,S

t

dW
S,Q̂
t

∣∣∣∣ → 0 in probability.

Together with the elementary inequality | exp(x) − 1| ≤ 2x for x ≤ 1 and Item (ii), this es-
tablishes Item (iii). Finally, the continuity of 	 and κ9 > 0 show that Item (vi) holds as well.

�

With Lemma D.1 at hand, we can now establish the last missing piece for Lemmas 5.6,
5.7, 5.8, and in turn the upper duality bound from Proposition 5.1.

LEMMA D.2. Suppose Assumptions 1, 2 and 3 are satisfied. Then we have the limit

Q̂
[
τλ,dual < τ
ϕ] −→ 0 as λ → 0,

where τλ,dual is defined in (5.16) and τ
ϕ is defined in (3.10).

PROOF. This is a simple consequence of Lemma D.1, and the inclusion{
τλ,dual < τ
ϕ}

⊆ {(∣∣Bλ
∣∣)∗

τ
ϕ > λ−κ5
} ∪

{(∣∣∣∣μS
λ
,Q̂

√
cS

cS
λ
,S

∣∣∣∣
)∗

τλ,1
> λκ6

}

∪
{(∣∣∣∣E

(∫ ·
0

μ
S

λ
,Q̂

t

√
cS
t

c
S

λ
,S

t

dWS,Q̂

)
− 1

∣∣∣∣
)∗

τλ,2
> λκ6

}

∪ {(
λ−η

∣∣
S
λ∣∣)∗

τλ,1 > λκ7
} ∪

{(
1

cS

∣∣c
S
λ + 2cS,
S

λ ∣∣)∗

τλ,1
> λκ8

}

∪ {(
	

1
p−1

)∗
T > λ−κ9

} ∪
{(∣∣∣∣μS

λ
,Q̂

√
cS

cS
λ
,S

+ γ
√

cS
ϕλ

∣∣∣∣
)∗

τλ,1
> λκ10

}
. �
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[46] LARSEN, K., MOSTOVYI, O. and ŽITKOVIĆ, G. (2018). An expansion in the model space in the
context of utility maximization. Finance Stoch. 22 297–326. MR3778357 https://doi.org/10.1007/
s00780-017-0353-3

[47] LILLO, F., FARMER, J. D. and MANTEGNA, R. N. (2003). Master curve for price-impact function. Nature
421 129–130.

[48] LIPTSER, R. S. and SHIRYAYEV, A. N. (2013). Statistics of Random Processes. I. General Theory, 2nd ed.
Applications of Mathematics 5. Springer, Berlin. MR0474486

[49] MARTIN, R. (2014). Optimal trading under proportional transaction costs. RISK August 54–59.
[50] MOREAU, L., MUHLE-KARBE, J. and SONER, H. M. (2017). Trading with small price impact. Math.

Finance 27 350–400. MR3635292 https://doi.org/10.1111/mafi.12098
[51] MOSTOVYI, O. and SÎRBU, M. (2019). Sensitivity analysis of the utility maximisation problem with

respect to model perturbations. Finance Stoch. 23 595–640. MR3968279 https://doi.org/10.1007/
s00780-019-00388-1

[52] PESKIR, G. (2001). Bounding the maximal height of a diffusion by the time elapsed. J. Theoret. Probab. 14
845–855. MR1860525 https://doi.org/10.1023/A:1017505509361

[53] PROTTER, P. E. (2004). Stochastic Integration and Differential Equations: Stochastic Modelling and Ap-
plied Probability, 2nd ed. Applications of Mathematics (New York) 21. Springer, Berlin. MR2020294

[54] RHEINLÄNDER, T. and STEIGER, G. (2006). The minimal entropy martingale measure for gen-
eral Barndorff–Nielsen/Shephard models. Ann. Appl. Probab. 16 1319–1351. MR2260065
https://doi.org/10.1214/105051606000000240

http://www.ams.org/mathscinet-getitem?mr=3211007
https://doi.org/10.1214/13-AAP959
http://www.ams.org/mathscinet-getitem?mr=3402460
https://doi.org/10.1111/mafi.12046
http://www.ams.org/mathscinet-getitem?mr=3349002
https://doi.org/10.1214/14-AAP1043
http://www.ams.org/mathscinet-getitem?mr=3635291
https://doi.org/10.1111/mafi.12099
http://www.ams.org/mathscinet-getitem?mr=1926237
https://doi.org/10.1111/1467-9965.12405
http://www.ams.org/mathscinet-getitem?mr=3778362
https://doi.org/10.1007/s00780-018-0354-x
http://www.ams.org/mathscinet-getitem?mr=3958420
https://doi.org/10.1016/j.spa.2018.06.011
http://www.ams.org/mathscinet-getitem?mr=2048827
https://doi.org/10.1007/s00780-003-0113-4
http://www.ams.org/mathscinet-getitem?mr=1338025
https://doi.org/10.1006/jeth.1995.1037
http://www.ams.org/mathscinet-getitem?mr=1891731
https://doi.org/10.1111/1467-9965.t01-1-02002
http://www.ams.org/mathscinet-getitem?mr=1885586
https://doi.org/10.1007/s780-002-8403-x
http://www.ams.org/mathscinet-getitem?mr=2676941
https://doi.org/10.1214/09-AAP648
http://www.ams.org/mathscinet-getitem?mr=3402459
https://doi.org/10.1111/mafi.12035
http://www.ams.org/mathscinet-getitem?mr=3668154
https://doi.org/10.1111/mafi.12106
http://www.ams.org/mathscinet-getitem?mr=2288717
https://doi.org/10.1214/105051606000000529
http://www.ams.org/mathscinet-getitem?mr=3778357
https://doi.org/10.1007/s00780-017-0353-3
http://www.ams.org/mathscinet-getitem?mr=0474486
http://www.ams.org/mathscinet-getitem?mr=3635292
https://doi.org/10.1111/mafi.12098
http://www.ams.org/mathscinet-getitem?mr=3968279
https://doi.org/10.1007/s00780-019-00388-1
http://www.ams.org/mathscinet-getitem?mr=1860525
https://doi.org/10.1023/A:1017505509361
http://www.ams.org/mathscinet-getitem?mr=2020294
http://www.ams.org/mathscinet-getitem?mr=2260065
https://doi.org/10.1214/105051606000000240
https://doi.org/10.1111/mafi.12106
https://doi.org/10.1214/105051606000000529
https://doi.org/10.1007/s00780-017-0353-3
https://doi.org/10.1007/s00780-019-00388-1


746 T. CAYÉ, M. HERDEGEN AND J. MUHLE-KARBE

[55] ROGERS, L. C. G. (2004). Why is the effect of proportional transaction costs O(δ2/3)? In Mathe-
matics of Finance. Contemp. Math. 351 303–308. Amer. Math. Soc., Providence, RI. MR2076549
https://doi.org/10.1090/conm/351/06411

[56] ROSENBAUM, M. and TANKOV, P. (2014). Asymptotically optimal discretization of hedging strategies with
jumps. Ann. Appl. Probab. 24 1002–1048. MR3199979 https://doi.org/10.1214/13-AAP940

[57] SCHACHERMAYER, W. (2001). Optimal investment in incomplete markets when wealth may become nega-
tive. Ann. Appl. Probab. 11 694–734. MR1865021 https://doi.org/10.1214/aoap/1015345346

[58] SCHACHERMAYER, W. (2003). A super-martingale property of the optimal portfolio process. Finance Stoch.
7 433–456. MR2014244 https://doi.org/10.1007/s007800200096

[59] SCHACHERMAYER, W. and TEICHMANN, J. (2008). How close are the option pricing formulas of Bache-
lier and Black–Merton–Scholes? Math. Finance 18 155–170. MR2380944 https://doi.org/10.1111/j.
1467-9965.2007.00326.x

[60] SONER, H. M. and TOUZI, N. (2013). Homogenization and asymptotics for small transaction costs. SIAM
J. Control Optim. 51 2893–2921. MR3077898 https://doi.org/10.1137/120870165

[61] WHALLEY, A. E. and WILMOTT, P. (1997). An asymptotic analysis of an optimal hedging model for op-
tion pricing with transaction costs. Math. Finance 7 307–324. MR1459062 https://doi.org/10.1111/
1467-9965.00034

http://www.ams.org/mathscinet-getitem?mr=2076549
https://doi.org/10.1090/conm/351/06411
http://www.ams.org/mathscinet-getitem?mr=3199979
https://doi.org/10.1214/13-AAP940
http://www.ams.org/mathscinet-getitem?mr=1865021
https://doi.org/10.1214/aoap/1015345346
http://www.ams.org/mathscinet-getitem?mr=2014244
https://doi.org/10.1007/s007800200096
http://www.ams.org/mathscinet-getitem?mr=2380944
https://doi.org/10.1111/j.1467-9965.2007.00326.x
http://www.ams.org/mathscinet-getitem?mr=3077898
https://doi.org/10.1137/120870165
http://www.ams.org/mathscinet-getitem?mr=1459062
https://doi.org/10.1111/1467-9965.00034
https://doi.org/10.1111/j.1467-9965.2007.00326.x
https://doi.org/10.1111/1467-9965.00034

	Introduction
	Notation

	Model
	Financial market
	Frictionless portfolio choice
	Portfolio choice with superlinear transaction costs

	Main results
	Asymptotically optimal strategies
	A nonlinear ODE
	Auxiliary SDEs
	Stopping times
	Candidate strategies

	Main result
	Interpretation and comparative statics
	Asymptotically optimal strategies
	Leading order loss of utility

	Examples and applications
	Hedging of derivatives
	Active portfolio management


	Primal considerations
	Approximation by cost-displacement tradeoff
	Computation of the cost-displacement tradeoff

	Dual considerations
	Asymptotic duality bound
	Proof of Proposition 5.1
	"Naive" execution price
	Modiﬁed execution price
	Dual martingale measure
	Convex duality estimates

	Auxiliary estimates

	Appendix A: Results on the function gp
	Appendix B: Bounding the candidate strategy by the frictionless optimizer
	Appendix C: Primal stopping-time bounds
	Appendix D: Dual stopping time bounds
	Acknowledgments
	References

