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We consider the so-called GI/GI/N queueing network in which a stream
of jobs with independent and identically distributed service times arrive ac-
cording to a renewal process to a common queue served by N identical
servers in a first-come-first-serve manner. We introduce a two-component
infinite-dimensional Markov process that serves as a diffusion model for this
network, in the regime where the number of servers goes to infinity and the
load on the network scales as 1 — ﬂN_l/z + 0(N‘1/2) for some B > 0.
Under suitable assumptions, we characterize this process as the unique solu-
tion to a pair of stochastic evolution equations comprised of a real-valued It6
equation and a stochastic partial differential equation on the positive half line,
which are coupled together by a nonlinear boundary condition. We construct
an asymptotic (equivalent) coupling to show that this Markov process has a
unique invariant distribution. This invariant distribution is shown in a com-
panion paper [Aghajani and Ramanan (2016)] to be the limit of the sequence
of suitably scaled and centered stationary distributions of the GI/GI/N net-
work, thus resolving (for a large class service distributions) an open problem
raised by Halfin and Whitt in [Oper. Res. 29 (1981) 567-588]. The methods
introduced here are more generally applicable for the analysis of a broader
class of networks.
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1. Introduction.

1.1. Overview. Most stochastic networks are typically too complex to be
amenable to exact analysis. Instead, a common approach is to develop approxi-
mations that can be rigorously justified via limit theorems in a suitable asymptotic
regime. Diffusion models, which capture fluctuations of the state of the network
around its mean behavior, and their invariant distributions have been well studied
for networks of single server queues in heavy traffic (i.e., queues near instability).
Most diffusion models for which rigorous limit theorems have been established
thus far have been finite-dimensional processes (e.g., reflected Brownian motions)
or (in the case of certain policies that are not head-of-the-line) deterministic map-
pings of a finite-dimensional process (see, e.g., [12, 27, 28]). In contrast, functional
central limit theorems for many-server networks with general service distributions
lead naturally to diffusion models that are truly infinite-dimensional and, there-
fore, require new techniques for their analysis. Whereas several limit theorems for
many-server queues have been established (see Section 1.3 for a review), not much
work has been devoted to the analysis of the associated diffusion limit.

The goal of this work is to introduce useful representations of diffusion mod-
els of many-server queues with general service distributions, and to develop tech-
niques for the analysis of the associated processes and their invariant distributions.
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In particular, we seek to resolve an open question related to the GI/GI/N queue,
which is a network of N parallel servers to which a common stream of jobs with
independent and identically distributed (i.i.d.) service requirements arrive accord-
ing to a renewal process, wait in a common queue if all servers are busy, and are
processed in a first-come-first-serve manner by servers when they become free.
When the system is stable, an important performance measure is the steady state
distribution of X, the total number of jobs in the network, which includes those
waiting in queue and those in service. A quantity of particular interest is the steady
state probability that the queue is nonempty. An exact computation of this quantity
is in general not feasible for large systems. However, when the service distribu-
tion G is exponential and the traffic intensity (i.e., the ratio of the mean arrival
rate to the mean service rate) of the system has the form 1 — SN 12 4 o(N~1/2)
for some S > 0, and the interarrival distribution satisfies some minor technical
conditions, in Theorem 2 of [20], Halfin and Whitt showed that the sequence of
centered and renormalized processes XN = (XN — N) //N converges weakly
on finite time intervals to a positive recurrent diffusion X with a constant negative
drift when X > 0 and an Ornstein—Uhlenbeck type restoring drift when X < O.
Moreover, they also showed that, as the number of servers N goes to infinity, the
invariant distribution of X®) converges to the (unique) invariant distribution of
the diffusion X (see Proposition 1 and Corollary 2 in [20]) which provides an ex-
plicit approximation for the steady state probability of an N-server queue being
strictly positive for large N. Indeed, the asymptotic scaling for the traffic intensity
mentioned above, which is commonly referred to as the Halfin—Whitt asymptotic
regime, was shown in [20] to be the only scaling that ensures that, in the limit,
the probability of a positive queue is nontrivial (i.e., lies strictly between zero and
one).

However, statistical analysis has shown that service distributions are typically
nonexponential [7], and the problem of obtaining an analogous result for general,
nonexponential service distributions was posed as an open problem in Section 4
of [20]. This problem has remained unsolved except for a few specific distribu-
tions [17, 22, 41], even though tightness of the sequence of scaled queue-length
processes was recently established under general assumptions by Gamarnik and
Goldberg [15, 16]. The missing element in converting the tightness result of [15]
to a convergence result was the identification and unique characterization of a can-
didate limit distribution. In analogy with the exponential case, a natural conjecture
would be that the limit distribution is equal to the unique stationary distribution
(assuming one can be shown to exist) of the process X obtained as the limit (on
every finite interval) of {)2 (M)}, However, whereas for exponential service distri-
butions both the process XM and its limit X are Markov processes, this is no
longer true for more general service distributions. Specifically, although conver-
gence (over finite time intervals) of the sequence of scaled processes {X (M)} has
been established for various classes of service distributions (see, e.g., [17, 25, 30,
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33-35]), the obtained limit is not Markovian, with the exception of the work in
[25], which is discussed further in Section 1.3. This makes characterization of the
stationary distribution of X challenging. It is easy to see that, except for special
classes of distributions (e.g., phase-type distributions, as considered in [34]), any
Markovian diffusion limit process will be infinite-dimensional. The key challenge
is then to identify a suitable diffusion model, whose invariant distribution can be
analyzed and shown to be the limit of the stationary distributions of the GI/GI/N
queue.

1.2. Discussion of results. The first contribution of this article is to intro-
duce a two-component Markov process (X, Z) that serves as a diffusion model
in the Halfin—Whitt asymptotic regime (see Definition 4.12). The first component
X 1is real-valued and is the limit of the sequence {XN}. The second component
Z ={Z(t,-),t > 0}, which takes values in the Hilbert space H(0, 00) of square
integrable functions on (0, co) that have a square integrable weak derivative, keeps
track of just enough additional information so that (X, Z) is a Markov process.
Under suitable conditions on the service distribution, we characterize the compo-
nents X and Z to be the unique solution to a coupled pair of stochastic equations
driven by a Brownian motion and an independent space-time white noise (see The-
orem 3.7). Specifically, X satisfies an [td equation with a constant diffusion coef-
ficient and a Z-dependent drift, and Z is an H' (0, co)-valued process driven by a
space-time white noise that satisfies a (nonstandard) stochastic partial differential
equation (SPDE) on the domain (0, c0). The two components are further linked
by a nonlinear boundary condition: at each time ¢t > 0, Z(¢, 0) is a (deterministic)
nonlinear function of X (¢). A precise formulation of these equations is given in
Definition 3.6. The SPDE characterization of (X, Z) facilitates the use of tools
from stochastic calculus to compute performance measures of interest and natu-
ral generalizations would potentially also be useful for studying diffusion control
problems for many-server networks, in a manner analogous to Brownian control
problems that have been studied in the context of single-server networks [21].

The second contribution of this article (see Theorem 3.8) is to establish unique-
ness of the invariant distribution of the Markov process (X, Z). Standard methods
for establishing ergodicity of finite-dimensional Markov processes such as positive
Harris recurrence are not well suited to this setting due to the infinite-dimensional
nature of the state space. Other techniques such as the dissipativity method used for
studying ergodicity of nonlinear SPDEs (see, e.g., [10, 31]) also appear not imme-
diately applicable due to the nonstandard form of the equations, in particular, the
presence of the nonlinear boundary condition. Instead, we adopt the asymptotic
(equivalent) coupling approach developed in a series of papers by Hairer, Mat-
tingly, Scheutzow and co-authors (see, e.g., [4, 13, 18, 19] and references therein)
to show that (X, Z) has a unique invariant distribution. The asymptotic equivalent
coupling that we construct has a different flavor from that used in previous works,
and entails the analysis of a certain renewal equation. We believe that SPDEs with
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this kind of boundary condition are likely to arise in the study of scaling limits and
control of other parallel server networks, and so our constructions could be useful
in a broader context.

In a companion paper [2], we introduce an H' (0, oo)-valued process ZV) that,
together with X )| serves as a state descriptor of the GI/GI/N queue (see Sec-
tion 2.2). As depicted in Figure 1, we show in Theorem 2.1 of [2] that each Yy =
()A( )| VAU )) has a stationary distribution #WN) and, in Proposition 5.1 of [2], that
the sequence {7 M} is tight, building on earlier results in [15]. Furthermore, under
convergence assumptions on the initial conditions, it follows from Proposition 7.1
of [2] that for every ¢ > 0, the marginal ym ()= {()A((N)(t), yASR (t))} converges
weakly to the corresponding marginal Y (t) = (X (¢), Z(¢)) of the diffusion model
with the limiting initial condition. In particular, initializing the N-server system
such that Y™ (0) has law # ™), and considering a subsequence that converges
to some limit Y (0), whose law is denoted by s, this implies that along that sub-
sequence, YN (@) converges to Y (¢), where Y is the diffusion model with initial
condition Y (0). Since Yo )(¢) has law 7 (V) by stationarity, the law of Y (¢) is 7
for each ¢t > 0. Theorems 3.7 and 3.8 then imply that 7 is the unique invariant
distribution of the diffusion model. When combined, these results show that it is
also the limit of the sequence (7M™ v en (see Theorem 3.10), thus resolving in the
affirmative (for a large class of service distributions) the open question posed in
[20] and reiterated in [15].

More generally, this work also serves to illustrate the usefulness of the tech-
nique of asymptotic (equivalent) coupling for the study of stability properties of
many-server stochastic networks with general service distributions. Our frame-
work would also allow one to use the general theory of Markov processes, although
in an infinite-dimensional setting, to try to obtain a convenient characterization or
numerical approximation of the limiting distribution. Such questions are relegated
to future work.

1.3. Relevant prior work on infinite-dimensional representations of the GI/GI/N
queue. A Markovian state descriptor for the GI/GI/N queue was proposed by
Kaspi and Ramanan in [24, 25] in terms of a pair (XM, v™), where vt(N) is a fi-

nite measure on [0, 00); see Section 2.1. A functional strong law of large numbers
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(or fluid) limit was established in [24] and the sequence of suitably renormalized
fluctuations of the state around the fluid limit (in the subcritical, critical and su-
percritical regimes) was shown to converge in the Halfin—Whitt regime to a limit
process (X, v) in [25]. However, (X, v) lies in a somewhat complicated space (the
v component is distribution-valued) and turns out not to be a Markov process on its
own (i.e., the Markov property of the state is lost in the limit) unless one imposes
very stringent assumptions on the service distribution, or one adds a third compo-
nent to Markovianize the state. A key insight that led to our simpler representation
is the observation that the first and third components (when the latter is chosen to
be on a suitable space) on their own form a nice Markov process (X, Z). It is worth
pointing out that the choice of the state space of (X, Z) is somewhat subtle (see
Remark 3.9 for an elaboration of this point).

For the simpler case of infinite-server queues, the Z process in our representa-
tion can be shown to be Markovian on its own, there is no nonlinear coupling with
X to deal with and the dynamics are simpler to describe (via a linear SPDE). In
this case, it is more straightforward to establish uniqueness and identify the form of
the invariant distribution without resorting to any asymptotic coupling argument.
Other works that consider infinite-server queues include [11] and [36]. Specifi-
cally, in [36] a different representation of the state in the space of tempered distri-
butions is used, and a diffusion limit is characterized as a tempered-distribution-
valued Ornstein—Uhlenbeck process. While this choice of state space facilitates
the analysis of the invariant distribution, it requires stronger conditions on the ser-
vice distribution, such as infinite differentiability of the hazard rate function and
boundedness of all its derivatives (see Assumption 1.2 of [36]).

1.4. Outline of the rest of the paper. In Section 3, we introduce the assump-
tions on the service distribution and the diffusion model SPDE, and state our main
results, Theorems 3.7 and 3.8. In Section 4, we provide an explicit construction of
the diffusion model (X, Z) and show that it is the unique solution to the diffusion
model SPDE, and is also a time-homogeneous, Felle—Markov process. The proof
of Theorem 3.7 is given at the end of Section 4.5. In Section 5, which is devoted to
the proof of Theorem 3.8, we construct a suitable asymptotic equivalent coupling
to show that the diffusion model has at most one invariant distribution. Proofs of a
few additional results are relegated to Appendices A and B.

1.5. Notation. The following notation will be used throughout the paper. Z,
Z4 and N are the sets of integers, nonnegative integers and positive integers, re-
spectively. Also, R is the set of real numbers and R, the subset of nonnegative real
numbers. For a, b € R, a A b and a Vv b denote the minimum and maximum of a
and b, respectively. Also, a™ =a Vv 0and a~ = —(a A 0). For a set B, 15(-) is the
indicator function of the set B [i.e., 15(x) =1 if x € B and 1 g(x) = 0 otherwise].
Moreover, with a slight abuse of notation, 1 denotes the constant function equal to
1 on any domain V.
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For every n € N and subset V C R"?, C(V), Cp(V) and C.(V) are respec-
tively, the spaces of continuous functions on V, bounded continuous functions
on V and continuous functions with compact support on V. For f € C[0, co) and
T >0, || fllr denotes the supremum of | f(s)| over s € [0, T'], and || f||oc denotes
the supremum of | f(s)| over [0, c0). A function for which || f|lr < oo for ev-
ery T < oo is said to be locally bounded. Also, C°[0, co) denotes the subspace
of functions f € C[0, o) with f(0) =0, C'[0, co) denotes the set of functions
f € C[0, 0o0) for which the derivative, denoted by f’, exists and is continuous on
[0, 00) [with f’(0) denoting the right derivative at 0], and (C}7 [0, co) represents the
subset of functions in C![0, o0) that are bounded and have a uniformly bounded
derivative. Moreover, for every Polish space X', C([0, co); X) denotes the set of
continuous X -valued functions on [0, 00). Recall that when V C R, a function
f 1V — Ris uniformly continuous on an interval I C V if for every € > 0, there
exists a § > 0 such that for every t,s € I with |t —s| <6, |f(t) — f(s)| <e.
A function f : (0, 00) — R is called locally uniformly continuous if, for every
0 < T < o0, it is uniformly continuous on the interval I = (0, T'). Note that for a
locally uniformly continuous function f, the limit lim, o f(¢) exists and f can be
continuously extended to [0, 00) by setting f(0) = lim, o f (7).

Let L1 (0, 00), ]LZ(O, 00), and IL.°°(0, co), denote, respectively, the spaces of
integrable, square-integrable and essentially bounded measurable functions on

(0, 00), equipped with their corresponding standard norms. Also, let Llloc (0, 00)

denote the space of locally integrable functions on [0, c0). For any f € Llloc (0, 00)
and a function g that is bounded on finite intervals, g * f denotes the (one-sided)
convolution of two functions, defined as f x g(t) = fé f(t—s)g(s)ds,t > 0. Note
that f g is locally integrable and locally bounded. Let H! (0, oo) denote the space
of square integrable functions f on (0, c0) whose weak derivative f’ exists and is

also square integrable, equipped with the norm

1
1 e = (1F 1 20 00 + 17 120,000

The space H' (0, c0) is a separable Banach space, and hence, a Polish space (see,
e.g., Proposition 8.1 on page 203 of [6]). Also, for a function ¢ — {u(¢t,r),r >
0} € C([0, 00), H' (0, 00)), d,u(, -) denotes the weak derivative of u(z, -) for every
t > 0. Finally, recall that every function f € H' (0, 0o) is almost everywhere equal
to an absolutely continuous function whose derivative coincides with the weak
derivative of f, almost everywhere; see problem 5 on page 290 of [14].

Finally, for two measures @, v on a measurable space (€2, F), u is said to be
absolutely continuous with respect to v, denoted . << v, if for every subset A € F,
V(A) = 0 implies u(A) = 0. When u < v and v < u, n and v are said to be
equivalent, and this is denoted by © ~ v.

2. State representations of the N-server queue. To motivate the form of the
SPDE description of the diffusion model, we recall dynamical equations for the
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N -server model, first for the measure-valued state descriptor of the GI/GI/N queue
introduced in [24, 25] in Section 2.1, and then for the reduced state representation
in Section 2.2.

2.1. A measure-valued representation for the GI/GI/N queue. Recall that the
total number of jobs in system at time ¢ is denoted by X M (1). Also, let aEN) (1)
denote the age of job j, which is the amount of service that the job has received by
time ¢. In [24], the GI/GI/N queue was described by the state (X N) (V) where

vt(N) is the finite measure

(N) _
vy = ZSQ(J'N)(’)’
; ;

which is the sum, over jobs in service at time #, of unit Dirac masses at the ages of
the jobs. In particular, vt(N)(l) is the number of jobs in service [recall that v,(N) 1)

is the integral of the constant function 1 with respect to v,(N)], and the nonidling

property implies
@2.1) XMy =N)yAr0=v™ (1) - N.

Let EM (¢) and D™)(¢) be the cumulative number of jobs that, respectively, ar-
rived into and departed from the system during [0, ¢]. Then the following equation
reflects a simple mass balance for the number of jobs in system:

(2.2) XMy =xM0)+ EM @) — DN (1).

Moreover, defining K ™) (¢) to be the number of jobs that have entered service
during [0, ¢], a mass balance equation for the number of jobs in service implies

2.3) KM@y =v" 1) — oM @)+ DM ).

Now, consider the Halfin—Whitt regime where the service distribution has unit
mean and the arrival rate satisfies A(V) = N — ﬂ«/ﬁ +0(/N) as N = oo. In
[24], a fluid (or functional law of large numbers) limit was obtained and shown to
have (X", 7*) = (1, G(x) dx) as an invariant state. The dynamics of the “diffusion-
scaled” processes

. 1 -
(&9 = S (X - NXT o - NT),

and HM) (1) = (HM (1) —1)/+/N for H = E, D, K, were studied in detail in [25].
It was shown in Corollary 5.5 of [25] that

A t A
(2.4) D“V)(z):/ M (hyds + MM ),
0



1002 R. AGHAJANI AND K. RAMANAN

where £ is the hazard rate function of the service time distribution, and M®™) is a
cadlag orthogonal martingale measure with covariance functional

(2.5) (MM (B), MM (B)) = /0 t < /B m} h(x)pM) (dx)) ds,

for any Borel subset B, B of [0, 00), and for any bounded continuous function ¢
on [0, 00)2, M™)(¢) represents the stochastic integral of ¢ with respect to M)
(see Section 4.1 of [25] and Chapters 1 and 2 of [40] for more details on martingale
measures). Therefore, (2.2) implies that

(2.6) XM @)y =xXM )+ EM () - /t M (hyds — MM 1).
0

It was also shown in Proposition 6.2 of [25] that for f € (C}?[O, 00), f),(N)(f) satis-
fies

e M =0 ) + f t Hv) (—df - hf) ds+ fFOKM (@) — MV (),
0 dx
with

A l ~
(2.8) RM @y =M@ -V a) + / M (hyds + MM (1),
0

and D™ and X further coupled through the following diffusion-scaled version
of the nonidling condition in (2.1):

(2.9) M@y =XM @) Ao0.

Furthermore, it was shown in Theorem 3 of [25] that {(}A( N) 5Ny} yen con-
verges to a limit process (X, v) that is characterized by a coupled pair of stochastic
evolution equations. However, this process is not very amenable to analysis: it
takes values in the somewhat complicated state space R x H_, (where H_; is a
certain distribution space), and is not Markov on its own (i.e., the Markov prop-
erty of the state representation is not preserved in the limit), although it could
be Markovianized by the addition of a third component, thereby making the state
space even more complicated.

2.2. A reduced representation. We now consider a more tractable represen-
tation YV = (XN Z(M)y for the GI/GI/N model, used in [2], in which we ap-
pend to X ™) (¢), the number of jobs in system, a function-valued random element
ZM) (¢, ) defined as follows: for every t >0,

E(aj.’v )(t) + 1)

— r=0,
)

(2.10) zM@,ry=>"

J
where the summation is over the indices of jobs in service at time ¢. Roughly
speaking, ZM)(z, r) is the conditional expected number of jobs receiving service
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at time ¢ that will still be in the network at time ¢ 4 r, given the network state at
time 7. The key advantage of this representation is that the process Z™) lies in a
simpler Hilbert space, but at the same time contains enough information so as to
lead to a diffusion model that is Markov.

Defining a one-parameter family of functions {¢#"; » > 0} by

G(x+r)

(2.11) v (x) = o)

, r,x >0,

the random element ZV) (¢, -) can be written in terms of v,(N) as

(2.12) ZM @, ry = vV (7).

Note that when the service distribution G is exponential, ZN) (¢, ) is simply the
Laplace transform of v,(N). More broadly, Z (N (¢, -) can be viewed as a modified
version of a Laplace transform of vt(N) that is compatible with the service distri-
bution G. Note 9° =1, and hence, _Z(N) (t,0) = v,(N)(l) is the number of jobs
in service at time ¢. Further, define Z*(r) = (8", v*) = fooo G(x +r)dx and set
ZW(t,) = (ZM(t,r) — NZ*(r))//N. Then, substituting f = 9" in the equa-
tion (2.7), noting that 09" — h?" = 9,9" and ¥ (0) = G(r), and invoking the
relation

@M@ +r)

:—a,Z(N) t,r),
G ) ()

(2.13) M @07 =3
J
we observe that Z™) satisfies

A A t A

ZWM i, ry=zM 0, r)+f 8. ZMN (s, r)ds
(2.14) 0

+GHRM @) — MM (97),
where, substituting v™ (1) = ZM(.,0) and (h, M) = —8,ZM(s,0) in (2.8)
and (2.9), we have

A A A t A A
215 KM@y =2M@, 00— 2™ (0,0) —f 3, ZM(s,0)ds + MM (1),
0

and
(2.16) ZMi,0)= XM ) 0.

The diffusion model SPDE introduced in Section 3.2 is a limit analog of the equa-
tions in the last three displays.

3. Assumptions and main results.

3.1. Assumptions. Throughout, the function G represents the cumulative dis-
tribution function (c.d.f.) of the service distribution in the GI/GI/N model, and

G =1 — G denotes the complementary c.d.f.



1004 R. AGHAJANI AND K. RAMANAN

ASSUMPTION I. The function G satisfies the following properties:

(a) G is continuously differentiable with derivative g and fO°° G(x)dx =1.
(b) The function 4 defined by

g(x)
G(x)’

(3.1) h(x) = x €10, 00),
is uniformly bounded, that is, H = sup, .9, ) (x) < 00.

(c) The derivative g is continuously differentiable with derivative g’, and the
function

L gw

ha(x) = Tt

x € [0, 00),
is uniformly bounded, that is, Hy = SUP,¢[0,00) |y (x)| < 0.

REMARK 3.1. Assumption I(a) implies that the service distribution has a con-
tinuous probability density function (p.d.f.) g and finite mean that is set (by chang-
ing units if necessary) to be 1. Note that /& represents the hazard rate function of
the service time distribution, and the boundedness of # implies that the support of
the service time distribution is all of [0, c0).

ASSUMPTION II. For some € > 0, there exists a finite positive constant ¢ such
that G(x) < cx~27¢ for all sufficiently large x. In other words, the service time
distribution has a finite (2 4+ €) moment.

REMARK 3.2. Since G(x) <1 and [§° G(x)dx = 1, G lies in L' (0, 00) N
IL2(0, 0o). Hence, Assumptions I(b) and I(c), respectively, imply that g and g’ also
lie in L' (0, 00) N L2(0, 00). Also, Assumption II and the bound foo Gx)dx <1
imply that [*° G (x) dx also lies in I.' (0, o) N 1L2(0, 00).

It is easily verified (see Appendix D of [1] for details) that Assumptions I and
IT are satisfied by a large class of distributions of interest, including phase-type
distributions, Gamma distributions with shape parameter o > 2, Lomax distribu-
tions (i.e., generalized Pareto distributions with location parameter p = 0) with
shape parameter @ > 2, and the log-normal distribution, which has been empiri-
cally observed to be a good fit for service distributions arising in applications; see
Section 4.3. of [7].

3.2. A SPDE. In this section, we introduce a SPDE that is shown in Theo-
rem 3.7 to characterize the diffusion model ¥ = (X, Z).
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3.2.1. Driving processes. The SPDE is driven by a Brownian motion B and
an independent space-time white noise M on [0, 00)”> based on the measure
g(x)dx ® dt, defined on a common probability space (2, F,P), that is, M =
{M;(A), A € B[0,0),t € [0,00)} is a continuous martingale measure with co-
variance given by

(3.2) (M(A),M(A)),:rfo 1,i0g)dx, A, AeB(0,00)).

For definitions and properties of martingale measures and space-time white noise,
we refer the reader to Chapters 1 and 2 of [40]. For every bounded measurable
function ¢ on [0, c0) x [0, 00), the stochastic integral of ¢ on [0, co) x [0, ¢] with
respect to the martingale measure M is denoted by

3.3) M (p) i//[O ox0 t]go(x,s)./\/l(dx,ds).

Note that M.(¢) is a continuous Gaussian process with independent increments.
Also, let F; = o (B(s), Ms(A); 0 <s <t, A € B(0, 00)), and let the filtration {7}
denote the augmentation (see Definition 7.2 in Chapter 2 of [23]) of {F;} with re-
spect to P. Recall that the stochastic integral {M;(¢), t > 0} is an {F;}-martingale
with (predictable) quadratic variation

t o0
(3.4) (M(¢)>z:/()/() (pz(x,s)g(x)dxds.

The processes B and M arise as limits of suitably scaled fluctuations of the
arrival and departure processes, respectively, in the GI/GI/N model. Specifically,
the fluctuations £ of the scaled renewal arrival processes converge weakly to
the process E(t) = o B(t) — Bt, t > 0, where 8 is the constant in the Halfin—Whitt
scaling, and o > 0 is a constant that depends on the mean and variance of the in-
terarrival times (see Remark 5.1 of [25]). Moreover, it follows from Lemma 5.9
of [24] and Corollary 8.3 of [25] that when the fluid limit is invariant, with
v.(dx) = G(x) dx (referred to as the critical case in [25]), for suitable test func-
tions f, the sequence of scaled local martingales MM (f) converges to M(f);
inAdeed, the covariance functional (3.2) is the limit of the covariance functional of
MW obtained by replacing vV by its limit v in the expression (2.5). Further-
more, the independence of M and B follows from the asymptotic independence
result of Proposition 8.4 of [25].

3.2.2. The diffusion model SPDE. To introduce the state space Y of the diffu-
sion model, we first list relevant properties of the space H' (0, 00).
LEMMA 3.3. The space H' (0, 00) satisfies the following properties:

(a) For every function f € H'(0,00), there exists a (unique) function f* €
CI[0, 00) such that f = f* a.e. on (0, o0).
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(b) The embedding I : H' (0, 00) — C[0, 00) that takes f to f* is continuous.

(c) For every t > 0, the mapping f +— f(t + -) is a continuous mapping from
H' (0, 00) into itself. Also, for every f € H'(0, o), the translation mapping t
f(t+-) from [0, c0) to H' (0, 00) is continuous. Moreover,

(3.5) Tim |+ 1 =0.

PROOF. Part (a) is proved in Theorem 8.2 of [6]. Since || f*[l7 < || f*[IL>(0,00)
for f* € C[0, 00) and T < o0, part (b) follows immediately from the bound (5) of
Theorem 8.8 of [6]. Part (c) is elementary; see Appendix B of [1]. [

Using I to denote the embedding from H' (0, o0) to C[0, 00) as defined above,
we define the space

Y = {(x, f) e R x H'(0, 00) : I[f1(0) = x A0},

which will serve as the state space of the diffusion model.

COROLLARY 3.4. Y is a closed subspace of R x HI(O, 00), and hence, is a
Polish space.

PROOF. Note that the mapping f* +— f*(0) is continuous from C[0, c0) to
IR, and hence by part (b) of Lemma 3.3, the mapping that takes f € H!(0, 0o) to
I[f£1(0) is continuous from H! (0, 00) to R. Since x — x A 0 is also continuous
on R, the set Y is the pre-image of the closed set {O} under the continuous map
I[f1(0) — x A0, and hence is closed. [J

REMARK 3.5. Lemma 3.3 asserts that for every function f € H'(0, 0o), there
exists a unique continuous function f* on [0, co) whose restriction to (0, co) be-
longs to the equivalence class of f. This continuous representative is used to define
the evaluation of f on [0, 00); in particular, we use f(0) to denote the evaluation
of f* at 0. For ease of notation (and as is customary in the literature; see, e.g.,
Remark 5 in Section 8 of [6]), we denote the continuous representative of f again

by f.

Using the notation of Remark 3.5, we can rewrite the state space Y as
(3.6) Yﬁ{(x,f)eRle(O,oo):f(0)=x/\0}.

Let Y be equipped with its Borel o -algebra 5(Y). We now introduce the diffusion
model SPDE. Note that the diffusion model equations (3.8), (3.9) and (3.10) for
(X, Z) in Definition 3.6 below are simply limit analogs of the equations (2.14)—
(2.15), (2.9) and (2.6), respectively, of the GI/GI/N model.
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DEFINITION 3.6 (Diffusion model SPDE). Let Yy = (Xg, Zo(-)) be a Y-
valued random element defined on (€2, F, P), independent of B and M. A con-
tinuous Y-valued stochastic process Y = {(X(¢), Z(¢,-)); t > 0} is said to be a
solution to the diffusion model SPDE with initial condition Yj if:

(1) Y is {F°)-adapted, where F° = 7, v o' (Yo);

(2) Y(0) = Yy, P-almost surely;

(3) P-almost surely, 9, Z(-, -) : (0, 00) x (0, 00) — R is locally integrable and
for every ¢ > 0, there exists (a unique) F;* € C[0, co) such that the function

t
3.7 r|—>/ 0, Z(s,r)ds
0

is equal to F;* a.e. on (0, 00). Again, with a slight abuse of notation, for r > 0 (and
in particular, r = 0) we denote by fé 0rZ (s, r)ds the evaluation of the continuous
representative F;* at r.

(4) P-almost surely, Z satisfies

Z(t,r)=Zor) + /(;t 0 Z(s,r)ds — M (0")

(38) +6(}’){Z(I,O) _ Zo(O) _ /t arZ(S,O)dS +Mz(1)}
0

Vt,r >0,
subject to the boundary condition
(3.9 Zt,0)=X@) A0 vt >0,

and X satisfies the stochastic equation
t
(3.10) X(t):Xo—i-aB(t)—,Bt—/\/l,(l)—i-/ 0, Z(s,0)ds vt > 0.
0

Given B, M as above, we say the diffusion model SPDE has a unique solution if
for every initial condition ¥ and every two solutions ¥ and Y with initial condition
Yo,P{Y(t) =Y(#); Ve =0} = 1.

3.3. Main results. We first state our results and then describe how they are
useful for showing convergence of stationary distributions of the centered and
scaled number of jobs XM in system in the Halfin—Whitt regime, thus resolv-
ing the open problem posed in [20]. To state our first result, recall that a Markov
family {P”; y € Y} with corresponding transition semigroup {P;; t > 0} is called
Feller if for every continuous and bounded function F on Y, [ F] is a continuous
function.



1008 R. AGHAJANI AND K. RAMANAN

THEOREM 3.7. Suppose Assumptions 1-11 hold. Then, for every Y -valued ran-
dom element Yy, there exists a unique solution Y to the diffusion model SPDE with
initial condition Yy. Furthermore, if PY is the law of the solution with initial con-
dition y € Y, then { PY; y € Y} is a time-homogeneous, Feller—-Markov family.

The proof of Theorem 3.7 is given at the end of Section 4.5. Let {P;;t > 0}
be the transition semigroup associated with the Markov family {P”Y;y € Y} of
Theorem 3.7, and recall that a probability measure @ on (Y, B(Y)) is said to be an
invariant or stationary distribution for {P;} If

(3.11) uPr=p, t>0.

THEOREM 3.8. Suppose Assumptions 1-11 hold. Then the transition semi-
group {Py; t > 0} associated with the diffusion model SPDE has at most one in-
variant distribution.

Theorem 3.8 is proved in Section 5.6.

REMARK 3.9. A key contribution of our work is the identification of a suit-
able augmentation of the state X, with a function-valued process such as Z, that
facilitates the analysis of both the process and its invariant distribution. It is worth
emphasizing that the most convenient choice of function space for Z is not com-
pletely obvious. For example, Z could also be viewed as a continuous process
taking values in the spaces L2(0, 00), C[0, 00), C'[0, 00), or W!-1(0, 00), the
Sobolev space of integrable functions with integrable weak derivatives on (0, 00).
However, in the case of L2 (0, 00) or C[0, 00), X does not seem to admit a repre-
sentation as a nice It6 process, and it is not clear if (X, Z) is a Feller process. On
the other hand, although the choice of c! [0, co) leads to a Feller process, it seems
difficult to show uniqueness of the invariant distribution in this space. Lastly, when
the state space of Z is chosen to be W10, 00), it is possible to show that (X, Z)
is both a continuous homogeneous Feller process and has a unique invariant distri-
bution (albeit the latter only under more restrictive assumptions on G). However,
in this case, it does not seem easy to establish convergence of the centered scaled
marginals ZN () to Z(t), which is a key step in [2] that is used to identify the limit
of the sequence of scaled N -server stationary distributions. The choice of the space
H' (0, 0o) for Z allows us to establish all three properties at once; in particular, the
Hilbert structure of H! (0, co) is exploited in Lemma 7.3 and Proposition 7.1 of
[2] to establish finite-dimensional convergence of ZN (t) to Z(t) (when the initial
conditions converge in a suitable sense).

The assumption 8 > 0 is not necessary for the results of this paper; however,
we impose it since it is needed to prove existence of the stationary distribution .
As explained in Section 1.2, the motivation for our results above is that, when
combined with those of [2], they yield the following result, which in particular
establishes existence of a stationary distribution for {P;}.
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THEOREM 3.10 (Theorem 2.2 of [2]). Suppose Assumptions 1-11 hold. In
addition, suppose G has a finite (3 + €) moment for some € > 0, and g’ has a
bounded weak derivative g which satisfies g" (x) = O(x~CF9) as x — oco. Then
the transition semigroup {P;;t > 0} associated with the diffusion model SPDE
has a unique stationary distribution 7. Moreover, # ) converges weakly to  as
N — oo.

REMARK 3.11. It is possible to establish existence of the invariant distribu-
tion of {P;} under a finite (2 + €) moment assumption via a different argument,
namely by an application of the Krylov—Bogoliubov theorem together with cer-
tain bounds on X that are obtained from uniform bounds on the fluctuations of the
number of jobs XM in the N server queue obtained in Corollary 5.1 of [2].

4. An explicit solution to the SPDE. The goal of this section is to prove
Theorem 3.7. We start by establishing existence and uniqueness of a solution to
the diffusion model SPDE. First, in Section 4.1, we state a number of basic results
that are required to define a candidate solution, which we call the diffusion model.
In Section 4.2, we provide an explicit construction of this Y-valued stochastic
process. In Section 4.3, we verify that Y is indeed a solution to the diffusion model
SPDE and in Section 4.4, prove that it is the unique solution. Finally, in Section 4.5
we show that the diffusion model is a time-homogeneous, Feller-Markov process.

4.1. Preliminaries. In this section, we establish regularity properties of vari-
ous objects that arise in the analysis of the SPDE.

4.1.1. Properties of the martingale measure. Recall the definition given in
Section 3.2 of the continuous martingale measure M and stochastic integral
M;(¢). We now define two families of operators that allow us to represent some
relevant quantities in a more succinct manner. Consider the family {¥;, ¢ > 0} of
operators that map functions on [0, co) to functions on [0, co) x [0, co), and are
defined as follows: for every ¢ > 0,

Gx+@—s5h

G(x)
In particular, for any bounded function f on [0, 00), sup,~¢ [|¥; fllcc < || fllcc, and
hence, W; maps the space C;[0, o) of continuous bounded functions on [0, co)
to the space Cp([0, 00) x [0, 00)) of continuous bounded functions on [0, c0) X
[0, 00). Next, consider the family of operators {®;, t > 0} which are defined as

follows: for every ¢ > 0, let

, (x,5) €0, 0)>.

@1 (W), = flx+@—s7)

) G(x+1)
4.2) (® )= fx+1)———, x €0, 00),
G(x)
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for any function f on [0, o0). The operator @, clearly maps the space Cp[0, 00)
into itself.

Observe that the family of functions {#+"; r > 0} defined in (2.11) admits the
representation

4.3) v =9,1, r>0.
Also, ®¢f = f and the family of operators {®;, t > 0} satisfies the semigroup
property
D, D = Dy, t,s >0.

Furthermore, for every function f defined on [0, co) and s, ¢ > 0,
(44 (P f)x,v) = (Ws4s (X, v), (x,v) €[0,00) x [0, 5].

Next, we define a family of stochastic convolution integrals: for t > 0 and f €
Cp[0, 00),

Hi(f) = Mi(W: f)

(4.5) G(x+1t—ys)
_//Ooo)x 0,7] (x+t_S) ( ) M(dx’dS)'

Recall that a stochastic process or random field {&;(¢); ¢ € T} with index set T
is called a modification of another stochastic process or random field {&,(¢); t € T}
defined on a common probability space, if for every t € T, & (t) = & (1), al-
most surely. In contrast, £; and & are said to be indistinguishable if P{&;(¢) =
&(t) forallr € T} = 1. Lemma 4.1 and Proposition 4.3 below show that we can
choose suitably regular modifications of certain stochastic integrals. The proofs of
Lemmas 4.1, 4.4 and 4.6 below are self-contained but brief; for more details, see
the extended version of the paper [1].

LEMMA 4.1. Suppose Assumption 1 holds. Then {M;(®,1);t,r > 0},
(M (Vg D)5 t,r = 0} and {M; (Vi rh); t,r > 0} have modifications that are
jointly continuous on [0, 00)2.

PROOF. Fix T € (0,00), 0 <s <t <T, and 0 <r,u < T. Using the
Burkholder—Davis—Gundy inequality, the form of the covariance for M in (3.2),
(4.2), Assumption I(b) and the mean value theorem, it is straightforward to see that
there exists ¢ < oo and r* € (r, u) such that

E[| M (®,1) — My(0,1)[°]
< cB[| M (@,1) — My(@,1)|°] + cE[| M, (0,1 — @, 1)[°]

o gx +r*)?
0o Gx)?
<clt —s]P +cT3HO QT |r — u)’.

3
§c|t—s|3+cT3< g(x)dx) |r—u|6
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Therefore, by the Kolmogorov—éentsov theorem (see Theorem 1.25.2 of [38])
(with n = 2, « = 6 and ¢ = 1), the random field ((M;(®,1);¢,r > 0) has a
continuous modification. The existence of jointly continuous modifications for
{M; (V4 1)5 8, r > 0} and {M;(V;4rh); ¢, r > 0} can be deduced analogously.

O

REMARK 4.2. By M;(®,1), M;(¥V,;4,1) and M, (¥, h), we always denote
the jointly continuous modification. Note that, by substituting r = 0 in Lemma 4.1,
this also implies the continuity of the stochastic processes t — M, (1), t — H;(1)
and t — H;(h).

PROPOSITION 4.3.  Let Assumptions 1-11 hold. Then {M;(V;+.1);t > 0} has
a continuous HI(O, oo)-valued modification. Also, almost surely, for every t > 0,
the function r — M;(V;4,1) has weak derivative —M;(V;1,h) on (0, 00).

To prove Proposition 4.3, we need the following intermediate result on proper-
ties of the random element M, (W,.1) for fixed ¢ > 0.

LEMMA 4.4. If Assumption I(b) holds, then the following properties hold:

(a) Foreveryt >0, almost surely,
(4.6) MV, 1) =H, (1) — /0 M (Vi h) du Vr > 0.

(b) If, in addition, Assumption 11 holds, then for every t > 0, the random func-
tions r = M; (W, 1) and r — M;(W;4h) lie in 1.>(0, 00), almost surely.

PROOF. Part (a) follows from the relations [y (W y,h)du = ;1 — ¥, 4,1,
H:(1) — M; (V1) and the stochastic Fubini theorem for martingale measures;

see Theorem 2.6. of [40]. For part (b), for every ¢, r > 0, (3.4), (4.1) and Assump-
tion I(b) imply that

E[M,(¥,4,1)%] = /0 t fo

Similarly, we have
gx +14r—5)?

t o0
B[ M) = [ e

Therefore, Fubini’s theorem and the last two inequalities together show that

max (E |:‘/000 My (¥r4,1)? dr:|, E[./Ooo M1’ dri|>

<t(H*V H) /OOO /rooﬁ(x)dxdr,

© G(x+1t+r—s)?
G(x)?

w_
g(x)dxdsftH/ G(x)dx.
r

o
g(x)dxds 5tH3/ G(x)dx.
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which is finite by Assumption II (see Remark 3.2). Therefore, the > norms of
both M;(¥;4.1) and M, (W,.h) are finite in expectation, and hence finite almost
surely. [

COROLLARY 4.5. Suppose Assumptions 1(b)-11 hold. Then for every t > 0,
almost surely, the function M;(V;4.1) lies in H'(0, 00) and has weak derivative
— Mo (@i ).

PRrROOF. Fix t > 0. It follows from part (a) of Lemma 4.4 that almost surely,
the function r > M;(¥;4,1) is (locally) absolutely continuous with density (and
hence, weak derivative) — M, (W, .h). Moreover, part (b) of the same lemma
shows that both the function M, (W;.1) and its weak derivative, —M;(W;4.h),
lie in L2(0, 00), almost surely.

Corollary 4.5 shows that {M,(¥,.1); ¢ > 0} is an H!(0, co)-valued stochastic
process. Next, we show that this process has a continuous modification.

LEMMA 4.6. Let Assumptions 1-11 hold. Then the H' (0, 00)-valued process
{M;(W;4.1); t > 0} has a continuous modification.

PrROOF. FixT >0,0<s <t <T, and define
4.7 8,1 (r) = Mi(Wirgr 1) = My (Wi 1), r € (0, 00),
and note that by Corollary 4.5, almost surely, ¢ ;(-) has weak derivative
601 (r) = =M (Yrirh) + My (Wsirh).

Due to Kolmogorov’s continuity criterion (see, e.g., Lemma 2.1 in [39]), to prove
the lemma it suffices to show that there exist Ct, C; < oo such that

(4.8) E[lgs %] < Crle — s> and  E[|g],[12] < Cplr — s

We now describe the main steps of the proof of (4.8).

Step 1. Observe that {¢; ;(r), r > 0} is the sum of the two independent Gaussian
processes M (W, 4,1 — ¥, 1) and ff[o’oo)x(s’t](\lltﬂl)(x, v)M(dx dv).

Step 2. Use this decomposition, (3.4) and Assumption I(b) to obtain the follow-
ing bound on the covariance functional ¢ of ¢, ;: for (r, u) € (0, 00)2:

© G(x+r)G(x +u)
G(x)

where Cr = (1 + T?H?)H. The joint Gaussianity of (¢ ,(r), ¢ (1)) implies
E[¢2,(r)¢?,w)] =0 (r,r)o (u,u) + o (r,u)*. Hence, (4.9) implies

w_
4.9) o(r,u)fCTIt—sl/ dxfcrlt—slf G(x)dx,
0 r

(4.10) E[¢7, ()¢l (u)] <2CF|t —s |2</roo G(x) dx) (foo G(x) dx).
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Step 3. Use Tonelli’s theorem and (4.10) to obtain

[Hé'st()”]LZ |:/ / é’v,(r)é‘”(u)drdu:|

_/ / [¢s. t(”)fs;(u)]drdu

00 poo 2
gzc%|t—s|2</ f G(x)dxdr)
0 r

<Crlt —s/?,

4.11)

where Cr = 2C2(J5° [*° G(x)dx dr)?, is finite by Assumptions I and II (see Re-
mark 3.2).
Step 4. Use exactly analogous estimates, with Assumption I(c), to show that

(4.12) E[[¢),Of2] < Crle — s,

where C7 = 2(H? +2T?HH3)?(Jf5° [>° G(x) dx dr)? is finite by Assumptions I
and II. To conclude the proof, notice that (4.11) and (4.12) imply (4.8). O

PROOF OF PROPOSITION 4.3.  Proposition 4.3 follows from Corollary 4.5 and
Lemma4.6. [

REMARK 4.7. By the continuous embedding result of Lemma 3.3(b), given
a real-valued function f on [0, 00) x (0, co) such that t — f (¢, -) is continuous
from [0, 00) to H'(0, 00), the mapping (¢,7) — f(t,r) has a representative that
is a jointly continuously function on [0, c0) x [0, c0). Therefore, the continuous
modification of {M;(¥;+.(1); ¢ > 0} in Proposition 4.3 is indistinguishable from
the jointly continuous modification of {M;(¥;4,(1); ¢, r > 0} in Remark 4.2.

Next, we establish a simple relation used in the proof of Theorem 3.7.

LEMMA 4.8. Suppose Assumption 1 holds. Then, almost surely, for all
t,r =0,

(4.13) MWy = M@, ) — | "M, (W) ds.

PROOF. Since from (4.1) and (4.2) it is clear that f; Wy h(x,u)ds =
W, 41— ®,1, the stochastic Fubini theorem for martingale measures (Theorem 2.6
of [40]) shows that for every r > 0, almost surely,

t
4.14) M (V4 1) = M (D,1) — /(; M (Vsqh)ds vt > 0.
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However, Lemma 4.1 and Remark 4.2 show that both sides of (4.14) are jointly
continuous in (¢, r). This implies the stronger statement that almost surely, the
equality in (4.14) is satisfied for every r,t > 0. U

Setting » = 0 in (4.13), we see that, almost surely,

(4.15) H, (1) = M, (1) — /Ot Hi(h)ds,  t>0.

4.1.2. An auxiliary mapping. Next, we introduce an auxiliary mapping that
appears in the explicit construction of the diffusion model (see Definition 4.12).
For every ¢ > 0, define

t

(4.16) ) (r) = E(I’)K(t) — /0 K(s)g(t+r—s)ds, r €0, 00),

for k¥ € C[0, 00). The following lemma establishes useful properties of the map-
ping I';.

LEMMA 4.9. Under Assumptions 1-11, the following assertions hold.

(a) For every t > 0 and « € C[0, 00), the function T;k lies in HI(O, 00) N
clo, o0) and has derivative

t
4.17) () (r) = —g(r)k(t) — /0 k(s)g' (t +r —s)ds, r € [0, 00).

(b) Foreveryt >0, the mapping T'; : C[0, o0) — H(0, 00) is continuous.
(c) For every k € C[0, 00), the mapping t — Tk from [0, 00) to H'(0, 00) is
continuous.

PROOF. The proof is postponed to Appendix B. [J

4.2. The diffusion model. Here, we explicitly construct our proposed diffusion
model Y = (X, Z). In the next two subsections, we show that Y is indeed the
unique solution to the diffusion model SPDE. The X-component of this process
is defined in terms of the (deterministic) centered many-server (CMS) mapping
introduced in [25], and recalled below as Definition 4.11.

The first assertion of Lemma 4.10 below, which characterizes the CMS map-
ping, and shows it is continuous, can be deduced from a more general result estab-
lished in [25] (see Proposition 7.3 and the proof of Lemma 7.4 therein). Since the
proof of this characterization is simpler in our context (because we only consider
the so-called critical regime) for completeness, we include a direct proof below.
Recall that C°[0, co) denotes the set of functions f € C[0, o) with f(0) =0.
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LEMMA 4.10.  Given (1, xq, ) € C°[0, 00) x R x C[0, 00) with £ (0) = xo A0,
there exists a unique pair («, x) € C°[0, 00) x C[0, 00) that satisfies the following
equations: for every t € [0, 00),

(4.18) x(t)AO:{(t)—i—lc(t)—/otg(t—s)/c(s)ds,

(4.19) k() =n@t) —xT @)+ x5

Furthermore, the mapping A : C°[0, 00) x R x C[0, 00) — CY[0, 00) x C[0, 00)
that takes (n, xo, ¢) to (k, x) is continuous and nonanticipative, that is, for every
T € (0,00) and (i, x;) = A(n;, x0, &), 1 = 1,2, if (1, &1) and (02, §2) are equal
on [0, T], then (k1, x1) coincides with (k2, xp) on [0, T].

PROOF. Fix (1, x9, ¢) € C°[0, 00) x R x C[0, 0o) with £(0) = xo A 0, and set

t
(4.20) r(t)ig(t)—i—n(t)—/o gt —s)n(s)ds + G()xg, t>0.

Then, substituting « from (4.19) into (4.18), it is straightforward to see that («, x)
satisfy (4.18) and (4.19) if and only if x satisfies the Volterra equation

4.21) x(t):r(t)+/tg(t—s)x+(s)ds, t>0,
0

and « satisfies (4.19). However, since F(x) = x T is Lipschitz and the assumptions
on (1, xg, ¢) imply that r is continuous and r(0) = x, there exists a unique solu-
tion X to (4.21) (Theorem 3.2.1 of [8] shows that a unique solution exists on a finite
interval, while Theorem 3.3.6 of [8] ensures that the solution can be extended to
the whole interval [0, c0)). Defining ¥ as in (4.19), with x replaced by X, it fol-
lows that (k, x) is the unique solution to the equations (4.18)—(4.19) associated
with (n, xg, ¢). Let A denote the map that takes (1, xg, ¢) to this unique solution.

The continuity of A follows from Proposition 7.3 in [25]. To prove the nonan-
ticipative property, for i = 1,2, define r; by (4.20) with  and ¢ replaced by 7;
and ¢;. We need to show that for every ¢ € [0, T'], if (1, ¢1) and (12, {») agree on
[0, ¢], we have r1(t) = r(¢). Subtracting equation (4.21) with x and r replaced by
x; and r;, i = 1,2, respectively, and defining Ax = x| — x2, we have

Ax(t) = foz gt —9)(x{ () —x3(s))ds,  t€[0,T].
Using the fact that the map F (x) = x™ is Lipschitz with constant 1, we have
|Ax(1)] < /Olg(t—s)|x1+(s) — x5 (s)]ds < /(;tg(t—s)|Ax(s)|ds, tel0,T].
Since Ax(0) =0, Gronwall’s inequality implies Ax(¢) = 0 for ¢ € [0, T']. Then,

because «; satisfies (4.19) with n and x replaced by 7; and x;, respectively, we also
have k1 (t) = «o(t) fort € [0, T]. O
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DEFINITION 4.11 (Centered many-server mapping). Equations (4.18) and
(4.19) are called the centered many-server (CMS) equations associated with
(n, x0, ¢), and the mapping A that takes (1, xo, ) to the unique solution (x, x)
of the CMS equations associated with (1, xg, ¢) is called the centered many-server
(CMS) mapping.

Recall that B is a Brownian motion and for fixed o, 8 > 0, define

(4.22) Et)=0cB(t)—Bt, t>0.

DEFINITION 4.12 (Diffusion model). For every Y-valued random element
Yo = (Xo, Zo), the diffusion model Y0 = {Y¥0(¢); r > 0} with initial condition
Yy is defined by YY0(r) = (X (1), Z(t, -)), where

(4.23) (K,X)=A(E, X0, Zo — H(1)),
and for every ¢, r > 0,
(4.24) Z(t,r)=Zo(t +r) — M (W4, 1) + T K (1),

where {W;; t > 0} and {I';; ¢ > 0} are given by (4.1) and (4.16), respectively.

Deterministic initial conditions will be denoted by lower case: y = (xg, zg9) € Y.
Also, when the initial condition Y is clear from the context, we will often not
mention it explicitly, and also omit the superscript Yy and just use Y to denote the
diffusion model.

REMARK 4.13. Note that £ and #H(1) have continuous sample paths and
E0) = Ho(1) = 0. Also, for every Y-valued random element (Xo, Zp), by
Lemma 3.3(a) and Remark 3.5, Zg has a representative (also denoted by Zp) which
is continuous on [0, 0o) and satisfies Zo(0) = X A O by the definition of Y. There-
fore, almost surely, (E, xg, Zo — H (1)) lies in the domain of the CMS mapping A.
Hence, (K, X) in (4.23) is well defined and (by Lemma 4.10) satisfies a.s.,

(4.25) XO)NO0O=Zo(t) —HD)+ K@) — /Ot gt —s)K(s)ds,

(4.26) K({t)=0B@t)— Bt —XT@t)+ X{,

for + > 0. Also, almost surely for every ¢t > 0, Zp € H! (0, o0) implies Zo(t + -)
lies in H'(0, 00) (see Lemma 3.3(c)), the continuity of K and Lemma 4.9(a)
imply I';K(-) € H'(0, 00), and Proposition 4.3 implies r > M, (¥;4,1) lies
in H'(0, 00). Thus, Z(t, ) in (4.24) also lies in H!(0, co) and furthermore, by
Lemma 3.3(a), has a continuous modification, so Z(z, r) in (4.24) is well defined
for r € [0, 00).
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4.3. Existence of a solution. We now show that the diffusion model defined
in Section 4.2 is indeed a solution to the diffusion model SPDE. Throughout this
section, we fix Yo = (Xo, Zo) € Y and let Y = Y0 be the diffusion model with
initial condition Yy, as specified in Definition 4.12.

PROPOSITION 4.14. Suppose Assumptions 1-11 hold. Then the diffusion
model Y = (X, Z) with initial condition Y satisfies the following properties:

(a) Almost surely, the sample paths of {Z(t, -); t > 0} are H(0, 00)-valued and
continuous, and for every t > 0, the weak derivative 9, Z (t, -) of Z(t, -) satisfies for
a.e. r € (0,00),

O Z(t,r)=Zo(t +1)+ M;(¥ry,h) — g(r)K (1)

4.27) '

—/ K(s)g'(t+r —s)ds.
0

(b) Almost surely, Z(t,0) = X () A0, forallt > 0.
(c) {Y(2);t >0} is an almost surely continuous Y-valued process.

PROOF. For part (a), we look at each term in the definition of Z in (4.24)
separately. Since Zy € H'(0, o), the translation mapping ¢ > Zo(t + -) is con-
tinuous in H! (0, 0o) by Lemma 3.3(c) and for each r > 0, Zo(¢ + -) has weak
derivative Z()(t + -). For the second term, by Proposition 4.3, {M;(V;.1); ¢t > 0}
is a continuous H' (0, co)-valued process and almost surely, for every ¢ > 0, the
function r — M;(W¥,4,1) has weak derivative r — —M,;(¥;,,h). Finally, for
the third term, since the range of the CMS map A lies in C°[0, c0) x C[0, 00)
(see Definition 4.11 and Lemma 4.10), almost surely, the process K defined in
(4.23) is continuous. Therefore, by Lemma 4.9(c), {(I';K);t > 0} is a continu-
ous H!(0, 0o)-valued process. Also, by (4.17), for every t > 0, r — I'; K (r) has
weak derivative —g(r)K (1) — fé K (s)g'(t +r — s)ds. This completes the proof
of part (a).

Next, for part (b), substituting » = 0 in (4.24) and the definition (4.16) of I';,
and using the identity H;(1) = M, (1) from (4.5), we obtain

t
Z(1,0) = Zo(t) — He (1) + K (1) — fo K(s)g(t —5)ds.

The assertion in (b) then follows from equation (4.25).

Finally, since the range of A lies in CY0, 00) x C[0, 00) (see Definition 4.10
and Lemma 4.10), by (4.23) {X(¢); t > 0} is a.s. continuous. Along with parts (a)
and (b) above, this proves part (c). [J

Next, we show that Z satisfies the regularity condition required in part (3) of
Definition 3.6.
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LEMMA 4.15. Suppose Assumptions I-11 hold, and let Y = (X, Z) be the dif-
fusion model with initial condition Y. Then, almost surely, (s,r) v 0,Z(s,r) is
locally integrable on (0, 00) x (0, 00) and for every t > 0, there exists a continu-
ous function F;* on [0, 00) such that the function r fot orZ(s,r)ds is equal to
F; almost everywhere on (0, 00). Moreover, for every t,r > 0,

t
/ 0 Z(s,r)ds = Zo(t +r) — Zo(r) + M (@, 1) — M (¥4, 1)
4.28) °°

—/(;tK(s)g(t+r—s)ds.

REMARK 4.16. Recall again that for r > 0 (and, in particular, r = 0),
fé 0rZ(s,r)ds, Zo(t +r) and Zo(r) in the above identity denote the evaluation
of their corresponding continuous representative at r.

PROOF OF LEMMA 4.15. By Proposition 4.14(a), almost surely for every
s > 0, the weak derivative 9, Z(s, -) of r — Z(s, r) exists and is given by (4.27).
We prove the claims separately for each term on the right-hand side of (4.27).
First, since Zy(-) € H!(0, 00), the mapping (s, r) Z(’)(r + ) is clearly locally
integrable on (0, co) x (0, 0o) and for every ¢ > 0, and almost every r € (0, 0c0),

t
4.29) /(; Z(/)(s +r)ds =Zo(t +r)— Zo(r).

Moreover, for every t > 0, since Zg(-) € H! (0, 00), Zo(r + -) also lies in H! (0, 0o)
and, therefore, by Lemma 3.3(a), there exists a continuous function on [0, c0), that
is equal to Zo(t + r) — Zo(r) almost everywhere on (0, 00).

Next, Lemma 4.1 implies that almost surely, (s,7) > M(Ws4,-h) is jointly
continuous, and hence, locally integrable on (0, oo) x (0, c0). Also, for every ¢ >
0, by (4.13) of Lemma 4.8,

t
(430) /0 M, (W h) ds = My(0,1) — M, (W3, 1), >0,
By Lemma 4.1, r = M;(®,1) — M;(¥;4,1) is continuous on [0, 00).
Finally, it follows from the continuity of K, g and g’ (see Assumption I) that the
mapping (s,7) — g(r)K(s) + f(f K (v)g'(s +r — v) dv is jointly continuous, and

hence, locally integrable on (0, 0o) x (0, 00). Also, for every ¢ > 0, using Fubini’s
theorem,

t s
/(g(r)K(s)—i—/ K(v)g’(s-l—r—v)dv)ds
0 0

(4.31) =g(r)/olK(s)ds—i—/ol/:l((v)g/(s-i-r—v)dsdv

:/IK(s)g(t+r—s)ds.
0
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Again, by the continuity of K and g, the mapping r +— fé K(s)gt+r —s)ds is
continuous on [0, co0). Equation (4.28) then follows from equations (4.27)—(4.31).
O

We now obtain an alternative characterization of the diffusion model SPDE
(3.8)-(3.10).

LEMMA 4.17. Given a Y-valued random element Yy = (Xq, Zo(-)), let
{Y(t) =(X (), Z(t,)); t = 0} be a continuous Y -valued process that satisfies con-
ditions (1)-(3) of Definition 3.6, and suppose (X, Z) satisfies equations (3.9) and
(3.10). Then (X, Z) satisfies equation (3.8) if and only if for all t,r > 0,

(4.32) Z({t,r)=Zo@r)+ /t 8, Z(s,r)ds — M;(®,1) + G(r)K (1),
0
with K (t) = o B(t) — Bt — XT(t) + X .

PROOF. Comparing (4.32) and (3.8), and recalling that 9" = &, 1, it is clear
that these two equations are equivalent if and only if for every ¢ > 0, the following
identity holds:

t
(4.33) K@)=2Z(,0) — Zy(0) — / 0,Z(s,0)ds + M;(1).
0
On the other hand, by (3.9) and (3.10) and the definition of K given above, for

t >0, we have

Zt,0)0=X@1)— X" @)

= Xo+ 0 B(t) — ft — M, (1) + fot 3, Z(s,0)ds — XT (1)

t
= K1) — M, (1) +/ 3 Z(s,0)ds + Xo — X
0

Equation (3.9) (for ¢t = 0) also implies that Z¢(0) = Z(0,0) = X(0) A0 = X¢ —
X (J)’ . When substituted into the last display, (4.33) follows. [J

PROPOSITION 4.18. Suppose Assumptions 1-11 hold, and given a Y-valued
random element Yy, let Y = {Y (t); t > 0} be the diffusion model with initial con-
dition Yy specified in Definition 4.12. Then Y is a solution to the diffusion model
SPDE with initial condition Y.

PROOF. By Proposition 4.14(c), Y is a continuous Y-valued process. We show
that it satisfies conditions (1)-(4) of Definition 3.6. Condition (2) holds because
Y (0) = Yy by definition, and condition (3) follows from Lemma 4.15. Next, we

verify condition (1) of Definition 3.6 by showing that Y is {]-",YO}—adapted. Fix t >



1020 R. AGHAJANI AND K. RAMANAN

0, and note that the stopped processes {E(s At); s > 0} and {HsA,(1); s > 0} agree
with £ and H (1), respectively, on [0, 7]. Hence, by definition (4.23) of (K, X) and
the non-anticipative property of A proved in Lemma 4.10, we have

(KCAD,X(AD)=A(E(- A1), Xo, Zo — H.ar(1)).
Clearly, {E(s At); s € [0, 00)} and {HsA:(1), s € [0, 00)} are F;-measurable, while

Xo and Zy are o (Yp)-measurable. Therefore, by the continuity, and hence, mea-
surability of the mapping A proved in Lemma 4.10, X (¢) and K (- A t) are .7:,Y°—
measurable. Moreover, from the definition of the mapping I';, for every « and
r > 0, the value of (I';«)(r) does not depend on the values of « outside the inter-
val [0, ¢], and hence, I';K =TK (- A t). On the other hand, I'; is continuous by
Lemma 4.9(c), and hence I'; K (- A t) is also ]-',Y‘)—measurable. Also, M;(¥,4.1) is
Fi-measurable and Zo(f 4 -) is o (Yp)-measurable by definition. Therefore, Z (¢, -)
defined in (4.24) is .7-',Y°—measurable. Consequently, Y is {.7-",Y°}—adapted, and con-
dition (1) follows.

We now turn to the proof of condition (4). By Lemma 4.17 it suffices to
show that X and Z satisfy equations (4.32), (3.9) and (3.10). First, substituting
f(; 0rZ(s,r)ds from (4.28), and using the definition (4.16) of I';, the right-hand
side of (4.32) is equal to

Zo(r) + Zo(t +r) — Zo(r) + M (D,1) — M (Wy4,1)
— /(;t K(s)g(t +r —s)ds — M (®,1) +G(r)K (1)

=Zo(t+71r) = MV, ) + T K(r).

By (4.24), this is equal to Z(¢,r), which proves (4.32). Moreover, Proposi-
tion 4.14(b) shows that the relation X (¢) A 0 = Z(¢, 0) in (3.9) holds. Combining
this relation with the expression for X ™ (¢) from (4.26), we have almost surely, for
every t >0,

XO) =Xt + Xt A0=X{ +0B(@t)— pt — K(t) + Z(t,0).

Together with the expression for Z(¢, 0) in (4.24) and for ['; in (4.16), both with
r = 0, this implies

t
(4.34) X(@)= Xa“ +0oB((t) — Bt + Zo(t) — H:(1) — /0 K(s)g(t —s)ds,
whereas substituting » = 0 in (4.28), we have almost surely, for every ¢t > 0,
t t
(4.35) /0 0,Z(s,0)ds = Zo(t) — Zo(0) + M) —H;(1) _/0 K(s)g(t—s)ds,

where we have used the identities H; (1) = M;(¥;1) and &1 = 1. Equation (3.10)
then follows from (4.35), (4.34) and the relation Zy(0) = X (0) AQ. This completes
the proof. [J
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4.4. Uniqueness. Here, we show that the diffusion model SPDE has a unique
solution. We first establish uniqueness of the weak solution to a transport equation
within a certain class of functions.

LEMMA 4.19. Suppose Assumption | holds, and a function F € C[0, co) with
F(0) =0 is given. Let £ : [0, 00) x [0,00) — R be a function that satisfies the
following two properties:

(1) The mapping t — &(t, ) lies in C([0, 00); H(0, 00)). For each t > 0, let
0r&(t, ) denote the weak derivative of £(t, -).
(2) The function 9,& : (0, 00) x (0, 00) — R is locally integrable.

Then & satisfies the equation
(4.36) E(t,r)= fz 3,.£(s,r)ds +G(r)F(t) ae.r € (0,00),
0

for every t > 0 if and only if
(4.37) @, r)=TF(r), t,r =0,
with T'; as defined in (4.16).

PROOF. This result would be standard if & and F were continuously differ-
entiable functions. In that case, (4.36) would reduce to the classical inhomoge-
neous transport equation d;£(¢,r) = 98,£(t,r) + G(r) F’(t) with initial condition
£(0, -) =0, whose unique solution is (see Section 2.1.2 of [14]):

E(t,r)= fol Git—s+r)F'(s)ds=Gr)F(t)

_/tF(s)g(t_s—|—r)ds:F;F(r)~
0

While there are several related results, there appears to be no readily quotable result
for the class of £ and F mentioned above. For a complete proof, see Appendix D
of the extended version of this paper [1]. [

PROPOSITION 4.20. Suppose Assumptions 1-11 hold. Then, for every Y-
valued random element Yo = (X0, Zo), there is at most one solution to the diffusion
model SPDE of Definition 3.6 with initial condition Y.

PROOF. Fori=1,2,let ¥Y; = (X;, Z;) be a solution to the diffusion model
SPDE with initial condition Yy, and define K;(t) = o B(t) — Bt — X;"(t) + X .
We need to show that P{Y;(¢) = Y»(¢); Vt > 0} = 1. Denote AH = H| — H for
H=Y,X,Z, K,and note that AK () = X5 () — X (1), > 0. By Lemma 4.17,
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fori =1, 2, Z; satisfies the equation (4.32) with K replaced by K;, and hence AZ
satisfies the following nonhomogeneous transport equation:

t —_—
AZ(t,r):/ 0, AZ(s,r)ds + G(r)AK(1), t,r >0,
0

with AZ(0, -) = 0. By Definition 3.6, both Z|, Z,, and hence AZ satisfy prop-
erties (1) and (2) of Lemma 4.19. Therefore, by (4.37) of Lemma 4.19, with F
replaced by AK, we have

(4.38) AZ(t,r)=T,AK(r), t,r>0.

Since AK is continuous almost surely, an application of Lemma 4.9(a) shows that
for every t > 0, AZ(t, -) is continuously differentiable on [0, c0), with continuous
derivative

R
O AZ(s,r)=—g(r)AK(s) — / AKw)g'(r +s —v)dv, r, s € [0, 00).
0
In particular, the function §(s) = 9, AZ (s, 0) is well defined on [0, co) and satisfies
N
(4.39) 5(s) =—g(0)AK(s) — / AKu)g' (s —v)dv.
0

Also, recalling the constants H and H, from Assumptions I(b) and I(c), and the
fact that fooo G (x) = 1 by Assumption I(a) and Remark 3.1, we see that

(4.40) 10,AZ(s,r)| < (H+ H)||AK|;,  Vse[0,1],r > 0.

On the other hand, for i =1, 2, X; satisfies (3.10) with Z replaced by Z;. There-
fore,

t t
4.41) AX(t)zf 8,AZ(S,O)dS=/ 5(s)ds.
0 0
In turn, this implies
4.42) |[AK®)| =X @) = XT@0)| < |AX (@) gf(:}a(s){ds, t €10, 00),

which, when combined with (4.39) and the bounds in Assumption I, shows that for
every T <ooandt €0, T],

t
150)] fg(O)\AK(t)H—/O €'t — 5)[|AK ()] ds

t t v
5H/()|5(s)|ds+Hz/0 (/0 |8(s)|ds>dv

t
< (H+TH2)/O 18(s)| ds.

Since §(0) = 0, by Gronwall’s lemma this implies §(¢) = O for all t > 0. When
combined with (4.42), this implies that AX (¢) = AK (¢) = 0 for all ¢ > 0, which
in turn implies AZ (¢, -) = 0 due to (4.38). Thus, we have shown that Y1 () = Y2(¢)
for all + > 0, which proves the desired uniqueness. [J
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4.5. Markov property. Finally, we show that the family of laws {P”, y € Y}
associated with the diffusion model of Section 4.2 is a time-homogeneous, Feller—
Markov family. For s > 0, we define the operator ®; as follows: for every function
F on [0, 00), the shifted function O F is defined by

(4.43) (OsF)®) =F(s+1)— F(s), t>0.
Also, for every f € Cp[0, 00), we define the shifted convolution integral as
(4.44) (OsH): (f) = Mt (Wt [) = M (Wt ), 1>0.
Then the identity (4.4) shows that
(4.45) (OsH) 1 (Pr1) = Mgt (Vs r4r1) = Ms(Wsgr4r D).
LEMMA 4.21. Suppose Assumptions 1-11 hold, and let Yy be a Y-valued ran-

dom element. If Y = (X, Z) is the diffusion model with initial condition Yy, then
almost surely, for every s > 0,

4.46) Z(s+t,r)y=Z(s,t+r)+ T0,K)(r) — (O;H) (P, 1), t,r >0,

and (O;K, X (s 4+ -)) solves the CMS equation associated with (OzE, X(s),
Z(s,) — (O4H)(1)), that is,

(4.47) (OsK, X(s+ ) =A(O:E, X(5), Z(s, ) — (O4H).(1)).

PROOF. By (4.24) and (4.16) we have

Z(s,t+r)=Zo(s +t+7) — Ms(Wsis1, 1) + Gt + 1)K (s)

(4.48) s
—/0 Kgls+t+r—v)dv.

Also, by definition (4.43) of ©,K and (4.16) of T';, we have
(TO:K)(r) = G(r)(O;K) (1) + /Ot(@sK)(U)g(f +r—v)dv
=G(r)(K(s+1) — K(s))
_ /Ot(K(s 4 v)— K(5))g(t +r —v)dv

=G(rK(s+1)—Gr)K(s)

(4.49) — t+SK(v)g(t+s+r —v)dv

— K(s)(G(t+7r)—G(r))

=Gr)K(s+1)— " Kwgit+s+r—v)dv
0



1024 R. AGHAJANI AND K. RAMANAN

—6(t—|—r)K(s)—|—/OSK(v)g(t+s+r—U)dv

= s+ K)(r) = (T K)(t + 7).

Substituting Z from (4.24) (with ¢ and r replaced by s and ¢ 4 r, resp.) and using
equations (4.45) and (4.49), the right-hand side of (4.46) is equal to

Zo(s +1+71) = Ms(Wsp4 D) + T K@ + 1) + (D K)(r) — (s K)(E +1)
= Mt (Wstr4r D) + M (W 1441
=Zo(s+1+r)+ s K)(r) = Moy (Wsps4r1)
=Z(s+1t,r),

where the last equality uses (4.24). This proves (4.46).
To prove (4.47), subtract equation (4.26) with t = s from the same equation
with ¢ replaced by # 4 s, and use (4.22), to get

(O;K)t)=K(s+1)— K(s)
(4.50) =EG+t)—E@E) =X (s+0)+XT(s)
=(O:E)1) — X (s +1)+ XT(s).

Additionally, by Proposition 4.14(b) with ¢ replaced by s + ¢, X(s + ) A0 =
Z(s +t,0). Substituting Z(s + ¢, 0) from (4.46), using definition (4.16) of I'; and
the identity ®¢1 =1, we obtain

Xs+1)AN0=Z(s,1) — (O,H); (1) + (O:;K)(¥)

4.51) '
- fo (©,K)(v)g(r — v)dv.

Equation (4.47) then follows from (4.50), (4.51) and Definition 4.11 of A (also see
Lemma 4.10). [

LEMMA 4.22.  Suppose Assumptions 1-11 hold. Then, for every s > 0, the pro-
cesses {O;E(t);t > 0} and {(OsH);(1); t = 0} are independent of Fy, and have
the same distribution as the processes E and H(1), respectively. Moreover, for ev-
erys,t >0, the H! (0, 00)-valued random element (OyH); (®.1) is independent of
Fs and has the same distribution as H;($.1).

PROOF. Fix s > 0. By definition (4.22) of E and (4.43) of O, E, we have

O;E(t)=E(+1t)—E(s)=0B(s+1t)—oB(s) — Bt, t>0.

Since B has independent stationary increments and is independent of M, B(s +
t) — B(s) is independent of F; for all ¢t > 0, and {B(s +t) — B(s); t > 0} is itself
a Brownian motion. Hence, the claim for (®; E) follows.
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Next, define the martingale measure M as follows: M;(A) = M4 (A) —
M;(A) fort >0, A € B[0, 00). Since M is a white noise independent of B, M is
again a white noise with the same distribution as M, and independent of F;. Also,
for any continuous f, using (4.44) we have

(OsH) 1 (f) = Mt (W5t ) = M (W51 f)
_ /SH/OO G(t+s—v+x)

fI)M(dv,dx)

G(x)
. 0 G(t —v+x) ~
// TS —— f(x)M(dv, dx)
:M,(\IJ,f).

Substituting f =1 and f = ®,1, we conclude that the processes (®;7).(1) and
(OsH);(P.1) are independent of F;, and have the same distribution as {H,(1); ¢ >
0} and H;(®.1), respectively. [

PROPOSITION 4.23. Let Assumptions 1-11 hold. Then {P”;y € Y}, where
PY is the law of the diffusion model Y> with initial condition y, is a time-
homogeneous, Feller—Markov family.

PROOF. The Feller property can be deduced from the proof of Theorem 5(2)
in Section 9.5 of [25], but since in our case the Markov process is homogeneous,
the proof is simpler and so we include it here. Let YY = (X”, Z7) be the diffu-
sion model with initial condition y € Y. Recall from Proposition 4.3 that for any
s,t>0, Mgy (Wsir4.1) and M (W, ,,.1) both lie in H'(0, co) almost surely,
and hence, so does (O;H);(P.1), using equation (4.45). First, we claim that for
every t > 0, there exists a continuous mapping I1; : R x H! (0, co) x C[0, 00)? x
H! (0, 00) > R x H! (0, 00) such that for s > 0,

Y(s+1)=(X"(s+1),Z"s+1,-))

(4.52)
=T1,(Y7(s), O E(-), (O,H).(1), (B,H)(D.1)).

Recall that CY[0, 0o) is the space of continuous functions f with f(0) =0, and
for notational convenience, set D = R x H'(0, co) x CY[0, 00)2. To see why the
claim is true, first recall that the embedding from H! (0, 00) to C[0, 0o) and the
evaluation map f — f(¢) from C[0, co) to R are continuous (see Lemma 3.3(b)
for the former). Then, by the representation of (XY (s + -), ®;K (-)) in (4.47) and
the continuity of the CMS mapping A : C°[0, 00) x R x C[0, 00) — C°[0, o) x
CI0, o) from Lemma 4.10, it follows that there exists a continuous mapping F tl :
D — CY[0, 00) x R such that for every s > 0,

(OsK (), XV (s + 1) = F (XY (5), Z7(s, ), O E(), (OsH).(1)).
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Moreover, it follows from the representation of Z¥ (s +t, -) in (4.46), the continuity
of I'; established in Lemma 4.9(b), and the continuity of the shift mapping f(-) —
f@+-) on ]I-]II(O, 00), that there exists a continuous function Fl2 - H! (0, 00) x
CO[O, 00) X H! (0, 00) > H! (0, 0co) such that for every s > 0,

Z¥(s+1,-)=FXZ7(s,-), 05K (), (O;H) (D, 1)).

The claim follows from the last two displays.

Next, we prove the Markov property of the family { P”; y € Y}. Forevery y € Y,
Fi] = F; Vo(y) =F,, and hence by condition (1) of Definition 3.6 and Propo-
sition 4.18, (X7(s), ZY (s, -)) is JFg-measurable. Also, ®;E(-), (0,H).(1) and
(O3H);(P.1) are independent of F; by Lemma 4.22. Hence, for every bounded
and measurable functional F : Y — R, using the claim (4.52) we have

E[F(YV (s +1))|Fs]
= E[F(l'[t(Yy(s), O;E(), (O;H).(1), (@sH);(CD.l)))IfS]
= ]E[F(H,(Yy(s), O;E(), (O;H).(1), (@sH);(CD.l)))|Yy(s)]
=E[F(Y (s +1))|Y(s)].

Moreover, using the simple observation that for any two independent ran-
dom variables & and &;, and any bounded measurable function f, one has
E[f(&1,&)|&1] = Q(&1) where Q(a) = E[ f(a, &)] [this is immediate to see for
separable functions of the form f (a, b) = f1(a) f>(b), and can be extended to gen-
eral bounded measurable functions using the linearity of conditional expectation
and the monotone convergence theorem], and applying Lemma 4.22, for every
y' €Y, we have

E[F(Y(s +1)|Y”(s) = ']
=E[F(I1,(y, O;E(), (O;H).(1), (O,H);(D.1)))]
=E[F(I1,(y, E,H(1), H;(®.1)))]
=E[F(YY )]

(4.53)

The last two displays show that the family {P”; y € Y} is a time-homogeneous
Markov family.

Finally, we prove the Feller property. Recall that {/7;} denotes the transition
semigroup corresponding to the Markov family { P?'}, and note that for every ¢ > 0
and bounded continuous function F, by another use of (4.53),

P F1(y) =E[F(Y?) )] =E[F (I, (y, E, H(1), H,(®.1)))], yeYyY.

By the continuity of the mapping I1; and (4.53) and an application of the bounded
convergence theorem, the mapping y — P;[F](y) is continuous, and hence the
Markov family {P”} is Feller. [J



ERGODICITY OF A MANY-SERVER QUEUE SPDE 1027

PROOF OF THEOREM 3.7. Existence of a solution follows from Proposi-
tion 4.18 while uniqueness follows from Proposition 4.20, and the Feller Markov
property is proved in Proposition 4.23. [

5. Uniqueness of the invariant distribution. This section is devoted to the
proof of Theorem 3.8. As mentioned in the Introduction, to prove uniqueness of
the invariant distribution, we will adopt the so-called asymptotic (equivalent) cou-
pling method, which is particularly well suited to infinite-dimensional Markov pro-
cesses. In Section 5.1, we first describe this method in the generality required for
our problem, following the exposition in [19]. At the end of Section 5.1, we dis-
cuss the main steps involved in applying this framework to our problem, which are
carried out in Sections 5.2-5.6.

5.1. Asymptotic coupling: The general framework. Let X be a Polish space
with a compatible metric d(-, -), equipped with the Borel o-algebra B(X). As
usual, let X R+ denote the space of A'-valued functions on [0, co). We endow X R+
with the Kolmogorov o -algebra B(X)®+, which is the o -algebra generated by all
cylinder sets. Let M (X Ry and M (XR+ x XB+) denote the spaces of proba-
bility measures on (XR+, B(X)®+) and (AR+ x AR+ BX)R+ @ B(X)R+). For
every mi,my € Mj(&X R+), recall that a coupling of m and m, is a probability
measure y € M (X®+ x A®+) whose first and second marginals, respectively,
are m| and m, that is, ‘Hg)y =m; fori =1, 2, where M is the ith coordinate
projection map, and H;’)y is the push-forward of the measure y under I1%). De-
fine C(m1, my) C M (XR+ X XR+) to be the set of couplings of m| and m>. One
can relax the definition of a coupling to define the space of absolutely continuous
couplings as follows:

G.1)  Comimy) ={y e M (AR x AR+ Iy <my i =1,2}.

If yin é(ml, m») satisfies H#)y ~mj,i =1, 2, y will be referred to as an equiva-
lent coupling of m1 and my. In contrast to a coupling, the corresponding marginals
of an absolutely continuous (or equivalent) coupling y need only be absolutely
continuous with respect to (resp., equivalent to), and not necessarily equal to, m
and m>, respectively.

Let {P;} = {P;;t = 0} be the transition semigroup of a Markov kernel on
(X, B(X)). For every y € Y, let P” denote the distribution of the Markov
process with initial value y and transition semigroup {P;} on the path space
(XR+, B(X)®+) (PY is denoted in [19] by Pjo.)8y). Recall that a probability
measure (4 on (X, B(X)) is called an invariant distribution for the semigroup {P;}
if (3.11) holds for every ¢ > 0. Finally, let D be the set of pairs of paths that meet
at infinity:

(5.2) D= {(x, ¥) € AR xR lim d(x (1), y() =o],

and note that D € B(X)R+ @ B(X)R+.
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Recall that a probability measure @ on (X, B(X)) is called an invariant distri-
bution for the semigroup {P;} if (3.11) holds for every ¢ > 0.

PROPOSITION 5.1. Assume there exists a measurable set A € B(X) and a
mapping T : A X A3 (y,y) = T, 5 € C(PY, PY) with the following properties:

(I w(A) > 0 for any invariant probability measure |1 of {P;}.
(I1) For every measurable set B € B(X)®+ @ B(X)R+, (v,7) Y, 5(B) is
measurable.
(Ill) Foreveryy,y € A, Y, (D) >0.

Then {P;} has at most one invariant probability measure.

PROOF. The proof of Proposition 5.1 follows from essentially the same argu-
ments as those used in Theorem 1.1 of [19] and Corollary 2.2, except that the space
X' and discrete shift operator 6 should be replaced, respectively, by X+ and the
continuous shift operator 6y, s > 0, and the continuous version of Birkhoff’s er-
godic theorem (see, e.g., Theorem 1 in Section 1.2 of [9]) should be invoked to
obtain the analog of (2.1) in [19]; for full details, see Appendix C of [1]. Also, see
Theorem 2 of [13] and Lemma 8.5 of [32]. [

REMARK 5.2. As observed in Remark 1.2 of [19], for the purpose of Propo-
sition 5.1, in the definition (5.1) of C, one can without loss of generality replace
absolute continuity by (the apparently stronger condition of) equivalence. This is
because if there is an absolutely continuous coupling Y that satisfies conditions
(II) and (III) of Proposition 5.1, then the measure %(T +PY® PY ) is an equiva-
lent coupling that also satisfies the same conditions. Thus, we refer to the approach
to establishing uniqueness of the invariant distribution by invoking Proposition 5.1
as the asymptotic equivalent coupling approach.

In Sections 5.2-5.6, we apply the asymptotic equivalent coupling framework
of Proposition 5.1, with X =Y, in order to establish uniqueness of the invari-
ant distribution of the transition semigroup {P;} associated to the Markov family
{P7Y; y € Y} of the diffusion model defined in Section 4.2. Let A be the measurable
subset of Y defined as

(5.3) A={(x,z)eY:x >0}

First, in Sectjgn 5.2, for each pair y, y € A, we construct a pair of stochastic pro-
cesses (Y7, Y?) on a common probability space and define the mapping

(5.4) Ty5: (0, 5) €A x Ar> Law(Y?, V7)€ M (YR+ x YR+),

where Law(Y?, Y¥) denotes the joint distribution of (Y7, Y7). The required mea-
surability properties are proved in Section 5.3. Next, in Section 5.4, we show that
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Y, 5(D) > 0, and in Section 5.5 we show that the law of Y is P”, and that the law

of Y7 is equivalent to P¥, thus establishing that Y defines an asymptotic equiv-
alent coupling. Finally, we combine these results in Section 5.6 to complete the
proof of Theorem 3.8.

REMARK 5.3. It is worthwhile to clarify why, in Proposition 5.1, we formu-
late a continuous-time version of the asymptotic coupling theorem, rather than de-
duce the result by simply applying the original discrete-time version established in
Corollary 2.2 of [19], to the discrete skeleton of the continuous-time process (i.e.,
the Markov chain obtained by sampling at integer times). To show uniqueness of
the invariant measure of the continuous-time Markov process, is clearly suffices
to show uniqueness of the invariant measure of its discrete skeleton (that is, the
Markov chain obtained by sampling the continuous process at integer times). In
turn, by Corollary 2.2 of [19], for uniqueness of the invariant measure of the dis-
crete skeleton, it suffices to verify the three conditions of that corollary, which are
the natural discrete analogs of properties (I), (II) and (III) of Proposition 5.1. Now,
the continuous version of properties (II) and (III) immediately imply the discrete
version because any asymptotic equivalent coupling of the continuous-time pro-
cess on some set A induces a corresponding asymptotic equivalent coupling of the
discrete skeleton. Thus, if A = X then the discrete-time version can be directly in-
voked because in this case the first condition of Corollary 2.2 of [19], which states
that w(A) > O for every invariant measure p of the discrete skeleton, is trivially
satisfied. However, when A is a strict subset of X" then the property that t(A) > 0
for all invariant measures p of the continuous-time process need not imply that
1 (A) > 0 for all invariant measures of the discrete skeleton, since the latter could
in general be strictly larger. Moreover, in some situations (as turns out to be the
case in our application), it may be relatively easy to show the former, but non-
trivial to show the latter. In such cases, it is more convenient to directly apply the
continuous-time version of the result, as formulated in Proposition 5.1.

5.2. Construction of a candidate coupling. Fix two initial conditions y =
(x0, zo) and y = (Xp, Zo) in the set A defined in (5.3), and let Y = Y be the diffu-
sion model with initial condition y. Then, by Definition 4.12, ¥ = (X, Z) and the
associated process K satisfy (4.23) and (4.24) with (xo, zo) in place of (Xg, Zo).
In particular, (K, X) = A(E, xo,z0 — H(1)). Now, define the (random) locally
integrable function

t
(5.5) R(t) = zo(t) + H,(h) — g(O)K () — fo K(s)g'(t —s)ds.

Combining (4.15) and (4.28), the latter with » = 0, we have

(5.6) /Ot R(s)ds = /Ot 0, Z(s,0)ds.
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We now construct another process ¥, which starts from 7, on the same probabil-
ity space. Fix A > 0. Given X defined above, it is easy to see that P-almost surely,
the linear integral equation

- r f
5.7) X(t):io—xo—k/ X(s)ds—i—X(t)—i—A/ X(s)ds,
0 0
has a unique continuous solution X, which has the from
~ t
(5.8) X(t) = Foe ™ + F(1) — )\/ e M (s)ds,  t>0,
0

where F(t) = X(t) — xo + A fé X (s)ds. Since Y satisfies the diffusion model
SPDE, by Proposition 4.18, X satisfies (3.10), which when combined with (5.6)
and (5.7), shows that for ¢ > 0,

X(t) =% +0B@) — Bt — M,(1) —,\ft X(s)ds
(5.9) t t 0
—l—)»fo X(s)ds—i—/o R(s)ds.
Also, for t > 0, define
K@) =aB@)—pt — (XT(1) — %)

(5.10) . i
+/(; (R(s) +AX(s) —AX(s))ds.

Clearly, K is also continuous, almost surely. We now introduce a process R that,
as shown in Corollary 5.5 below, can be characterized as the unique (almost surely
locally integrable) solution to the following renewal equation:

~ —_ t_
Rty =7)(t) — gOK (1) - / K(s)g'(t — 5)ds
(5.11) 0

t ~
+ H,(h) —l—fo gt —$)R(s)ds.

In Proposition 5.4, we first collect some general results on solutions of the renewal
equation. Part (a) of the proposition is used below in the proof of Corollary 5.5,
part (b) is used in Section 5.4 to establish an asymptotic convergence property of
the diffusion model, and part (c) is used in Section 5.3 to establish measurabil-
ity properties of the candidate asymptotic coupling. Recall the definition of the
convolution operator * from Section 1.5.

PROPOSITION 5.4. Suppose Assumption 1(a) holds.
() If f € ]Llloc (0, 00), the renewal equation
(5.12) p=[f+gx*¢

has a unique locally integrable solution @,.
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(b) If G has a finite second moment, the function f lies in 1L>(0, 00) and its inte-
gralTy¢(t) = fé f(s)ds,t >0, liesin L2 (0, 00), then the solution ¢ of the renewal
equation (5.12) also lies in IL2(0, 00). Moreover, there exist constants ci, ¢ < 00
such that

(5.13) losliz = ctll fllz +e2llZglip2.
(¢) If f € C[0, 00), then the solution ¢, of the renewal equation (5.12) also lies
in C[0, 0o) and the mapping that takes f to ¢, € C[0, 00) is continuous.

PROOF. While existence and uniqueness of solutions to renewal equations un-
der various conditions have been extensively studied (see, e.g., Theorem 2.4 on
page 146 of [3]), the particular version stated above appears not to be readily avail-
able in the literature. Hence, we provide the proof in Appendix A. [

COROLLARY 5.5. There exists a unique locally integrable process R that sat-
isfies equation (5.11).

PROOF. Almost surely, due to the continuity of K defined in (5.10), the con-
tinuity of t — H; (see Remark 4.2), the fact that 26 € (0, 00), and the local
integrability of g’, the function

1> Zo(1) — g(O)K (1) — fot K(s)g'(t —s)ds + H,(h)
lies in LIIOC (0, 00). The corollary then follows from Proposition 5.4(a). [
Next, for t > 0, define
(5.14) Kt =K@ — /Ot R(s)ds.
Substituting K (1) from above into (5.11) and simplifying terms, we obtain

- . .
(5.15) R(f)=26(t)+7'lt(h)—g(0)K(t)—/0 K(wg'(t —u)du,

which we observe is analogous to (5.5). Moreover, recall the definition (4.16) of
the family of mappings {I';; ¢ > 0}, and in a fashion analogous to the definition of
Z in (4.24), define

(5.16) Z(t,r) =Zo(t +7) — MW, 1) + (T K)(r),  t,r>0.

Since K is almost surely continuous, it follows from (the proof of) Proposi-
tion 4.14(a) that Z is also a continuous H! (0, 0o)-valued process. Finally, set
Y(t) = Y¥(t) = (X(1), Z(1)), t > 0, and define Y, 5 to be the joint distribution
of (Y7, Y7).
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5.3. Proof of the measurability property. In this section, we prove the measur-
ability condition (IT) of Proposition 5.1 for the family of candidate equivalent cou-
plings {Yy 5, (v, ¥) € Y x Y} that we constructed in the last section. Let (Y, Y Y)
be the associated processes defined therein.

LEMMA 5.6. Suppose Assumptions 1-11 hold, and let A be the measurable
subset of Y defined in (5.3). Then, for every B € B(X)®+ @ B(X)R+, the mapping
(v, ¥) = Yy 5(B) from A x A to R is measurable.

PROOF. We claim that for every ¢ > 0, almost surely, the mapping (y, y)
Y@, 175’(t)) is continuous from A x A to Y x Y. We first show that assuming
the claim, the assertion of the lemma holds, and then we prove the claim.

Assuming that the claim holds, for every £ > 1, 71, ..., > 0 and functions
01, ..., 0k € Cp(Y x Y; R), by invoking the bounded convergence theorem we
conclude that the mapping

O, ) = E[or (Y (1), YV (1) - - o (Y (1), Y (11)],

is continuous, and hence, measurable. The assertion in the lemma then follows
from the definition of the Kolmogorov o -algebra and a standard monotone class
argument.

We now turn to the proof of the claim. Fix ¢ > 0. We start by showing that the
mapping from y = (xo, z0) € Y to Y (¢) is continuous, almost surely. Fix o € Q°,
where QU is a subset of Q with P{Q} = 1, on which Proposition 4.14 holds and the
Brownian motion {B(¢); ¢ > 0} has continuous paths. Recall again that CO70, 00)
denotes the space of continuous functions f on [0, oo) with f(0) = 0. The map
from y = (x0, z0) € Y to (E, xo, z0 — H(1)) € C°[0, 00) x R x C[0, 00) is con-
tinuous due to Lemma 3.3(b). Since (K, X) = A(E, xo, zo — H(1)) by definition
(4.23), and the CMS mapping A is continuous by Lemma 4.10, it follows that
the mapping y € Y — (K, X) € C°[0, 0o) x C[0, 0o) is continuous. In particular,
for fixed ¢ > 0, the mapping y +— X (¢) is continuous and, by the definition (4.24)
of Z(¢, -), continuity of the translation map [Lemma 3.3(c)] and continuity of the
mapping I'; [Lemma 4.9(b)], the mapping y — Z(t, -) € H'[0, 00) is also contin-
uous. Thus, we have shown that the mapping y € Y +— YV (¢) € Y is continuous
for every w € Q and 1 > 0.

Next, we prove continuity of the mapping (y, y) = ((xo, z0), (X0,Z20)) € A X
A Y)Y () € Y. It is clear from the equation (5.8) and the form of the function
F specified below (5.8) that the map (xg, Xo, X) € R? x C[0, 00) Xe C[0, c0)
is continuous. Together with the continuity of y — X proved above, this implies
that the map (y, 3) € Y2 — X € C[0, oo) is continuous. Next, recall that by the
definition of A, if y = (xo, z0) € A then zp(0) = xog A 0 = 0. Using this identity,
equation (5.6) and equation (4.28) with r = 0, we have

t t
Tr(0) ﬁfo R(s)ds = 20(t) + My (1) — M, (¥,1) —/0 K w)g(t — u)du.
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When combined with the continuity of the mappings zg € H'(0, 00) — z¢ €

CI0, co) [which holds by Lemma 3.3(b)] and y — K (established above), this im-

plies that the mapping (y, y) € A x A +— Zg € CJ[0, c0) is continuous. In turn, due

to the continuity of the mappings that take (y, 7) to X and X established above,

this implies that the map from (y,y) € A X A to E € CJ[0, o0) defined in (5.10)

is also continuous. Next, observe from (5.11) that R satisfies the renewal equation
=F+ g% R where

~ PR t_
F(t)ﬁZ{)(t)—g(O)K(t)—/o K(5)d'(t —s)ds +H,(h), 1 >0.

Therefore, Z; defined as Z; (1) = fé R(s) ds, t > 0, satisfies the renewal equation
Iz =1 + g*Ij, where, using the identity Zo(0) = Xo A 0 = 0 (which holds
because y € A), we obtain

o o t
zﬁ(t)ifo F(s)ds=zo(z)—g*1<(z)+/o WU, (hyds,  t>0.

Therefore, Z lies in CO70, 0o) and the map from (y, y) to Zj is continuous. An
application of Proposition 5.4(c) then shows that Zj also lies in C[0, o0), and
that the map from Z; to Z; and hence, from (y, y) to I3, is continuous. Conse-
quently, K € C[0, o) defined in (5.14) is also obtained as a continuous map of
(y, 9). Finally, by definition (5.16) of Z(z,-), continuity of the translation map
[Lemma 3.3(c)] and the continuity of the mapping I'; [Lemma 4.9(b)], Z (t,-)
can also be expressed as a continuous mapping of (y, ¥). Therefore, the mapping
(y,))EAX A Yy (t) € Y is also continuous for every w € QY. This completes
the proof of the claim, and hence, the proof of the lemma. [J

5.4. Asymptotic convergence. In this section, we prove condition (III) of
Proposition 5.1, that is, the asymptotic convergence of the processes ¥ =Y~ and
Y = YV whenever their respective initial conditions y = (xg, z9) and y = (Xg, Zo)
lie in the set A. Specifically, given the processes defined in Section 5.2, define
AH=H—H for H= Y.y, Z,z0, K, X, X", X", xoand R. Our goal is to show
that, almost surely,

(5.17) AY()—0 inY ast — oo.

This will follow from (5.19) and Lemma 5.9 below.
Subtracting X from both sides of equation (5.7), we see that AX satisfies the
integral equation

(5.18) AX(I):AXO_)\./Z AX(s)ds,
0

whose solution is given by
(5.19) AX(t) = Axge ™.

Clearly, AX (¢) converges to zero with probability one as t — oo.
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We now turn to the proof of the asymptotic convergence of AZ, which con-
sists of two main steps. In the first step (see Lemma 5.7), we use the fact that
AR satisfies a certain renewal equation to show that it is square integrable. In the
second step (Lemma 5.9), we combine the square integrability of AR with other
estimates to show that AZ(¢, -) converges to zero in H' (0, 00). First, note that on
substituting the expression for K from (5.10) into the definition of K in (5.14),
subtracting this from the equation for K in (4.26), and recalling the definition of
E from (4.22), we obtain

(5.20) AK(t) = —AXT () + Axf — /Ot AR(s)ds — A/Ot AX(s)ds.

When combined with (5.18) and the fact that xg, Xxo > 0, (5.20) further simplifies
to

(5.21) AK(t)=—AX"(t) — /(;t AR(s)ds.

LEMMA 5.7.  Let Assumptions I-1l hold. Then t — AR(t) € L2(0, 00), almost
surely. Moreover, there exist deterministic constants C1, Co» < 0o such that

(5.22) IARIL2 < CillAzollg + CalAxol.
PROOF. Subtracting (5.15) from (5.5), we obtain
t
(5.23) AR(1) = Azy(t) — g(0)AK (1) — / AK (s)g'(t —s)ds.
0

Substituting AK from (5.21) into (5.23) and using Fubini’s theorem, we see that
AR satisfies the renewal equation

(5.24) AR=F + g AR,
with
(5.25) F(t) = Azp(t) + g(0)AX (1) + (AX ™ * g')(1), t>0.

We now claim that there exists C < oo such that
(5.26) max([| Fllp2, 1Z52) < 1Azollm + ClAxo| < oo,

where Zj (1) = f(; F(s)ds. We first show how the proof of the lemma follows
from the claim. Indeed, since AR satisfies the renewal equation (5.24), G has a
finite second moment by Assumption II, and F and Z 7 liein IL2(0, 00) by (5.26),
Proposition 5.4(b) implies that there exist deterministic constants such that

IARI2 < ctll Fllge + c2ll Tzl 2.

When combined with (5.26), this implies that AR lies in L2(0, 0o) and satisfies
(5.22) with C1 = c1 + ¢ and Cy = (c1 + ¢2)C. It only remains to prove the claim
(5.26).
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First, note that for every 7 > 0, using the fact that Az(0) = —Ax, = 0 because
¥,y € Aimplies x, =X, =0, we have

t t
IF(t):/O Az()(s)ds+g(0)/0 AX ™ (s)ds

4 /t AX™ xg'(s)ds
0
(527) = A2 +30) [ AX(5)ds
0

t
+/O AX7(s)(g(t —s) —g(0))ds

= Azo(t) + AX ™ % g(2).

Moreover, by Young’s inequality (see, e.g., Theorem 3.9.4 of [5]), Assump-
tion I(c), the finite mean assumption on G and (5.19), we have

528 JAXT x| =gl aX7] [AXT ]2 < oo
Together with (5.25), (5.27) and Minkowski’s integral inequality, this implies that
IFllL> < 1 Azollg + (8(0) + H) [ AX ™ |1z,
IZ5llL> < I Azollgn + Ha| AX™ [z
Since |AX ™|z < \/%|Ax0| due to (5.19), we conclude that (5.26) holds with
C=(g0)+ Hy)/ /2. This completes the proof of the lemma. [J

]LZEH2

In Lemma 5.9 below we use (5.22) to prove the asymptotic convergence of
AZ(t,-). The proof of Lemma 5.9 makes use of the following elementary result
on the convolution operator.

LEMMA 5.8. Letv e ILI(O, 00), and suppose w € ]LllOC(O, 00) is bounded and
w(t) = 0ast — o0o. Then ¢ = v * w satisfies lim;_, 5, ¢(¢) = 0.

PROOF. Fix ¢ > 0 and choose 7y < oo such that ess sup;s lw(@)| <e, where
ess sup f is the essential supremum of a function f. Then for ¢t > ¢y,

o t
¢(t)=/0 ws)v(t —s)ds+ [ w(s)v( —s)ds,

Iy
which implies that

t
[$(0)] < Ileloo/t ; [v(s)|ds +ellvlipr
—lo

Sending r — oo in the last display, and noting that ftt_to |lv(s)|ds — 0O because

v € L1(0, 00), it follows that lim SUP;_, o0 @ ()| < e|lv|L1. Since € > 0 1is arbitrary,
the lemma follows on sending ¢ | 0. [
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LEMMA 5.9. Under Assumptions 1-11, almost surely, AZ(t,-) — 0 in
H!(0, 00) as t — oo.

PROOF. Subtracting (5.16) from (4.24), we see that
AZ(t,r) = Azo(t +1) + (T, AK)(r).
Using (4.16) and (5.21) to expand the right-hand side above, we have
(5.29) AZ(t,r)=Azo(t +1) = G(r)AX ™ (1) + (1, 1) + &1, 1),

where ¢(t,7) = [ AX (s)g(t +r —s)ds and &(t,7) = — [§ AR(s)G(t +r —
s)ds. To prove the lemma, it suffices to show that almost surely, the H (0, 00)
norm (as a function of r) of each of the terms on the right-hand side of (5.29) goes
to zero as t — oo. For the first term, ||Azo(t 4 -)|lgp — 0 as ¢ — oo by (3.5) of
Lemma 3.3. For the second term, by (5.19) we have

IGOAX™ () g = IG I |AX ™ ()| < IIGllgn | Axole™,

which converges to zero because |G ||y is finite by Assumption I(b).

Next, since AX ™ is continuous and g’ is bounded and continuous by Assump-
tion I(c), by the bounded convergence theorem, for each ¢ > 0, (¢, -) has a weak
derivative

ore(t,r)= /Ot AX (s)g'(t +r—s)ds
=/(;t AX (t —s5)g' (r+s)ds ae.r € (0, 00).

Therefore, applying Holder’s inequality and Tonelli’s theorem, we see that

l¢a, ')Iliz=/()OO</(;AX‘(z—s)g(r+s)ds>2dr

5/(;00(/()t AX (¢ —s)zg(r+s)ds></otg(r+s)ds> dr

t 00
5/ AX_(t—s)Z/ g(r+s)drds
0 0

= ((AX7)? % G) @),

and, likewise, we have

00 t 2
lorctolt = [ ([ ax-@=9lg'e +s)ds) ar

00 2
SHZZ/O (/OIAX_(I—S)g(r+s)ds> dr
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2 ! 2 [P =
<H; / AX7(t—s) / G(r+s)drds
0 0

_ H22<(AX_)2 * fooﬁ(r)dr>(t).

Now, (AX7)? is integrable by (5.19) and both G and [ G(s)ds are continu-
ous, bounded by 1, lie in L1(0, 00) and vanish at infinity. Thus, it follows from
Lemma 5.8 that as t — oo, [[{(¢, )|z = 0 and ||9,¢ (¢, -)|lp2 — O, and conse-
quently, ||Z(z, -)||gt — 0. Similarly, since AR is continuous and G has a continu-
ous and bounded density g due to Assumption I(b), by the bounded convergence
theorem, for each r > 0, £(¢, -) has weak derivative

t
8,S(t,r)=/ AR(s)g(r +t —s)ds a.e.r € (0, 00).
0
An exactly analogous analysis then shows that
&) < (AR*+G) (),

and
la-&(, -)Hﬁ2 < H(AR2 * /Ooé(r)dr)(z).

Again, since AR? is integrable by Lemma 5.7 and both G and [*° G(s)ds are
integrable, bounded by 1 and vanish at infinity, another application of Lemma 5.8
shows that as t — oo, [|£(t, -)|lp2 — 0 and ||9,£(¢, -) |l 2 — O, and consequently,
lE(, )|l — 0. This completes the proof. [

5.5. Marginal distributions. In this section, we continue to use the A H nota-
tion introduced in Section 5.4. The main result of this section is as follows:

PROPOSITION 5.10. If Assumptions 1-11 hold, then Y” has distribution P”,
and the distribution of Y¥ on YR+ is equivalent to P¥.

PROOF. Y7 has distribution P” by definition. For fixed y € Y, to show that
the distribution of ¥ = YV is equivalent to P¥, we first show that ¥ satisfies the
same equations as Y, but with B replaced by some process B, and then invoke
Girsanov’s theorem to prove that B is a Brownian motion on the entire time interval
[0, co) under another probability measure PP that is equivalent to P. Let B, = B; —
Jg m(s)ds, where m is defined by

(5.30)  m(s) = —R(s) + R(s) — A(X (s) — X(5)) = —AR(s) — LAX(s),
and set E = o B(r) — Bt. We will first show that
(5.31) (K, X) = A(E, %o, Z0 — Hs (1)),
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where A is the CMS mapping introduced in Definition 4.11. To prove (5.31), first
note that the expression (5.9) for X can be rewritten as

~ ~ t ~
(5.32) X(@t)=xo+ E(1) —M,(l)—l—/ R(s)ds.
0
By equation (5.15) for R, relation (4.15), and Fubini’s theorem, we have

t o ¢ t
/0 R(s)dsz/o zo(s)ds+/0 ”Hs(h)ds—g(O)/o R(s)ds

—’/Ol(/(;slz(v)g/(s—v)dv)ds

z ~
— Z0(1) — 20(0) — H (1) + M,(1) — fo R(9)g(t —5)ds.

Together with (5.32), this implies

(5.33) X)) =%+ E@Q)+ V@) — V) — K@),
where

~ ~ t ~
(5.34) V(t)=%20(t) —H,1)+ K@) — /O K(s)g(t —s)ds.

Also, by definitions (5.10) and (5.14) of K and K and equation (5.30), we have
~ _ o ~ ~
(5.35) K(t)=K(t)—/ R(s)ds:E(t)—XJr(t)—i—)Ear.
0

Substituting Ig from (5.35) in (5.33) and noting from (5.34) and the fact that
(X0,20) € Y, V(0) = Z9(0) = —X;, , we conclude that

(5.36) Vi) =XEOA0=—X ().

Comparing the equation obtained on substituting V from (5.36) into (5.35) with
the CMS equation (4.25), and comparing (5.35) with the CMS equation (4.26),
it follows that (5.31) holds. Furthermore, Z defined in (5 16) has the same form
as the expression (4.24) for Z, but with K replaced by K. In summary, we have
shown that Y is defined in the same way as the process Y¥ in Definition 4.12,
except that B is replaced by B. Therefore, to complete the proof, it suffices to
show that there exists a new probability measure P on (€2, F) that is equivalent to
PP and under P, B is a Brownian motion independent of M.
Define the process {N;; t > 0} as

(5.37) N; = exp(/tm(s)dB(s) — %/tmz(s)ds), t>0,
0 0

where m = —(AR + AAX) is as above. Consider the local martingale M(t) =
fém(s)st, with quadratic variation (M), = fé m2(s)ds, t > 0. Note that
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(M) = ||m||]i2, and by (5.30), (5.22) and (5.19), there exist constants C,
Cy, C» < oo such that

Imli, <20ARIZ, + 222 AX [T, < 4CTlzollZ + (4C3 + 1) Axol* = C < o0.

Therefore, E[exp({M)s0/2)] < 00, which implies that N is a uniformly integrable
exponential martingale (see, e.g., Section 3 of [26]). Then, by Doob’s convergence
theorem, N; converges almost surely as ¢+ — oo to an integrable random variable
No. The inequality (M)~ < oo also implies that M is itself a uniformly integrable
martingale. Therefore, by another application of Doob’s convergence theorem, al-
most surely, M (¢) has a finite limit as  — 0o, which ensures that N is almost
surely positive. Define a probability measure P on (€2, F) by

(5.38) P(A) = E[14 N, AeF,

where |E denotes expectation with respect to IP. Since N is almost surely posi-
tive, P is equivalent to P. Also, by Girsanov’s theorem (see, e.g., Theorem (38.5)
in Chapter IV of [37]), {f?(t) = B(t) — fé m(s)ds,t > 0} is a Brownian motion
under P. Moreover, recall that under P, for every A, Ay € B[0, c0), M(A;),
i = 1,2, is a martingale independent of B, (M(A;), B) = 0. Thus, by Proposi-
tion 5.4 in Chapter 3 of [23] (note that since N is a martingale, for every 7' > 0
and A € Fr, P(A) = E[14N7], and hence, our definition of P is compatible
with its definition (5.4) in Chapter 3 of [23]) underﬁ’, M(A;) is a martingale,
(M(A1), M(A2): =1 [5° La,na,(x)g(x)dx and (B, M(A;)) =0 for i = 1,2,
Therefore, under P, M is a martingale measure with covariance function given in
(3.2) and is independent of B. This completes the proof. [

5.6. Proof of Theorem 3.8.

PROOF OF THEOREM 3.8. Proposition 4.23 shows that the diffusion model
Y is a time-homogeneous, Feller-Markov process on the Polish space Y. Let
P = {P,,t = 0} be the transition semigroup associated to Y. In order to show that
{P;} has at most one invariant distribution, it suffices to show that the candidate
coupling {5, (y,y) € A?} constructed in Section 5.2 satisfies the conditions of
Proposition 5.1. Recall that A = {(x, z) € Y; x > 0}. For every y, y € A, it fol-
lows from Lemma 5.6 that the mapping (y, ¥) = Y, 5(B) is measurable for every
B € B(X)R+ @ B(X)R+ and from Proposition 5.10 that Ty5€ C(PY, PY). More-
over, (5.17) follows from (5.19) and Lemma 5.9, and hence, T, (D) = 1. So, to
complete the proof of the theorem, it suffices to show that the subset A satisfies
the first condition of Proposition 5.1.

Let u be an invariant distribution of {P;}. Assume to the contrary that ;(A) = 0.
Let Yy be a Y-valued random element distributed as w, and let ¥ = (X, Z) be the
diffusion model with initial condition Yy. Since u is invariant for {P;}, for every
t >0, Y(¢) is also distributed as i, and therefore, P{Y (t) € A} =P{X () > 0} =0.
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Equivalently, we have P{X (¢) < 0} =1 for all r > 0. Since X has continuous sam-
ple paths almost surely, this implies that

(5.39) P{X(t) <0forevery >0} =1.

By (4.25), (4.26) and (5.39), almost surely, for every t > 0 we have K(¢) =
oB(t) — Bt — XT(t) + XT(0) =0 B(t) — Bt, and

Xt)=X@t)AN0=Zy(t)+oB()— Bt —H:Q) — fot g(t —s)(oB(s) — ﬁs) ds

=zo(t)—ﬂz+ﬂ/0lsg(t—s)ds+o/0t6(r—s)st —H,(1).

Foreveryt >0, o fé G(t —s)dB, and —H, (1) are two independent finite variance
Gaussian random variables that are independent of Zy(-). Therefore, X (¢) is the
sum of the random variable Zy(¢), an independent zero-mean Gaussian random
variable with finite covariance, and a finite constant ¢; = 8t — fé sg( —s)ds,
which therefore satisfies P{X () > 0} > 0. This contradicts (5.39), and hence,
w(A) > 0, and the proof is complete. [

APPENDIX A: PROPERTIES OF THE RENEWAL EQUATION

PROOF OF PROPOSITION 5.4. For part (a), let U =>"7° , G*" be the renewal
function associated with the distribution function G, where G** denotes the n-
fold convolution of G. Since the service distribution with c.d.f. G has probability
density function g, by Proposition 2.7 in Section V of [3], U has density u = U x g,
which satisfies the equation u = g + g * u. Moreover, since g is continuous (and
hence locally bounded), u is also locally bounded. Define the function ¢, = f +
u * f. Then the local integrability of f and local boundedness of u imply the
local integrability of ¢,, and, using the distributive and associative properties of
the convolution operation, we have

grps=gx(fruxf)=g*f+(gxu)xf
=g*xfH+u—gxf=uxf=¢.—f.
Therefore, @, is a solution to the equation ¢ = f + g * ¢ given in (5.12).
To show that ¢, is the unique solution to (5.12) that lies in L! (0, 00), let Qi €

loc
]LllOC(O, o0), i = 1,2, be two solutions to (5.12). Then ¢ = ¢; — ¢; is a solution
to the equation ¢ = g * . For ¢ > 0, let ne(x) = 1(9,¢)(x)/¢, and note that the
function ¢, = ¢ * 1, satisfies

Pe =@ *Ne =8> P*Ng=g*Pe.

Also, for every T < oo,

1 T
st(t)lsg/o ()| dx <00, 1€[0,T],
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where the finiteness holds since ¢ € ]Llloc (0, 00). Hence, ¢, is locally bounded and
satisfies the renewal equation ¢, = g * ¢, (i.e., with “input function” identically
equal to zero). However, by Theorem 2.4 on page 146 of [3], this implies ¢, = 0.
Since this holds for every ¢ > 0, this implies ¢ = 0.

To see why part (b) holds, first note that f € L2(0, o0) implies f € ILIIOC (0, 00).
Therefore, ¢, = f 4+ u * f is a solution to (5.12) from part (a), and, moreover, it

satisfies

@) < | F (O] + |ux* f(2)]

t t
51f(t)|+‘/0 £t —5)(u(s) — 1)ds +‘/0 F(s)ds

’

and hence, recalling the notation Z7 (1) = fé f(s)ds,
(A1) lgallz < I fllez + | @ = D2 + 1 Z7llpe-

With some abuse of notation, we also let U denote the renewal measure associated
with the distribution G, and let [T denote Lebesgue measure on (0, 00). Then,
since u — 1 is the density of the signed measure U — [T with respect to [T on
(0, 00), we have [;° lu(s)—1|ds = ||U —I" ||y, where || - | v is the total variation
norm. Since G has a finite second moment (and has mean 1), it follows from
equation (6.10) on page 86 of [29] (with A = 1) that |[U — [*||vy is finite, and
hence, u — 1 € .1(0, 00). By Young’s inequality, we then have || f * (u — Dy <
e — 1|1 |l £ |2 Substituting this inequality into (A.1), we obtain the bound (5.13)
withcy =1+ |ju —1|p1 <ocand ¢ = 1.

Finally, to see why (c) holds, note that since f € C[0, co) and u is bounded on
finite intervals, u * f also lies in C[0, c0), and hence, so does ¢, = f + u * f.
Moreover, for every f!, f2 € C[0, 00) and corresponding solutions o), gof, we
have

lol =2, <(+UD)| s = 2l VT =0,

and the continuity claim follows. [J

APPENDIX B: PROPERTIES OF THE AUXILIARY MAPPING I

PROOF OF LEMMA 4.9. We first prove property (a). Fix ¢t > 0. By Assump-
tion I(a), the mapping r G(r)k(t) is continuously differentiable with derivative
—g(r)x(t). Also, by Assumption I(c), g is continuously differentiable with deriva-
tive g/, and since s > k (s) is continuous, the mapping r — fé k(s)gt+r—s)ds
is continuously differentiable with derivative fOt k(s)g'(t +r — s)ds. Therefore,
'k € C'0, 00).

Furthermore, from (4.16), we have

_ +r _
(B.1) |(Tee) ()] < & (|G (r) + ”K”t/ g(s)ds <2kl G(r).

t
r



1042 R. AGHAJANI AND K. RAMANAN

Since the right-hand side of (B.1) is a uniformly bounded and integrable function
of r € (0, 00), it follows that for each 7 > 0, I';x € L2(0, 0o). Furthermore, using
Assumption I(c) and (4.17), we have

t+r
(o) ()] < k@] g () + el f 1§'(s)| ds
(B.2) "

- ||K||I(H6<r> +Hy / Ooﬁ(u)du).

Again, G and [*° G(u)du are bounded and integrable by Assumption II and,
therefore, (I';x)’ also lies in L2(0, o0). Thus, I';k € H'(0, o0). This completes
the proof of part (a).

For part (b), let ¥ and k¥ be functions in C[0, c0). By linearity of the mapping
I'; and the bounds (B.1) and (B.2), we have

(B.3) Tk — Tyl < 2IGlip2llic — #llr,
and
(B.4) |(Tere)" = (Teie) |2 < Crllie — & s

with C1 = H||G||2 + Ha|| [°° G (u) du||y 2, which is finite by Assumption I(c) and
Assumption II. The assertion in part (b). then follows from (B.3) and (B.4).

For part (¢), fix T > 0. Forevery 0 <s <t < T, by definition (4.16) of {[';; t >
0}, Minkowski’s integral inequality, Assumption I(b) and Fubini’s theorem, we
have

_ t
Tk = Dokl < G2 — x0)| + | [ g+ - wau]

+ Hfslc(u)]g(~+t—u)—g(-+s—u)\du
0 L2

— I=s__
< G2 lc (@) = ()] + ||K||THH/0 G +u)du

(B.5) L2

+ llelir

S
f lg(-+u)—g(-+1t—s+u)|du

0 L2
<Gl @) — k)| + T HIG 21t — 5|

T
+||K||T/O lg(t —s+u+-) — g(u+ )2 du.

The first two terms in (B.5) converge to zero as |t — s| — 0 by the continuity of «.
Also, since Assumption I implies that g is square integrable, for every u € [0, T'],
the term ||g(t —s +u +-) — g(u + -)||2 is bounded by 2| gy 2, and hence, the
third term converges to zero as t — s by an application of the bounded convergence
theorem and continuity of the translation map in the I.? norm.
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Similarly, for every 0 <s < < T, by definition (4.17) of (I'x)" and Assump-
tion I(c),

IToiY — (Coie) |2 < Ngllpz k() — )|+ lic |7 Hol G2t — s
(B.6) T
+||x||rfO I8¢+ 1) — g+ — s +u)|p2 du.

Again, the first two terms on the right-hand side above converge to zero as |t —
s| — 0 by the continuity of «, and the third term converges to zero as |t — s| —
0 by continuity of the translation map in the L? norm, boundedness of ||g’ g2
(see Assumption I(c) and Remark 3.2) and the bounded convergence theorem. The
H! (0, oo)-continuity of ¢ — [;k follows from (B.5) and (B.6). [
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