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A SHAPE THEOREM FOR THE SCALING LIMIT OF THE
IPDSAW AT CRITICALITY

BY PHILIPPE CARMONA AND NICOLAS PÉTRÉLIS

Université de Nantes

In this paper we give a complete characterization of the scaling limit of
the critical Interacting Partially Directed Self-Avoiding Walk (IPDSAW) in-
troduced in Zwanzig and Lauritzen [J. Chem. Phys. 48 (1968) 3351]. As the
system size L ∈ N diverges, we prove that the set of occupied sites, rescaled
horizontally by L2/3 and vertically by L1/3 converges in law for the Haus-
dorff distance toward a nontrivial random set. This limiting set is built with
a Brownian motion B conditioned to come back at the origin at a1 the time
at which its geometric area reaches 1. The modulus of B up to a1 gives the
height of the limiting set, while its center of mass process is an independent
Brownian motion.

Obtaining the shape theorem requires to derive a functional central limit
theorem for the excursion of a random walk with Laplace symmetric incre-
ments conditioned on sweeping a prescribed geometric area. This result is
proven in a companion paper Carmona and Pétrélis (2017).
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1. Introduction and results. Deriving the scaling limit of a polymer model
at its critical point is a difficult issue that had been tackled so far in Deuschel,
Giacomin and Zambotti (2005) or in Sohier (2013) for wetting models and in
Caravenna and Deuschel (2009) for a Laplacian pinning-model. With the present
paper, we display the scaling limit of the critical-IPDSAW. It is a Shape Theorem
whose limiting object is a truly 2-dimensional random set.

1.1. The model. The interacting partially directed self-avoiding walk (IPD-
SAW) is a self-avoiding random walk on Z

2 that only takes unitary steps upwards,
downwards and to the right. Thus, the set of allowed L-step paths is

WL = {
w = (wi)

L
i=0 ∈ (N0 ×Z)L+1 : w0 = 0,wL − wL−1 =→,

wi+1 − wi ∈ {↑,↓,→} ∀0 ≤ i < L − 1,

wi �= wj∀i < j
}
.

Any nonconsecutive vertices of the walk though adjacent on the lattice are called
self-touchings and an energetic reward β ≥ 0 is assigned to each trajectory for
each self-touching. Thus, every random walk trajectory w = (wi)

L
i=0 ∈ WL is as-

sociated with the Hamiltonian

(1.1) HL(w) :=
L∑

i,j=0
i<j−1

1{‖wi−wj‖=1},

which allows us to define PL,β the polymer law in size L as

(1.2) PL,β(w) = eβHL(w)

ZL,β

, w ∈ WL,

where ZL,β is the normalizing constant known as the partition function of the
system. The exponential growth rate of the partition function is captured by the
free energy of the model, that is, f (β) = limL→∞ 1

L
logZL,β .

The IPDSAW undergoes a collapse transition at some βc that is explicitly known
[see, e.g., Brak, Guttmann and Whittington (1992) or Nguyen and Pétrélis (2013),
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Theorem 1.3] and the phase diagram is partitioned into an extended phase E =
[0, βc) inside which the free energy is larger than β and a collapsed phase C =
[βc,∞) where the free energy equals β . The asymptotics of the free energy close
to criticality are analyzed in Carmona, Nguyen and Pétrélis ((2016), Theorem B),
where the phase transition is proven to be second order with a critical exponent
3/2, that is, f (βc −ε) = βc −ε+γ ε3/2 +o(ε3/2) where the pre-factor γ is closely
related with a continuous model built with Brownian trajectories that are penalized
energetically depending on their geometric area.

In Carmona, Nguyen and Pétrélis (2016) and Carmona and Pétrélis (2016),
a rather complete description of the main geometric features of a typical path sam-
pled from PL,β is provided inside the extended phase (β < βc) and inside the
collapsed phase (β > βc) (see the discussion in Section 1.3 below). However, the
scaling limit of the model at criticality (β = βc), which is the most delicate case,
was still to be derived and this is the object of the present paper.

Some important variants of IPDSAW have been investigated over the years. One
can indeed perturb the collapse transition by taking into account another interac-
tion between the polymer and the medium around it. This is the case for instance
when the polymer is pulled horizontally or vertically at its endpoint by an external
force [see, e.g., Brak et al. (2009) and Nguyen (2013), Chapter 5] or when the poly-
mer is confined above a hard wall at which it is adsorbed [see, e.g., Foster (1990)
or Foster and Yeomans (1991)]. In both cases, a new phenomenology is induced by
this additional interaction and some more phase transitions are observed. It is also
interesting to consider a semi-continuous version of IPDSAW, that is, with vertical
steps of continuous length. Such model was investigated in Brak, Owczarek and
Prellberg (1993) and its free energy displays similar asymptotics at criticality.

1.2. Main result: The limiting shape of IPDSAW at criticality. We identify
each w ∈ �L with a connected compact subset of R2 denoted by S(ω) that extends
the sites of Z2 occupied by w to squares of length 1, that is,

(1.3) S(w) =
{

L⋃
i=0

w(i) +
[
−1

2
,

1

2

]2
}
, w ∈ WL.

For (v1, v2) ∈ (0,∞)2, we let Tv1,v2 be a rescaling operator that acts on S the set
of closed subsets of R2 endowed with the Hausdorff distance. For S ⊂ R

2, the set
Tv1,v2(S) is obtained after rescaling S by v1 horizontally and by v2 vertically, that
is,

(1.4) Tv1,v2(S) =
{(

x

v1
,

y

v2

)
: (x, y) ∈ S

}
.

For (α1, α2) in [0,1], we denote by Q
α1,α2
L,β the law of TLα1 ,Lα2 (S(w)) seen as a

random variable on S endowed with its Borel σ -algebra and when w is sampled
from PL,β .
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With Theorem A below, we prove that, at criticality, the IPDSAW rescaled in
time by L2/3 and in space by L1/3 converges in distribution toward a nontrivial
random set, built with the help of two independent Brownian motions.

THEOREM A (Shape theorem). For β = βc, we have

(1.5) Q
2
3 , 1

3
L,β

d−−−→
L→∞ Scrit(B,D)

with Scrit(B,D) a random subset of R2 defined as

(1.6) Scrit(B,D) =
{
(x, y) ∈ [0, a1] ×R : Dx − |Bx |

2
≤ y ≤ Dx + |Bx |

2

}
,

where B and D are independent Brownian motions of variance σ 2
β and

σ 2
β

4 , re-
spectively [defined below (2.1)], where a1 is the time at which the geometric area
described by B reaches 1, that is,

∫ a1
0 |Bu|du = 1 and with B conditioned on the

event Ba1 = 0.

Let us say a few words about the 4 main challenges that we faced to prove
Theorem A. Thanks to the representation Theorem B, everything boils down to
studying a random walk V conditioned on having a prescribed large geometric
area. To be more specific, we need to consider the joint convergence of a couple of
processes: the profile |V | (corresponding to |B| in Theorem A) and the center-of-
mass walk M (corresponding to D in Theorem A). The main steps are as follows:

1. Proving the convergence of time-changed discrete processes with an implicit
time-change to corresponding time-changed continuous processes.

2. Handling the fluctuations of the center-of-mass walk M on the excursions of
the profile |V |. The main difficulty is that these are not independent at fixed time
horizon, although we shall prove that they are asymptotically independent.

3. Extending the pioneering work of Denisov, Kolb and Wachtel (2015) to ob-
tain local limit theorems for a 3 component process, that is, an excursion of the
profile conditioned on having a large extension, the associated center-of-mass walk
and the geometric areas. This issue is settled in Carmona and Pétrélis (2017).

4. Adapting to our needs the reconstruction procedure introduced in Deuschel,
Giacomin and Zambotti (2005).

1.3. Reminder: Scaling limits in the noncritical regimes. In the present sec-
tion, we will explain why the shape Theorem stated above completes the picture of
the scaling limit of IPDSAW initiated in Carmona, Nguyen and Pétrélis (2016) and
Carmona and Pétrélis (2016). To that aim, we need first to recall the stretch rep-
resentation of the model, and then to associate with every configuration its profile
and its center-of-mass walk, from which the occupied set in (1.3) can be recon-
structed. With these tools in hand, we will briefly recall the scaling limits obtained
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in Carmona, Nguyen and Pétrélis (2016) and Carmona and Pétrélis (2016) con-
cerning the extended and the collapsed regime of IPDSAW. We will terminate this
section by explaining why the critical regime (that is the object of the present pa-
per) is more delicate than the others.

Stretch description of a path. There is a natural representation of any path in WL

as a collection of oriented vertical stretches separated by one horizontal step. Thus,
we set �L := ⋃L

N=1 LN,L, where LN,L is the set of all possible configurations
consisting of N vertical stretches that have a total length L, that is,

(1.7) LN,L =
{
l ∈ Z

N :
N∑

n=1

|ln| + N = L

}
.

A one to one correspondence between �L and WL is obtained by associating with
a given l ∈ �L the path wl of WL that starts at 0, takes |l1| vertical steps north if
l1 > 0 and south if l1 < 0, then takes one horizontal step, then takes |l2| vertical
steps north if l2 > 0 and south if l2 < 0 then takes one horizontal step and so on...

For N ∈ {1, . . . ,L} and l ∈ LN,L, the Hamiltonian associated with wl can be
rewritten as

(1.8) HL(wl) = HL(l1, . . . , lN ) =
N−1∑
n=1

(ln∧̃ln+1),

where

(1.9) x∧̃y =
{|x| ∧ |y| if xy < 0,

0 otherwise.

Thus, the polymer measure in (1.2) becomes

(1.10) PL,β(l) = eβHL(wl)

ZL,β

, l ∈ �L.

We recall (1.3) and we denote by S(l) the occupied set associated with any l ∈
�L [i.e., S(l) = S(wl)]. We observe that S(l) can be fully reconstructed with two
auxiliary processes, that is, the center-of-mass walk Ml and the profile |l|. To be
more specific, we associate with each l ∈ LN,L the profile |l| = (|li |)N+1

i=0 (with
lN+1 = 0 by convention) and the center-of-mass walk Ml = (Ml,i)

N+1
i=0 that links

the middles of each stretch consecutively, that is, Ml,0 = 0 and

(1.11) Ml,i = l1 + · · · + li−1 + li

2
, i ∈ {1, . . . ,N},

and Ml,N+1 = l1 + · · · + lN .
Particularities of the critical regime. A consequence of the fact that the occu-

pied set S(l) associated with l ∈ �L can be recovered from its profile and center of
mass walk is that for every (α1, α2) ∈ [0,1]2 the scaling limit of the rescaled occu-
pied set TLα1 ,Lα2 (S(l)) (with l a typical path sampled from PL,β ) can be derived
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from the scaling limit of (|l|,Ml) rescaled in time by Lα1 and in space by Lα2 .
This is the strategy adopted in Carmona, Nguyen and Pétrélis (2016) for the col-
lapsed regime and in Carmona and Pétrélis (2016) for the extended regime. In the
extended regime (i.e., β < βc), the horizontal extension of a typical path follows a
law of large number of speed L (i.e., α1 = 1), the vertical fluctuations of its center-
of-mass walk are of order

√
L (i.e., α2 = 1/2) whereas its vertical stretches are of

finite size. Therefore, once rescaled vertically by
√

L the profile vanishes whereas
the center-of-mass walk displays a Brownian limit. In other words, once rescaled
vertically by

√
L and horizontally by L and in the limit L → ∞ the upper and

lower envelopes of T
L,

√
L
(S(l)) coalesce into a continuous trajectory whose law is

that of a Brownian motion. One can straightforwardly deduce from Carmona and
Pétrélis ((2016), Theorem 2.8) that

(1.12) Q
1, 1

2
L,β

d−−−→
L→∞

{
(s, cβBs) : s ∈ [0, eβ]},

where cβ and eβ are explicit constants and B is a standard Brownian motion.
In the collapsed regime (i.e., β > βc) the fraction of self-touching performed

by a typical trajectory equals 1 + o(1), which forces the vertical stretches to be
long and with alternating signs. As a consequence the typical horizontal extension
of a path sampled from PL,β is much shorter than its counterpart in the extended
regime and follows a law of large number of speed

√
L (i.e., α1 = 1/2). The typical

length of vertical stretches is
√

L as well (i.e., α2 = 1/2) and the profile rescaled in
time and space by

√
L converges toward a deterministic Wulff shape. The center-

of-mass walk, in turn, fluctuates with an amplitude L1/4 and, therefore, vanishes
when we rescale it in time and space by

√
L. Unlike the extended regime, inside

the collapsed phase the scaling limit of T√
L,

√
L(S(l)) is driven by the profile only

and we recall Carmona, Nguyen and Pétrélis ((2016), Theorem D) which states
that

(1.13) Q
1
2 , 1

2
L,β

d−−−→
L→∞ Sβ,

where Sβ is a deterministic Wulff–Shape, symmetric with respect to the x-axis.
In Carmona and Pétrélis ((2016), Theorem 2.2) we proved that, at criticality, the

horizontal extension of a typical path follows a central limit theorem with speed
L2/3 and a limiting law corresponding to that of the random time a1 at which the
geometric area swept by a Brownian motion (of variance σ 2

β ) reaches 1 condi-
tioned on the fact that the Brownian touches 0 at a1. Thus, the last pending issue
concerning the scaling limits of IPDSAW was to derive the scaling limit of the full
path at criticality. This is the object of the present paper but let us insist on the fact
that this is also the hardest issue. The reason is that, unlike the extended regime or
the inside of the collapsed regime, at criticality the profile and the center-of-mass
walk display vertical fluctuations of the same order (i.e., L1/3).
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2. Organization of the proof. The present section is an extended outline of
the proof of Theorem A. In Section 2.1, we settle some notation to state Theorem B
which sheds light on the fact that the critical-IPDSAW can be studied indirectly
with the help of an auxiliary random walk conditioned on sweeping a prescribed
geometric area. Then, in Section 2.2 we state Theorem C which provides the scal-
ing limits of the properly rescaled profile and center-of-mass walk for a typical
configuration sampled from PL,β . Theorem C actually implies Theorem A but we
will not prove Theorem C directly. As exposed carefully in Remark 2.2, we will
rather apply a time change on both profile and center-of-mass walk to state Theo-
rem D which implies Theorem C but turns out to be easier to prove.

2.1. Random walk representation of IPDSAW at its critical point. The stretch
representation of IPDSAW (displayed in Section 1.3 above) was initially used in
Nguyen and Pétrélis (2013) to develop an alternative probabilistic approach of the
model. This new approach involves an auxiliary random walk that we describe be-
low before stating Theorem B which enlightens the particular relationship between
this random walk and the model at criticality (i.e., at β = βc).

We let Pβ be the law of the random walk V := (Vn)n∈N starting from the origin
and whose increments (Ui)i∈N are i.i.d. and follow a discrete Laplace law, that is,

(2.1) Pβ(U1 = k) = e− β
2 |k|

cβ

∀k ∈ Z with cβ := 1 + e−β/2

1 − e−β/2

and we set σ 2
β := Varβ(U1). For L ∈N and N ∈ {1, . . . ,L} we set

(2.2) VN,L−N := {
V : GN(V ) = L−N,VN+1 = 0

}
with GN(V ) =

N∑
i=0

|Vi |,

and we denote by TN the one-to-one correspondence that maps VN,L−N onto LN,L

as

(2.3) TN(V )i = (−1)i−1Vi for all i ∈ {1, . . .N}.
For n ∈ N and for V = (Vi)

∞
i=0 ∈ Z

N, we define Kn(V ) := n+GN(V ) =∑n
i=1 1+

|Vi | and its pseudo-inverse

(2.4) ξs = inf
{
i ≥ 0 : Ki(V ) ≥ s

}
, s ∈ [0,∞).

We note incidentally that (2.4) implies Kj = max{n ≥ 1 : ξn = j} for j ∈N0. With
a slight abuse of notation (and for random walk trajectories V only) we will call
Kn the geometric area swept by V up to time n although it would be more correct
to call it geometric area plus extension.

With these notation in hand, we state the fundamental Theorem B below. With
this theorem, we claim that at criticality, studying the model IPDSAW is com-
pletely equivalent to studying the V random walk conditioned on sweeping a pre-
scribed geometric area.
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FIG. 1. Critical IPDSAW, length L = 60,000, exact simulation.

THEOREM B (Random walk representation at criticality).

(2.5) PL,βc(l ∈ ·) = Pβc

(
TξL

(V ) ∈ ·|VξL+1 = 0,KξL
= L

)
.

This theorem will be proven in Section 3.3.

2.2. Center-of-mass walk and profile. With every l ∈ �L, we associate M̃l,L

and |̃l|L the cadlag processes on [0,∞) obtained by rescaling the center-of-mass
walk Ml and the profile |l| by L2/3 horizontally and by L1/3 vertically, that is,

M̃l,L(s) = 1

L1/3 Ml,�sL2/3�∧Nl
, s ∈ [0,∞),(2.6)

|̃l|L(s) = 1

L1/3 |l�sL2/3�∧Nl
|, s ∈ [0,∞),(2.7)

where Nl is the number of vertical stretches composing l (i.e., l ∈ LNl,L).
We denote by RL,β the law of (|̃l|L, M̃l,L) with l sampled from PL,β and we

state Theorem C which claims that the rescaled profile and center-of-mass walk
of a typical configuration of the critical-IPDSAW converge simultaneously toward
independent Brownian motions stopped at some particular random time. This theo-
rem is illustrated with Figure 1, where an exact simulation of the critical IPDSAW
is provided in length L = 60,000.

THEOREM C. At criticality (β = βc), we have

(2.8) RL,β
d−−−→

L→∞
(|Bs∧a1 |,Ds∧a1

)
s∈[0,∞),

where B and D are independent Brownian motions of variance σ 2
β and

σ 2
β

4 , respec-
tively, where a1 is the time at which the geometric area described by B reaches 1,
that is,

∫ a1
0 |Bu|du = 1 and with B conditioned on the event Ba1 = 0.

We will prove in Section 4.2 that Theorem C implies Theorem A. For this rea-
son, the target of the present paper will become to prove Theorem C, but let us
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first recall Theorem B which allows us to view RL,β as the law of two other cadlag
processes built with the V random walk. In this spirit, for a given random walk
trajectory V , we define M = (Mi)

∞
i=0 the counterpart of the center-of-mass walk

introduced in (1.11) as

(2.9) Mi =
i∑

j=1

(−1)j+1 Uj

2
, i ∈ N,

and with M0 = 0. We let V̂L and M̂L be the cadlag processes obtained after rescal-
ing V and M by L2/3 in time and by L1/3 in space and stopped at ξL [recall (2.4)],
that is,

V̂L :
[0,∞) →R

s �→ L− 1
3 V�sL2/3�∧ξL

and

(2.10)

M̂L :
[0,∞) →R

s �→ L− 1
3 M�sL2/3�∧ξL

.

A consequence of Theorem B is that

(2.11) RL,βc =Law
(|V̂L|, M̂L

)
with V sampled from Pβc(·|VξL+1 = 0,KξL

= L). In the proof of Therorem C (see
Section 4.3 below), we will use the representation of RL,βc in (2.11).

Renewal structure. We introduce a renewal structure which roughly consists of
the excursions of the V random walk away from the origin and turns out to be a
fundamental tool of our analysis. To that purpose, we define a sequence of stopping
times (τk)k∈N similar to ladder times by the prescription τ0 = 0 and

(2.12) τk+1 = inf{i > τk : Vi−1 �= 0 and Vi−1Vi ≤ 0},
so that the length of the kth excursions is given by

(2.13) Nk = τk − τk−1 (k ≥ 1),

and the area swept

(2.14) Ak = |Vτk−1 | + · · · + |Vτk−1| (k ≥ 1).

For each excursion, we consider the sum of its length and its geometric area. For
this reason, we define the quantity Xi = Ni +Ai for i ∈ N and, with a slight abuse
of notation, we will call Xi the geometric area swept by the ith excursion. We set
S0 = 0 and Sn = X1 + · · · + Xn for n ≥ 1 so that we can define X a random set of
points on N0 as

(2.15) X= {Sn,n ∈ N0}.
We will also need to consider vL the number of excursions that have been com-
pleted by V when its geometric area reaches L, that is, vL := max{i ≥ 0 : Si ≤ L}.
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REMARK 2.1. It turns out that it is sufficient to prove Theorem C with V

sampled from Pβc(·|L ∈ X) instead of Pβc(·|VξL+1 = 0,KξL
= L). Understanding

this last point requires to define, for every L ∈ N, the random variable yL which,
for V sampled from Pβc(·|VξL+1 = 0,KξL

= L), records the length along which V
sticks to the origin before ξL + 1, that is,

yL := max{k ≥ 0 : VξL−k+1 = · · · = VξL+1 = 0}.
We will prove in Section 4.1 that (yL)L∈N forms a tight family of random variables
and, therefore, it is sufficient to consider the events yL = k for finitely many k.
Moreover, for k ∈ N, the event yL = k yields that L − k + 1 ∈ X and VξL−k+1 = 0,

so that the trajectory (Vi)
ξL−k+1
i=0 has for law Pβc(·|L − k + 1 ∈ X,VξL−k+1 = 0). We

conclude by noticing that the symmetric Laplace distribution of the increments of
V yields that (Vi)

ξL−k

i=0 and (Mi)
ξL−k

i=0 have the same law when V is sampled from
Pβc(·|L−k+1 ∈X,VξL−k+1 = 0) as when V is sampled from Pβc(·|L−k+1 ∈ X).

REMARK 2.2. Our strategy to prove Theorem C is reminiscent of the strat-
egy used in Deuschel, Giacomin and Zambotti (2005) to derive the scaling limit
of a particular polymer model, that is, the critical wetting model. To be more spe-
cific, the authors prove that, at criticality, a 1+1-dimensional L-step random walk
pinned at an horizontal hard-wall, constrained to start and end at the wall and
rescaled in time by L and in space by

√
L converges in distribution toward the

modulus of a Brownian bridge. To achieve this result, they display a smart recon-
struction of the path under the polymer measure using the following 4 features of
their model:

(i) the Hamiltonian only depends on |AL| where AL := {0, y1, . . . , ynL
= L}

is the set of pinned sites of a given L-step random walk path. Moreover, under the
critical polymer measure, 1

L
AL converges in law toward A∞ := {s ∈ [0,1] : βs =

0} with (βs)s∈[0,1] a Brownian bridge,
(ii) under the a priori random walk law P and once conditioned on AL :=

{0, y1, . . . , ynL
= L} the excursions of the random walk are independent and their

respective length are prescribed by the inter-arrivals of AL,
(iii) a random walk excursion of length N rescaled in time by N and in space

by
√

N converges in distribution toward a standard Brownian excursion,
(iv) under the critical polymer measure, the inter-arrivals of AL, that is, (yi+1 −

yi)i≥0 are almost surely finite and heavy-tailed random variables.

Their technique consists of using (i) in combination with Skohorod’s representa-
tion theorem to first sample AL under the polymer measure and A∞ such that
1
L
AL converges almost surely toward A∞. Then, with (iv) they claim that it suf-

fices to consider finitely many inter-arrivals (and therefore excursions) of AL to
reconstruct a fraction of the path arbitrary close to 1. Finally, they use (ii)–(iii) in
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combination with Skohorod’s representation theorem to sample random walk ex-
cursions on the longest inter-arrivals of AL and recover the modulus of a Brownian
bridge.

Let us briefly describe the four features of IPDSAW (a)–(d) which can be sub-
stituted to (i)–(iv) above in order to adapt this reconstruction technique to our
context:

(a) Theorem B implies that the Hamiltonian of IPDSAW is somehow absorbed
in the auxiliary random walk law Pβ(·|L ∈ X). The sequence of cumulated geo-
metric areas XL := X ∩ [0,L] = {0, x1, . . . , xvL

} [recall (2.15)] plays the role of
AL and 1

L
XL converges in distribution toward X∞ := {s ∈ [0,1] : Bas = 0} where

B is defined as in the statement of Theorem C.
(b) Under the random walk law Pβ and once conditioned on XL, Proposi-

tion 3.1 below guarantees that the excursions (in modulus) are independent and
their respective geometric area are prescribed by the interarrivals of XL.

(c) With Theorem F, we claim that, once conditioned on sweeping a geometric
area N , a random walk excursion and its associated center-of-mass walk rescaled
in time by N2/3 and in space by N1/3 converge toward a Brownian excursion
normalized by its area and an independent Brownian motion.

(d) Under Pβ , the interarrivals of XL, that is, (zi+1 − zi)i≥0 are almost surely
finite and heavy-tailed random variables.

Although the statements (a)–(d) constitute the skeleton of our path reconstruction
[borrowed from Deuschel, Giacomin and Zambotti (2005)], adapting this method
to the context of critical-IPDSAW raises two major additional challenges that are
addressed in the present paper. The first difficulty comes from the fact that we
consider simultaneously the random walk VL and its associated center-of-mass
walk ML. If the random walk comes back very close to the origin at the end of
its excursions this is not the case of the center-of-mass walk. Therefore, one needs
information on the position of ML at the beginning of every long excursion of VL.
This requires to control the fluctuations of ML on the “short” excursions of VL and
it will be the object of Propositions 2.4 and 2.5 in Section 2.3.

The second difficulty comes from the fact that the system size L provides a
conditioning on the geometric area rather than on the length of the paths taken
into account. To be more specific, in the wetting model the paths are constrained
to complete their last excursion with a total length that equals L whereas in the
present model there are no constraint on the total length but the paths must com-
plete their last excursion with a total geometric area that equals L. This is the
reason why we perform below a time change on V̂L and M̂L so that the resulting
random processes are defined on [0,1] and that for s ∈ [0,1] they are observed at
the time at which the geometric area swept by V equals sL. Operating this time
change allows us to state Theorem D whose proof is simpler although it is equiva-
lent to Theorem C.
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We recall (2.4) and we define the time-changed cadlag processes ṼL and M̃L as

ṼL :
[0,1] → R

s �→ L− 1
3 VξsL

and

(2.16)

M̃L :
[0,1] → R

s �→ L− 1
3 MξsL

.

We will need to perform the same type of time change for the standard Brownian
motion B , that is, for s ≥ 0 we denote by As the geometric area swept by B up to
time s, that is,

(2.17) As =
∫ s

0
|Bu|du.

The continuity and strict monotonicity of A allows us to define a as the inverse
of A, that is, Aas = s for s ∈ [0,∞). For B and D two independent Brownian
motions, we define the continuous processes B̂ , B̃ , D̂ and D̃ as the Brownian
counterparts of ṼL, V̂L, M̃L and M̂L, respectively, that is,

B̂ : [0,∞) →R

s �→ Bs∧a1

and B̃ : [0,1] →R

s �→ Bas

(2.18)

D̂ : [0,∞) →R

s �→ Ds∧a1

and D̃ : [0,1] → R

s �→ Das .
(2.19)

We denote by R̃L,β the law of (|ṼL|, M̃L) when V is sampled from Pβc(·|L ∈ X)

and we state Theorem D which is the counterpart of Theorem C with ṼL, M̃L, B̃, D̃

instead of V̂L, M̂L, B̂, D̂. In Section 4.3, we will display an explicit link between
those quantities with equations (4.4) and (4.5) and we will prove that Theorem C
is a consequence of Theorem D.

THEOREM D. For β > 0,

(2.20) R̃L,β
d−−−→

L→∞
(|Bas |,Das

)
s∈[0,1],

where B and D are independent Brownian motions of variance σ 2
β and

σ 2
β

4 , respec-
tively, where a is the inverse function of the geometric area swept by B , and where
B is considered under the conditioning {Ba1 = 0}.

2.3. Outline of the proof of Theorem D. Our proof of Theorem D relies on
the renewal structure introduced in (2.12)–(2.15) above and it may be divided into
three steps:
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1. Handling small excursions of random walk with Proposition 2.4, of Brown-
ian motions with Proposition 2.5.

2. Handling large excursions with Theorems E. F and G,
3. Reconstructing the limiting process with Proposition 2.6.

Here the geometric area of each excursion will be of particular importance. For
k ∈ N, we will indeed truncate the rescaled profile |ṼL| and the rescaled center-
of-mass walk M̃L (resp., the time-changed Brownian motions |B̃| and D̃) outside
the excursions of V (resp., B) sweeping a geometric area larger than L/k (resp.,
1/k) to obtain |ṼL,k| and M̃L,k (resp., |B̃k| and D̃k). Then the proof of Theorem D
will be organized as follows. With Proposition 2.4 (proven in Section 5.2), we
state that provided k and L are large enough, ‖M̃L − M̃L,k‖∞ + ‖ṼL − ṼL,k‖∞
is arbitrary small in probability. With Proposition 2.5 (proven in Section 5.3) we
prove that, provided k is large enough ‖B̃ − B̃k‖∞ + ‖D̃ − D̃k‖∞ also is arbitrar-
ily small in probability. Finally, with Proposition 2.6 (proven in Section 5.1), we
provide a simplified version of Theorem D by substituting the truncated processes
(|ṼL,k|, M̃L,k) to (|ṼL|, M̃L) and (B̃k, D̃k) to (|B̃|, D̃), respectively. Those three
propositions imply Theorem D.

REMARK 2.3. For the sake of conciseness, we will display the proof of The-
orem D under the law Pβ,μβ instead of Pβ . The only difference between those two
laws is that, under Pβ,μβ the law of V0 is μβ [defined in (3.1)] which is symmetric
on Z with an exponential tail. Proving Theorem D under Pβ is not more difficult
but (and this is explained in Proposition 3.1 below) it would force us to consider
separately the very first excursion of each path from all the other excursions. This
distinction is not necessary anymore under Pβ,μβ and this lightens the proofs a
little bit.

Truncation of the profile and center-of-mass walk. We recall (2.9) and we ob-
serve that the center-of-mass walk can be written as

Mi = −V0

2
+

i∑
j=1

(−1)j−1 Vj − Vj−1

2
(2.21)

=
i−1∑
j=0

(−1)j−1Vj + (−1)i−1 Vi

2
, i ∈ N.

We recall (2.12) and for every r ∈ N, we let Mexc(r) be the contribution of the r th
excursion to the center-of-mass walk, that is,

(2.22) Mexc(r) =
τr−1∑

i=τr−1

(−1)i−1Vi.
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For x ∈ N, we truncate V outside the excursions of geometric area larger than
x to obtain (V +

x (i))i∈N∪{0} [see (2.23) below]. Similarly, with the help of (2.22)
we define the discrete process (M+

x (i))i∈N∪{0} which remains constant outside the
excursions of geometric area larger than x and follows the center-of-mass walk
elsewhere, that is, for every t ∈ N and i ∈ {τt−1, . . . , τt − 1}:

M+
x (i) :=

t−1∑
r=1

Mexc(r)1{Xr≥x}

+
[

i−1∑
j=τt−1

(−1)j−1Vj + (−1)i−1 Vi

2

]
1{Xt≥x},(2.23)

V +
x (i) := Vi1{Xt≥x}.

For k ∈ N, we let ṼL,k and M̃L,k be the cadlag processes obtained from VL/k and
ML/k as we obtained M̃L from ML, that is,

M̃L,k(s) := 1

L1/3 M+
L/k(ξsL), s ∈ [0,1],

ṼL,k(s) := 1

L1/3 V +
L/k(ξsL), s ∈ [0,1].

(2.24)

Truncation of Brownian motion. As in the discrete case, we truncate B̃ and D̃

outside the excursions of B sweeping a geometric area larger than 1/k to obtain
B̃k and D̃k , that is,

D̃k(s) =
∫ as

0
1�k

(u) dDu,

B̃k(s) = B̃s1�k
(s),

(2.25)

where �k := {u > 0 : Adu − Agu ≥ 1
k
} with du = du(B) := inf{t > u : Bt = 0},

gu = sup{t < u : Bt = 0} so that du − gu (resp. Adu − Agu ) is the length (resp., the
geometric area) of the excursion straddling u.

With these truncated processes in hand we can state Propositions 2.4 and 2.5 in
order to compare the time-changed profile |ṼL| and center-of-mass walk M̃L and
the time-changed Brownian motions B̃ and D̃ with their truncated versions.

PROPOSITION 2.4. For every ε > 0,

lim
k→∞ lim sup

L→∞
Pβ,μβ

(
sup

s∈[0,1]
∣∣ṼL(s) − ṼL,k(s)

∣∣≥ ε|L ∈ X
)

= 0,(2.26)

lim
k→∞ lim sup

L→∞
Pβ,μβ

(
sup

s∈[0,1]
∣∣M̃L(s) − M̃L,k(s)

∣∣≥ ε|L ∈ X
)

= 0.(2.27)



SHAPE THEOREM FOR CRITICAL IPDSAW 889

PROPOSITION 2.5. For every ε > 0,

lim
k→∞P

(
sup

s∈[0,1]
∣∣B̃(s) − B̃k(s)

∣∣≥ ε
)

= 0,(2.28)

lim
k→∞P

(
sup

s∈[0,1]
∣∣D̃(s) − D̃k(s)

∣∣≥ ε
)

= 0,(2.29)

where B and D are defined as in Theorem D.

Theorem E, proven, for instance, in Caravenna, Sun and Zygouras ((2016),
Proposition A.8), claims that once rescaled by L and when sampled from Pβ(·|L ∈
X), the set X∩ [0,L] converges in law (in the space of closed subsets of [0,1] en-
dowed with the Hausdorff distance) toward C̃1/3 := C1/3 ∩ [0,1] conditioned on
1 ∈ C1/3 where C1/3 is the 1/3-stable regenerative set. This is a consequence of
(3.2) below which guarantees that X is a renewal process with tail exponent 1/3.

THEOREM E. For L ∈N, we let X be sampled from Pβ,μβ (·|L ∈ X), then

(2.30) lim
L→∞

X∩ [0,L]
L

=Law C̃1/3.

Theorems F and G below are proven in a companion paper Carmona and Pétrélis
(2017). With Theorem F, we state that a random walk excursion (together with its
center-of-mass walk) conditioned to have a prescribed area L, properly rescaled
and subject to an ad hoc time change converge toward a Brownian excursion nor-
malized by its area (together with an independent Brownian motion) also subject
to a similar time change.

THEOREM F. We consider V sampled from Pβ,μβ (·|X1 = L), then

lim
L→∞

(∣∣ṼL(s)
∣∣, M̃L(s)

)
s∈[0,1] =Law (Eas ,Bas )s∈[0,1],(2.31)

where E is a Brownian excursion normalized by its area and a is the inverse func-
tion of this area and where B is a standard Brownian motion independent of E .

Let Y be distributed as (|Bas |)0≤s≤1 conditioned by Ba1 = 0. Then Y is dis-
tributed as ((3

2ρt)
2/3, t ∈ [0,1]) where (ρt )t∈[0,1] is a Bessel bridge of dimension

δ = 4/3. We let Z(Y ) be the set of zeros of Y , that is, Z(Y ) = {s ∈ [0,1] : Y(s) =
0}. We let also πY be the law of an excursion of Y renormalized by its extension
and let γE be the law of Ea defined in (2.31) above.

THEOREM G. The following equalities in distribution hold true:

(2.32) Z(Y ) =Law C̃1/3 and πY = γE .
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Propositions 2.4 and 2.5 are of key importance, because they reduce signifi-
cantly the level of complexity of Theorem D. It becomes indeed sufficient to prove
Proposition 2.6 below which is a simplified version of Theorem D to the extent
that the profile and center of mass walk are replaced by their truncated version. We
let R̃k

L,β be the joint law of (|ṼL,k|, M̃L,k) under Pβ,μβ (·|L ∈ X) and B and D be
independent Brownian motions as defined in the statement of Theorem D.

PROPOSITION 2.6. For every k ∈ N,

(2.33) R̃k
L,β

d−−−→
L→∞

(
B̃k, D̃k).

In Section 5.1, we prove Proposition 2.6 subject to Theorems E, F and G.

3. Preparations. In Section 3.1 below, we give a complete description of the
renewal structure introduced in (2.12)–(2.15) and consisting of excursions of the
path away from the origin. We recall some facts from Carmona and Pétrélis (2016)
concerning the geometric area and extension of those excursions and we go further
by giving a method to reconstruct a trajectory V of law Pβ,μβ with the help of
independent excursions. In Section 3.2, we justify the use of Skorokhod lemma for
those cadlag processes considered in the present paper. In Section 3.3, we prove
Theorem B.

3.1. More about the renewal process. We recall (2.12)–(2.15), we let μβ be a
probability law on Z defined as

(3.1) μβ(k) = 1 − e−β/2

2
e− β

2 |k|1(k �=0) + (
1 − e−β/2)1(k=0),

and we let Pβ,x be the law of the random walk starting from V0 = x ∈ Z and
Pβ,μβ be the law of the random walk when V0 has distribution μβ . In Carmona
and Pétrélis ((2016), Lemma 4.6), the tail distribution of X1 is displayed as well as
a renewal theorem for the set X. To be more specific, for x ∈ {0,μβ} there exists a
cx,β > 0 and dx,β > 0 such that

(3.2) Pβ,x(X1 = n) = cx,β

n4/3

(
1 + o(1)

)
and Pβ,x(n ∈ X) = dx,β

n2/3

(
1 + o(1)

)
.

Note that Lemma 4.6 in Carmona and Pétrélis (2016) is stated under Pβ,μβ but
holds true under Pβ as well.

In the present paper, we need to go further in the analysis of the renewal. With
the help of (τk)k≥0, we divide any random walk trajectory V into a sequence of ex-
cursions (Ek)k≥0 and we also denote by (|E|k)k≥0 the same excursions in modulus,
that is, for k ∈ N,

(3.3) Ek = (i,Vi)i∈{τk−1,...,τk−1} and |E|k = (
i, |Vi |)i∈{τk−1,...,τk−1}.
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We will consider this sequence under Pβ and Pβ,μβ . It is not true that the excur-
sions themselves are independent because the sign of any excursion depends on
the sign of the preceding excursion. However, when considered in modulus, those
excursions are independent.

PROPOSITION 3.1. Under Pβ the random processes (|E|k)k≥1 are indepen-
dent and the sequence (|E|k)k≥2 is i.i.d. The law of |E|1 is that of the first excursion
(in modulus) of a random walk of law Pβ,0 and for k ≥ 2 the law of |E|k is that of
the first excursion (in modulus) of a random walk of law Pβ,μβ .

Under Pβ,μβ the random processes (|E|k)k≥1 are i.i.d. The law of |E|1 is that of
the first excursion (in modulus) of a random walk of law Pβ,μβ .

PROOF. We note that V is a Markov chain, that τk is a stopping time (for
k ∈ N) and that for every x ∈ Z the law of |E|1 under Pβ,x equals the law of |E|1
under Pβ,|x|. Therefore, the proof of Proposition 3.1 will be complete once we
show (by induction) that for every k ∈ N, the random variable |Vτk

| is independent
of the σ -algebra σ(E1, . . . ,Ek, τk) and has the same law as |T | with T a random
variable of law μβ .

We pick t1 < t2 < · · · < tk ∈ N and (v0, . . . , vtk−1) ∈ Z
tk that are compatible

with the event

Mk := {
E1 = (v0, . . . , vt1−1), . . . ,Ek = (vtk−1, . . . , vtk−1)

}
.

We set x ∈ N0 and we compute C := Pβ,μβ (Mk ∩ {|Vτk
| = x}) as

C = Pβ,μβ

(
V0 = v0, . . . , Vtk−1 = vtk−1,Vtk = −sign(vtk−1)x

)
= Pβ,μβ (V0 = v0, . . . , Vtk−1 = vtk−1)Pβ,μβ

(
U1 = x + |vtk−1|)(3.4)

= Pβ,μβ (Mk)
Pβ,μβ (U1 = x + |vtk−1|)

Pβ,μβ (U1 ≥ |vtk−1|) .

The ratio on the RHS in (3.4) is equal to (1 − e− β
2 )e− β

2 x which is exactly P(|T | =
x) when T has law μβ . This completes the proof. �

Random walk reconstruction. Proposition 3.1 will allow us to reconstruct a ran-
dom walk of law Pβ,μβ with a sequence of independent excursions (in modulus).
With Definition 3.2 below we give the details of this construction.

DEFINITION 3.2. Let (εi)i∈N be an i.i.d. sequence of symmetric Bernoulli
trials taking values 1 and −1. Let also (W0,W1, . . . ,Wτ1) be the first excursion of a

trajectory W with law Pβ,μβ . Independently from (εi)i∈N, let {(V j
i )

i∈{0,...,τ
j
1 }, j ≥

1} be a sequence of independent copies of (W0,W1, . . . ,Wτ1−1) and set τ0 = 0 and

τj = τj−1 + τ
j
1 for j ≥ 1. Finally, define V as follows:
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• Vi = V 1
i , i ∈ {0, . . . , τ1 − 1},

• for j ≥ 2 if V
j
0 �= 0 then Vi = −sign(Vτj−1−1)|V j

i−τj−1
| for every i ∈ {τj−1, . . . ,

τj − 1},
• for j ≥ 2 if V

j
0 = 0 then Vi = εj |V j

i−τj−1
| for every i ∈ {τj−1, . . . , τj − 1}.

The resulting stochastic process V is a random walk of law Pβ,μβ .

REMARK 3.3. The construction in Definition 3.2 will be used in Section 5.2
and we note that, by construction, the sequence of signs (εi)i∈N is independent of
the modulus of the trajectory (|Vi |)i∈N0 and also independent of (τi)i∈N0 .

With Definition 3.4 below we display an alternative construction in order to
generate a random walk of law Pβ,μβ (·|L ∈ ξ). This construction will be used in
Section 5.1.

DEFINITION 3.4. Let (εi)i∈N be an i.i.d. sequence of symmetric Bernoulli
trials taking values 1 and −1. Recall (2.15) (and the definition of vL below) and
independently from (εi)i∈N sample a random set

X = {0,X1, . . . ,X1 + X2 + · · · + XvL−1,L}
under Pβ(·|L ∈ ξ). Independently from (εi)i∈N and X, sample for every j ∈
{1, . . . , vL} the excursion (V

j
i )i∈{0,...,τ j } with law Pβ,μβ (·|X = Xj). Set τ0 = 0

and τj = τj−1 + τ j for j ≥ 1. Finally, define V as follows:

• Vi = V 1
i , i ∈ {0, . . . , τ1 − 1},

• for j ≥ 2 if V
j
0 �= 0 then Vi = −sign(Vτj−1−1)|V j

i−τj−1
| for every i ∈ {τj−1, . . . ,

τj − 1},
• for j ≥ 2 if V

j
0 = 0 then Vi = εj |V j

i−τj−1
| for every i ∈ {τj−1, . . . , τj − 1}.

The resulting stochastic process V is a random walk of law Pβ,μβ (·|L ∈X).

3.2. Skorohod’s representation theorem for cadlag random functions. Along
the paper, we will often need to consider some piecewise constant cadlag processes
defined either on [0,∞) or on [0,1]. We will also need to consider the interpolated
versions of such processes. To that aim we define two sets of functions, that is, for
I ∈ {[0,1], [0,∞)}, we let (CI , d) be the set of continuous functions on I , endowed
with

d(f, g) =
∞∑

k=1

1

2k

‖f − g‖I∩[0,k],∞
1 + ‖f − g‖I∩[0,k],∞

,

and similarly we let (DI , d) be the set of cadlag functions defined on I also en-
dowed with the same distance. We recall that (CI , d) is a Polish space whereas
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(DI , d) is not. Therefore, one can a priori not apply directly the Skorohod’s repre-
sentation Theorem in (DI , d) (see Billingsley (2008), Theorem 6.7). Let us explain
briefly below how this difficulty can be handled.

For n ∈ N, we will only consider functions F that are piecewise constant and
cadlag, defined on I ∈ {[0,∞), [0,1]}, and such that all jumps of F occur at times
belonging to I ∩ N

n
. For such functions, we denote by F int their interpolated ver-

sion, that is,

Fint :
I →R

s �→ (
1 − {sn})F(�sn�

n

)
+ {sn}F

(�sn� + 1

n

)
.

We recall (2.1)–(2.4). All the cadlag processes considered in the rest of the paper
are built with the increments (Ui)

ξL

i=1 [resp., (Ui)
τ1
i=1] of a random walk V of law

Pβ,x(·|L ∈ X) [resp., Pβ,x(·|X1 = L)] with x ∈ {0,μβ}. Since ξL ≤ L and τ1 ≤ L,
it is useful to define for α > 0

(3.5) AL,α := {∃i ∈ {1, . . .L} : |Ui | ≥ α logL
}
.

With (2.1) and (3.2), we easily prove that there exists an α > 0 such that for x ∈
{0,μβ},
(3.6) lim

L→∞ Pβ,x[AL,α|L ∈ X] = 0 and lim
L→∞ Pβ,x[AL,α|X1 = L] = 0.

As a consequence, if we denote by FL (resp., F int
L ) a generic cadlag random pro-

cess (and its interpolated version) build with the increments of V and rescaled
vertically by Lα for some α > 0, we can deduce from (3.6) that for x ∈ {0,μβ}
and for ε > 0

lim
L→∞ Pβ,x

[
d
(
FL,F int

L

)
> ε|L ∈ X

]= 0 and
(3.7)

lim
L→∞ Pβ,x

[
d
(
FL,F int

L

)
> ε|X1 = L

]= 0.

Thus, for F∞ ∈ CI , the convergence in law of (FL)L∈N toward F∞ in (DI , d) is
equivalent to the convergence in law of F int

L toward F∞ in (CI , d). Moreover, the
fact that FL only jumps at times belonging to I ∩ N

L
allows us to reconstruct FL

from F int
L in an easy way. Therefore, Skohorod’s representation Theorem can be

applied in the present paper for convergence in (DI , d) as well.

3.3. Proof of Theorem B. We recall the stretch description of IPDSAW in
(1.7)–(1.9) and we observe that the partition function can be rewritten under the
form

(3.8) ZL,β =
L∑

N=1

∑
l∈LN,L

eβ
∑N−1

i=1 (li∧̃li+1).
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We note that ∀x, y ∈ Z one can write x∧̃y = 1
2(|x| + |y| − |x + y|) and, therefore,

the partition function in (3.8) becomes

ZL,β =
L∑

N=1

∑
l∈LN,L

l0=lN+1=0

exp

(
β

N∑
n=1

|ln| − β

2

N∑
n=0

|ln + ln+1|
)

= cβeβL
L∑

N=1

(
cβ

eβ

)N ∑
l∈LN,L

l0=lN+1=0

N∏
n=0

exp (−β
2 |ln + ln+1|)
cβ

.

(3.9)

At this stage, we recall the definition of the auxiliary random walk V in (2.1)–
(2.2) as well as the family of one to one correspondence (TN)LN=1 between path
configurations and random walk trajectories (see 2.3). Since for l ∈ LN,L the incre-
ments (Ui)

N+1
i=1 of V = (TN)−1(l) in (2.3) necessarily satisfy Ui := (−1)i−1(li−1 +

li), one can rewrite (3.9) as

ZL,β = cβeβL
L∑

N=1

(�β)NPβ(VN,L−N) with �β := cβ

eβ
.(3.10)

The probabilistic representation of the partition function in (3.10) is a key tool
when studying IPDSAW. It allows for instance to spot quickly the critical point
of the model which turns out to be the solution in β of �β = 1. The present pa-
per being fully dedicated to the critical regime of IPDSAW, we will henceforth
always work at β = βc and, therefore, we remove the term �β from the RHS
in (3.10).

Another useful consequence of formula (3.10) is that it provides us with a very
strong link between the polymer law PL,β and the random walk law Pβ condi-
tioned on a suitable event. We recall (2.4), the fact that �βc = 1 and also that
the term indexed by N in the sum in (3.9) corresponds to the contribution to the
partition function of those path in LN,L−N . Consequently, we can derive from
(3.9)–(3.10) that for every N ∈ {1, . . . ,L},

PL,β(Nl = N)

= Pβ(ξL = N |VξL+1 = 0,KξL
= L),

PL,β(l ∈ ·|Nl = N)

= Pβ

(
TN(V ) ∈ ·|ξL = N,VN+1 = 0,KN = L

)
.

(3.11)

Theorem B is a straightforward consequence of (3.11).
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4. Proof of Theorem A subject to Theorem D.

4.1. Tightness of (yL)L∈N (recall Remark 2.1). Let k0 ∈ N, recall that
Pβ(U1 = 0) = 1/cβ and observe that

Pβc(yL > k0,VξL+1 = 0,KξL
= L)

=
L∑

k=k0+1

(
1

cβ

)k

Pβc(VξL−k+1−1 �= 0,VξL−k+1 = 0,KξL−k+1 = L − k + 1)

(4.1)

=
L∑

k=k0+1

(
1

cβ

)k

Pβc(L − k + 1 ∈ X,VξL−k+1 = 0)

=
(

1 − 1

cβ

) L∑
k=k0+1

(
1

cβ

)k

Pβc(L − k + 1 ∈X).

Note that (4.1) can also be written without the event {yL > k0} in the left-hand side
in (4.1) and with a sum running from k = 0 to k = L in the RHS. Therefore, we
recall (3.2) and we obtain that there exists a d > 0 such that Pβc(VξL+1 = 0,KξL

=
L) = d

L2/3 (1 + o(1)). As a consequence (since also cβ > 1) we deduce from (4.1)
that for every ε > 0 we can choose k0 large enough such that Pβc(yL > k0|VξL+1 =
0,KξL

= L) ≤ ε for every L ∈ N.

4.2. From the profile and the center-of mass walk to the occupied set, that is,
proof of Theorem A subject to Theorem C.

PROOF. By the Skorohod’s representation theorem, we can already assert that
there exists (hL,mL)L∈N a sequence of cadlag processes and B and D two inde-

pendent Brownian motions of variance σ 2
β and

σ 2
β

4 respectively, all defined on the
same probability space (�,A,P ) so that:

• P -a.s. it holds that for all K > 0,

(4.2) lim
L→∞ sup

s∈[0,K]
∣∣(hL(s),mL(s)

)− (|Bs∧a1 |,Ds∧a1

)∣∣= 0,

• for all L ∈ N, (hL,mL) has for law RL,βc .

Then we recall the definition of Scrit(B,D) in (1.6) and we note that the random
set

SL(hL,mL)
(4.3)

:=
{
(s, y) ∈ [0, iL] ×R : mL(s) − |hL(s)|

2
≤ y ≤ mL(s) + |hL(s)|

2

}
,

has for law Q
2
3 , 1

3
L,β with iL = sup{s ≥ 0 : s

L1/3 + ∫ s
0 |hL(s)|ds ≤ 1}.
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Then it remains to note that SL(mL,hL) converges P -a.s. toward Scrit(B,D)

for the Hausdorff distance. The almost sure convergence of (mL,hL) toward
(B·∧a1,D·∧a1) implies that iL also converges toward a1 almost surely and this is
sufficient to conclude. �

REMARK 4.1. To be completely rigorous, we must note that, as it is defined

in (4.3), the law of SL(hL,mL) is not exactly Q
2
3 , 1

3
L,β . However, we recall (1.3) and

(1.4) and we observe that by enlarging SL(hL,mL) of 1/L1/3 vertically and by

shifting it of 1/2L2/3 horizontally we retrieve a set of Law Q
2
3 , 1

3
L,β . Finally, since the

Hausdorff distance between those two sets is bounded above by 1/L1/3, working
with SL(hL,mL) is sufficient to conclude.

4.3. Time change, that is, proof of Theorem C subject to Theorem D. As ex-
plained in Remark 2.1, V̂L is considered under the conditioning {L ∈ X} whereas
B̂ is considered under the conditioning {Ba1 = 0}. We observe that, for s ≥ 0,

(4.4) V̂L(s) = ṼL

(
K�sL2/3�∧ξL

L

)
and B̂s = B̃(As∧a1),

and similarly

(4.5) M̂L(s) = M̃L

(
K�sL2/3�∧ξL

L

)
and D̂s = D̃(As∧a1).

Therefore, by Billingsley ((2008), Lemma, p. 151), the proof of Theorem C will
be complete once we show that the following convergence in law holds true:

(4.6) lim
L→∞

(
|ṼL|, M̃L,

K�·L2/3�∧ξL

L

)
=Law

(|B̃|, D̃,A·∧a1

)
.

The following relations between ξ and Ṽ on the one hand and between a and B̃

on the other hand will be of key importance to get (4.6)

as =
∫ s

0

1

|Ba(u)| du =
∫ s

0

1

|B̃(u)| du and

(4.7)

ξsL =
∫ s

0

L

1 + |VξuL
| du =

∫ s

0

L2/3

L−1/3 + |ṼL(u)| du,

where the first equality holds true for s ∈ [0,1] and the second for s in the set JL

of hopping times of s → ξsL.

Outline of the proof of (4.6). We will follow the scheme below:
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1. With the help of Theorem D, we infer the Skorohod’s representation theorem
and state that there exists a sequence of cadlag processes |Ṽ ′

L|, M̃ ′
L and |B̃ ′|, D̃′

defined on the same probability space (�,A,P) such that for P-a.e. ω ∈ �,

(4.8) lim
L→∞

∥∥∣∣Ṽ ′
L

∣∣− ∣∣B̃ ′∣∣∥∥∞,[0,1] = 0 and lim
L→∞

∥∥M̃ ′
L − D̃′∥∥∞,[0,1] = 0

and such that (|Ṽ ′
L|, M̃ ′

L) has the same law as (|ṼL|, M̃L) under the conditioning
{L ∈ X} and (|B̃ ′|, D̃′) are two time-changed independent Brownian motions of

variance σ 2
β and

σ 2
β

4 , respectively, under the conditioning {B ′
a1

= 0}.
2. We define for s ∈ [0,1], the quantity a′(s) with the LHS of formula (4.7) ap-

plied to B̃ ′ and for L ∈ N the quantity ξ ′
sL with the RHS of (4.7) applied to Ṽ ′

L.
Then we show

LEMMA 4.2. For all ε > 0,

(4.9) lim
L→∞P

(
sup

s∈[0,1]

∣∣∣∣ ξ ′
sL

L2/3 − a′(s)
∣∣∣∣≥ ε

)
= 0.

3. Subsequently, we define the quantity A′ as the inverse of a′ and K ′ as

K ′(j) = max
{
i ≥ 1 : ξ ′

i = j
}
, j ≤ ξ ′

L

and we show the following convergence in probability.

LEMMA 4.3. For all ε > 0,

(4.10) lim
L→∞P

(
sup

c∈[0,∞[

∣∣∣∣K
′
�cL2/3�∧ξ ′

L

L
− A′

c∧a′(1)

∣∣∣∣≥ ε

)
= 0.

4. At this stage, (4.8) and Lemma 4.3 allow us to state that

(4.11) lim
L→∞

(∣∣Ṽ ′
L

∣∣, M̃ ′
L,

K ′
�·L2/3�∧ξL

L

)
=Law

(∣∣B̃ ′∣∣, D̃′,A′·∧a′(1)

)
and this implies (4.6) by a straightforward application of Billingsley (2008),
Lemma, p. 151.

REMARK 4.4. We note that since we defined ξ ′ with the help of formula (4.7),
it is a continuous process and therefore it does not have the same law as ξ as
defined in (2.4). However this difference is armless because the set of times J ′

L at
which ξ ′ takes integer values has the same law as the set JL containing the hopping
times of ξ and moreover between two consecutive points of JL (resp., J ′

L) ξ (resp.,
ξ ′) jumps by one unit exactly.
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At this stage, it remains to prove Lemmas 4.2 and 4.3 and we begin with the
proof of (4.9).

PROOF. We recall (4.7). The proof of (4.9) will be complete once we show
that for every ε > 0,

(4.12) lim
L→∞P

(∫ 1

0

∣∣∣∣ 1

L−1/3 + |Ṽ ′
L(u)| − 1

|B̃ ′
u|
∣∣∣∣du ≥ ε

)
= 0.

We define for L ∈ N and η > 0 the three quantities

C1 =
∫ 1

0

∣∣∣∣ 1

L−1/3 + |Ṽ ′
L(u)| − 1

|B̃ ′
u|
∣∣∣∣1{|B̃ ′

u|>η}1{L−1/3+|Ṽ ′
L(u)|>η} du,(4.13)

C2 =
∫ 1

0

1

|B̃ ′
u|

1{|B̃ ′
u|≤η} du,(4.14)

C3 =
∫ 1

0

1

L−1/3 + |Ṽ ′
L(u)|1{L−1/3+|Ṽ ′

L(u)|≤η} du.(4.15)

We immediately observe that (4.8) and the dominated convergence theorem yield
that for η > 0 and for P-a.e ω limL→∞ C1 = 0. Moreover, (4.7) combined with
the fact that B̃ and B̃ ′ have the same law and with the fact that a1 < ∞ yields that
for P-a.e ω the function u �→ 1/|B̃ ′

u| is integrable on [0,1]. This is sufficient to
conclude that for P-a.e ω, limη→0 C2 = 0.

Thus it remains to consider C3. Since Ṽ ′
L and ṼL are equally distributed, it

comes that

C3 =law
1

L

∫ L

0

L1/3

1 + |Vξ�x�|1{(1+|Vξx |)≤ηL1/3} dx

≤ 1

L2/3

∣∣{j ≤ ξL : |Vj | ≤ ηL1/3}∣∣.
(4.16)

Therefore, the proof of (4.12) will be complete once we show that for all ε > 0,

(4.17) lim
η→0

lim sup
L→∞

Pβ

(∣∣{j ≤ ξL : |Vj | ≤ ηL1/3}∣∣≥ εL2/3|L ∈ X
)= 0.

To prove (4.17), we use some results obtained in Carmona and Pétrélis (2016)
under the same conditioning. We recall (2.12)–(2.15) and we denote by (Xi)

vL

i=1 the
order statistics of (Xi)

vL

i=1 and by (Ni )
vL

i=1 the sequence of horizontal excursions
reordered according to the sequence (Xi)

vL

i=1. Then we distinguish between the k

largest such excursions and their lengths, that is, (Xi)ki=1 and the others, that is,

(4.18)
1

L2/3

∣∣{j ≤ ξL : |Vj | ≤ ηL1/3}∣∣≤ A
η
k,L + Bk,L
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with

A
η
k,L = 1

L2/3

k∑
j=1

∣∣{i ∈ {τrj−1, . . . , τrj − 1} : |Vi | ≤ ηL1/3}∣∣ and

Bk,L =
vL∑

i=k+1

Ni

L2/3 ,

(4.19)

and where rj is the index of the j th largest excursion, that is, Xrj := Xj for
j ∈ {1, . . . , k}. In the second step of the proof of Carmona and Pétrélis ((2016),
Proposition 4.7), it is shown that for all ε > 0,

(4.20) lim
k→∞ lim sup

L→∞
Pβ(Bk,L ≥ ε|L ∈ X) = 0.

Thus, the proof of (4.17) will be complete once we show that for all k ∈ N,

lim
η→0

lim sup
L→∞

Pβ

(
k∑

j=1

∣∣{i ∈ {τrj−1, . . . , τrj − 1} : |Vi | ≤ ηL1/3}∣∣≥ εL2/3
∣∣∣

(4.21)

L ∈ X

)
= 0,

which again will be a consequence of the fact that for all j ∈N,

lim
η→0

lim sup
L→∞

Pβ

(∣∣{i ∈ {τrj−1, . . . , τrj − 1} : |Vi | ≤ ηL1/3}∣∣≥ εL2/3|
(4.22)

L ∈ X
)= 0.

The proof of (4.22) goes as follows. For i ∈ {1, . . . , vL}, we denote by Ej :=
(Vi)i∈{τj−1,...,τj−1} the j th excursion of V and we recall that conditionally on
(Xi)i∈{1,...,vL} = (xi)i∈{1,...,vL}, the excursions (Ej )j∈{1,...,vL} are independent and
of law Pβ(·|X1 = x1) for E1 and Pβ,μβ (·|X1 = xj ) for Ej with j ≥ 2. Thus, for
j ≥ 1,

RL,η,ε(j) := Pβ

(∣∣{i ∈ {τrj−1, . . . , τrj − 1} : |Vi | ≤ ηL1/3}∣∣≥ εL2/3|L ∈ X
)

=
L−j∑
�=1

Pβ(Xrj = �|L ∈ X) max
x∈{0,μβ }

{
Pβ,x

(∣∣{i ∈ {0, . . . , τ1 − 1} :(4.23)

|Vi | ≤ ηL1/3}∣∣≥ εL2/3
∣∣∣X1 = �

)}
.

We can argue here that
Xrj

L
under Pβ(·|L ∈ X) converges in distribution toward the

j th largest inter-arrival of an 1/3-stable regenerative set on [0,1] conditioned on
1 being in the set. For this reason, and for every ξ > 0 there exists an m1 > 0 such
that for L large enough

(4.24) Pβ

(
Xrj /∈ [m1L,L]|L ∈ X

)≤ ξ.
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Thus, we let

CL,η,ε := {V : |{i ∈ {0, . . . , τ1 − 1} : |Vi | ≤ ηL1/3| ≥ εL2/3}
and (4.22) will be proven once we show that

(4.25) lim
η→0

lim sup
L→∞

sup
�∈[m1L,L]

max
x∈{0,μβ } Pβ,x(CL,η,ε|X = �) = 0.

From Carmona and Pétrélis ((2017), Proposition 3.4), we know that τ/�2/3 under
Pβ,μβ (·|X = �) [or under Pβ(·|X = �)] converges in distribution toward R the
extension of a Brownian excursion normalized by its area. Thus, for every ξ > 0,
there exists [α1, α2] ⊂ (0,∞) such that for L large enough, we state that for every
� ∈ [m1L,L] we have

max
x∈{0,μβ } Pβ,x

(
τ

�2/3 ∈ [α1, α2]
∣∣∣X = �

)
≤ ξ.

As a consequence, (4.23) will be proven once we show that

lim
η→0

lim sup
L→∞

sup
�∈[m1L,L]

max
x∈{0,μβ } Pβ,x

(
CL,η,ε ∩

{
τ

�2/3 ∈ [α1, α2]
}∣∣∣X = �

)
(4.26)

= 0.

At this stage, we introduce the notation (V̌s)s∈[0,1] = ( 1√
τ
|V�sτ�|)s∈[0,1] and we

note that for � ∈ [m1L,L] and τ ∈ [α1m
2/3
1 L2/3, α2L

2/3] we have

(4.27) CL,η,ε ∩
{

τ

�2/3 ∈ [α1, α2]
}

⊂
{∫ 1

0
1{|V̌s |≤ η

√
α1m

1/3
1

} ds ≥ ε

α2

}
,

where we have used that L1/3 ≤
√

τ√
α1m

1/3
1

and L2/3 ≥ τ
α2

. At this stage, we use the

convergence established in Carmona and Pétrélis ((2017), Theorem A) and (4.27)
to assert that

lim sup
L→∞

sup
�∈[m1L,L]

max
x∈{0,μβ } Pβ,x

(
CL,η,ε ∩

{
τ

�2/3 ∈ [α1, α2]
}∣∣∣X = �

)
(4.28)

≤ P

(∫ 1

0
1{ 1√

R
E(sR)≤ η

√
α1m

1/3
1

} ds ≥ ε

α2

)
,

where E is a Brownian excursion normalized by its area and RE := inf{t > 0 : Et =
0}. We conclude by observing that P almost surely E is continuous on [0,RE ] and
equals 0 at 0 and RE only. Thus, the RHS in (4.28) vanishes as η → 0 and this
concludes the proof. �

At this stage, it remains to prove (4.10).
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PROOF. Let us define

DL,ε :=
{

sup
c∈[0,∞[

∣∣∣∣K�cL2/3�∧ξL

L
− Ac∧a1

∣∣∣∣≥ ε

}
and for η > 0 we set

EL,η =
{

sup
s∈[0,1]

∣∣∣∣ξ�sL�
L2/3 − a(s)

∣∣∣∣≤ η

}
.

By Lemma 4.2, the proof of (4.10) will be complete once we show that there
exists η > 0 such that limL→∞ P(DL,ε ∩ EL,η) = 0. Under the event DL,ε ∩ EL,η

there exists a c ∈ [0, a1 ∧ ξL/L2/3] such that | 1
L
K�cL2/3� − Ac| ≥ ε. Assume that

K�cL2/3� ≥ (Ac +ε)L (the other case is treated similarly). Then cL2/3 ≥ ξK�cL2/3� ≥
ξ(Ac+ε)L and under EL,η we can state that ξ(Ac+ε)L ≥ (aAc+ε − η)L2/3 so that
finally c ≥ aAc+ε − η. But since aAc = c we get η ≥ min{au+ε − au : u ∈ [0,1 −
ε]}. Since a is P -almost surely continuous and strictly increasing on [0,1], we
complete the proof of the lemma by claiming that

lim
η→0

P
(
min

{
au+ε − au : u ∈ [0,1 − ε]}≤ η

)= 0. �

5. Proof of Theorem D.

5.1. Truncated version of Theorem D, that is, proof of Proposition 2.6. We
recall Definition 3.4 and for every L ∈ N, we will generate a random walk path
(Vi)

ξL

i=0 of law Pβ(·|L ∈ X). To begin with, we use Theorem E in combination
with Skorohod’s representation theorem (the set of closed subsets in [0,1] en-
dowed with the Hausdorf distance being a Polish space) to assert that there exists a
sequence of random sets XL and a random set X∞ defined on the same probability
space (�1,A1,P1) and such that:

1. for every L ∈ N, XL has the same law as X ∩ [0,L] with X sampled from
Pβ(·|L ∈ X). We will denote by (XL

j )
vL

j=1 the inter-arrivals of XL, that is,

XL = {
0,XL

1 , . . . ,XL
1 + · · · + XL

vL−1,L
}
,

2. X∞ is a C1/3 regenerative set intersected with [0,1] and conditioned on 1 ∈ X,
3. limL→∞ 1

L
XL(ω) = X∞(ω) for P1-a.e. ω1.

For k ∈ N and every ω1 ∈ �1, we denote by (d∞
1 , f ∞

1 ), . . . , (d∞
r , f ∞

r ) the po-
sitions of the maximal intervals of [0,1] which are not intersecting X∞ and are
larger than 1/k. Note that r := r∞(ω1) is random and bounded above by k. Note
also that X∞

j := f ∞
j − d∞

j > 1/k for every j ∈ {1, . . . , r}. We also denote by rL
the number of intervals of [0,L] larger than L/k whose extremities are consec-
utive points of XL. We let (dL

j , f L
j )

rL
j=1 be the extremities of those intervals and
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(XL
ej,L

)
rL
j=1 their associated interarrivals (i.e., 1 ≤ e1,L < · · · < erL,L ≤ vL). Be-

cause of the almost sure convergence of 1
L
XL toward X∞ we can claim that for L

large enough rL equals r and moreover that for P1-a.e. ω1 and j ∈ {1, . . . , r},
lim

L→∞
(
dL
j , f L

j

)= (
d∞
j , f ∞

j

)
and lim

L→∞XL
ej,L

= X∞
j .(5.1)

We will also need the notation

�∞ =
r⋃

j=1

[
d∞
j , f ∞

j

]
and �L =

rL⋃
j=1

[dL
j , f L

j ).

At this stage, we sample a family of independent random variables
(Y j,N)(j,N)∈N2 on a probability space (�2,A2,P2) as follows:

1. for every (j,N) ∈ N
2, the random variable Yj,N is a Bernoulli with parameter

Pβ,μβ (V0 �= 0|X = N).

At this stage, we use Theorem F and the Skorohod’s representation theorem to de-
fine on the same probability space (�3,A3,P3) a family of independent sequences
of discrete random processes {(Ej,y

N )N∈N, j ∈ N, y ∈ {0,1}} and a family of in-
dependent continuous random processes {(Ej,y(s),Dj,y(s))s∈[0,aj (1)], j ∈ N, y ∈
{0,1}} such that:

1. for every (j,N) ∈ N
2 the random process E

j,0
N = (V

j,0,N
i )

τj,0,N

i=0 has for law

Pβ,μβ (·|V0 = 0,X = N), and the random process Ej,1
N = (V

j,1,N
i )

τj,1,N

i=0 has for
law Pβ,μβ (·|V0 �= 0,X = N),

2. for every (j, y) ∈ N × {0,1}, Ej,y is a Brownian excursion normalized by its
area and aj,y is the inverse function of this area and Dj,y is a standard brownian
motion independent of Ej,y ,

3. for every (j, y) ∈ N× {0,1} and for P3-a.e. ω3,

lim
N→∞ sup

s∈[0,1]

∣∣∣∣ 1

N1/3

∣∣∣∣V j,y,N

ξ
j,y,N
sN

∣∣∣∣−Ej,y(aj,y(s)
)∣∣∣∣= 0 and

(5.2)

lim
N→∞ sup

s∈[0,1]

∣∣∣∣ 1

N1/3 M
j,y,N

ξ
j,y,N
sN

− Dj,y(aj,y(s)
)∣∣∣∣,

where ξj,y,N is the pseudo-inverse of the geometric area (plus extension) of
E

j,y
N defined as in (2.4) and where Mj,y,N is the center-of-mass walk associated

with E
j,y
N , that is,

M
j,y,N
i =

i−1∑
t=0

(−1)t−1∣∣V j,y,N
t

∣∣+ (−1)i−1 |V j,y,N
i |

2
,

i ∈ {0, . . . , τj,y,N − 1},(5.3)
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M
j,y,N

ξ
j,y,N
N

= Mj,y,N
τj,y,N

=
τj,y,N−1∑

t=0

(−1)t−1∣∣V j,y,N
t

∣∣.
Let us note that for every (j,N) ∈ N

2, the random process E
j,Yj,N

N is an excursion
of law Pβ,μβ (·|X = N). To lighten the notation, we will drop the L dependency of
(XL

j ), (dL
j , f L

j ) and ej,L when there is no risk of confusion.
With these tools in hand, we apply for every L ∈ N the construction of

V (given in Definition 3.4) with law Pβ,μβ (·|L ∈ X) on a probability space

(×4
i=1 �i,

⊗4
i=1 Ai ,

⊗4
i=1 Pi ). Of course, XL plays the role of X, then for every

t ∈ {1, . . . , vL} we sample on (�4,A4,P4) an excursion V t of law Pβ,μβ (·|X =
Xt) and independently an i.i.d. sequence of Bernoulli trials (εi)i∈N. We do so ex-
cept that for the indices (ej )

rL
j=1 we replace each excursion V ej (ω1)(ω4) by the

excursion E
j,Yj,Xej

(ω2)

Xej
(ω1)

(ω3) defined above.

For every s ∈ [0,1], we set js := min{t ≤ rL : ft ≥ sL} and for j ∈ {1, . . . , rL}
we let αj,L be the product of (−1)

τej −1 with the sign of the excursion of V indexed
by ej , that is,

αj,L = (−1)
τej −1 sign(Vτej

−1)

= (−1)
τej −1(1{Vτej −1=0}εej

− 1{Vτej −1 �=0} sign(Vτej −1−1)
)

(5.4)

= (−1)
τej −1(1{Yj,Xej

=0}εej
− 1{Yj,Xej

=1} sign(Vτej −1−1)
)
.

For ease of notation, for t ≤ k and u ∈ [0,∞), we will use the following shortcuts
in the computations below:

V̂ t
u := V

t,Yt,Xet
,Xet

ξ
t,Yt,Xet

,Xet
u

and M̂t
u := M

t,Yt,Xet
,Xet

ξ
t,Yt,Xet

,Xet
u

.(5.5)

We recall (2.22)–(2.24) and (5.3) and we observe that the truncated processes M̃L,k

and ṼL,k obtained from V can be written as

|ṼL,k|(s) = 1�L
(sL)

1

L1/3 |VξsL
| = 1�L

(sL)
1

L1/3

∣∣V̂ js

sL−djs

∣∣
(5.6)

= 1�L
(sL)

[
Xejs

L

]1/3([ 1

Xejs

]1/3∣∣V̂ js

sL−djs

∣∣)
and

M̃L,k(s) = 1

L1/3

[js−1∑
t=1

Mexc(et )

+ 1�L
(sL)

(
ξsL−1∑

i=τejs
−1

(−1)i−1Vi + (−1)ξsL−1 VξsL

2

)]
(5.7)
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=
js−1∑
t=1

[
Xet

L

]1/3
αt,L

([
1

Xet

]1/3
M̂t

Xet

)

+ 1�L
(sL)

[
Xejs

L

]1/3
αjs,L

([
1

Xejs

]1/3
M̂

js

sL−djs

)
.

To complete the proof of Proposition 2.6 it remains to identify the limiting distri-
bution of (|ṼL,k|, M̃L,k) [defined in in (5.6)–(5.7)]. The tension of (|ṼL,k|, M̃L,k)

is ensured first by the fact that rL ≤ k (for every L ∈ N) and then by the fact
that for every (j, y) ∈ {1, . . . , k} × {0,1} the convergences in (5.2) ensure that for
N ≥ Nj,y(ω3) the modulus of continuity of ( 1

N1/3 V
j,y,N

ξ
j,k,N
sN

, 1
N1/3 M

j,y,N

ξ
j,y,N
sN

)s∈[0,1] are

arbitrarily small. We conclude by saying that with high probability L/k is larger
than maxj≤k,y∈{0,1} Nj,y . Therefore, we need to obtain the limiting law of finite
dimensional distributions of (|ṼL,k|, M̃L,k) as L → ∞. To that aim, we define two
auxiliary processes |B̃k,L| and D̃k,L as

(5.8) |B̃k,L|(s) = 1�∞(s)
(
X∞

js

)1/3Ejs ,Yjs

(
ajs,Yjs

(s − d∞
js

X∞
js

))
, s ∈ [0,1],

where for every t ≤ r , we set Yt := Yt (ω1,ω2) = Yt,XL
et,L

(which actually explains

the L-dependency of |B̃L,k|) and

D̃k,L(s) =
js−1∑
t=1

(
X∞

t

)1/3
αt,LDt,Yt

(
at,Yt (1)

)
(5.9)

+ 1�∞(s)
(
X∞

js

)1/3
αjs,LDjs,Yjs

(
ajs,Yjs

(s − d∞
js

X∞
js

))
, s ∈ [0,1].

We will complete the proof by first observing that (5.1)–(5.2) implies that for every
s ∈ [0,1] the following convergences occurs for

⊗4
i=1 Pi -a.e. (ωi)

4
i=1 ∈×4

i=1 �i ,
that is,

(5.10) lim
L→∞

∣∣ṼL,k(s)
∣∣− ∣∣B̃k,L(s)

∣∣= 0 and lim
L→∞ M̃L,k(s) − D̃k,L(s) = 0

and then by showing that for every L ∈ N, the two-dimensional process (|B̃k,L|,
D̃k,L) has the same distribution as that of (|B̃k|, D̃k) defined in the statement of
Proposition 2.6. To prove this last point, we prove below that we do not change
the law of (|B̃k,L|, D̃k,L) by removing the terms (αt,L)rt=1 in (5.9). The result-
ing process (|B̃k,L|, D̃k,L) does not depend on L anymore and a straightforward
consequence of Theorem G ensures that this process is distributed as (|B̃k|, D̃k).

For t ∈ N, we let Ft be the sub-σ -algebra of A3 defined as

(5.11) Ft = σ
(
E

j,y
N ,Ej,y,Dj,y; j ≤ t, y ∈ {0,1},N ∈ N

)
.
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The proof will be complete once we show that for every t ≤ r the law of the

(5.12)
(
E t,Yt

(
at,Yt

(
s − d∞

t

X∞
t

))
, αt,LDt,Yt

(
at,Yt

(
s − d∞

t

X∞
t

)))
s∈[0,d∞

t +X∞
t ]

conditioned on the sub-σ -algebra A1 ⊗A2 ⊗Ft−1 ⊗A4 equals the law of

(5.13)
(
E
(
a

(
s − d∞

t

X∞
t

))
,D

(
a

(
s − d∞

t

X∞
t

)))
s∈[0,d∞

t +X∞
t ]

with E a Brownian excursion normalized by its area, a the inverse function of this
area and D is a standard Brownian motion independent of E . Such an equality
indeed allows us to compute the characteristic function of any finite dimensional
distribution of (|B̃k,L|, D̃k,L) by conditioning successively on Ft−1 from t = r up
to t = 1, getting rid at each step of the random variable αt,L.

To prove this later equality in law, we note first that the law of(
E t,Yt

(
at,Yt

(
s − d∞

t

X∞
t

))
,Dt,Yt

(
at,Yt

(
s − d∞

t

X∞
t

)))
s∈[0,d∞

t +X∞
t ]

conditioned on A1 ⊗A2 ⊗Ft−1 ⊗A4 does not depend on Yt (ω1,ω2) and equals
the law of (5.13), second that the random variable αt,L is A1 ⊗A2 ⊗Ft−1 ⊗A4-
measurable and takes values −1 and 1 only, third that for any c ∈ {−1,1} the laws
of (E,D) and (E, cD) are equal.

5.2. The center-of-mass walk outside large excursions, that is, proof of Propo-
sition 2.4. Proposition 2.4 contains two limits. We will display the proof of the
second limit only since the proof of the first limit is way easier. To be more spe-
cific, the first limit gives some control on the fluctuations of the V random walk
sampled from Pβ,μβ (·| · L ∈ X) outside its largest excursions (in terms of geo-
metric area swept). The second limit is much more involved, essentially because,
despite the V random walk, the center-of-mass walk does not come back close to
the origin at the end of every excursion of V .

We recall (2.23) and we observe that for every s ∈ [0,1] we have

(5.14) M̃L(s) − M̃L,k(s) = 1

L1/3

(
MξsL

− M+
L/k(ξsL)

)
.

Therefore, Proposition 2.4 will be proven once we show that for every η > 0

(5.15) lim
k→∞ lim sup

L→∞
Pβ,μβ

(
max
n≤ξL

∣∣Mn − M+
L/k(n)

∣∣≥ ηL1/3∣∣L ∈X
)

= 0.

The proof of (5.15) is divided into 4 steps. In the first step, we prove (5.15) sub-
ject to Claims 5.1 and 5.2 stated below. Claim 5.1 provides a control on the fluctu-
ations of the process whose increments are the altitude differences of the center-of-
mass walk between the endpoints of each small excursions (in terms of area swept).
Claim 5.2, in turn, provides a control on the fluctuations of the center-of-mass walk
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inside each such small excursions. Those two claims are subsequently proven in
Steps 2 and 3, respectively. Note that for the proof of Claims 5.1 and 5.2 we use
the alternative construction of the V trajectory excursion by excursion displayed in
Definition 3.2 (see Section 3.1). Note also that proving Claims 5.1 and 5.2 requires
to use Lemma 5.5 which is proven in step 4 and provides an upper-bound on the
expectation of an auxiliary stopping time.

Step 1: Proof of (5.15) subject to Claims 5.1 and 5.2. We recall (2.22) and for
every j ∈ N we set

T
j,L

k
:=

j∑
r=1

Mexc(r)1{Xr≤L
k
},

Fj := max
i∈{τj−1,...,τj−1}

∣∣∣∣∣
i−1∑

s=τj−1

(−1)s−1Vs + (−1)i−1 Vi

2

∣∣∣∣∣(5.16)

= max
i∈{0,...,τj−τj−1−1}

∣∣∣∣∣
i−1∑
s=0

(−1)s−1V j
s + (−1)i−1 V

j
i

2

∣∣∣∣∣.
In this step, we prove (5.15) subject to Claims 5.1 and 5.2 and to Lemma 5.3 below.

CLAIM 5.1. For every c > 0 and η > 0,

(5.17) lim
k→∞ lim sup

L→∞
Pβ,μβ

(
max

j≤cL1/3
|T

j,L
k
| ≥ ηL1/3

)
= 0.

CLAIM 5.2. For every c > 0 and η > 0,

(5.18) lim
k→∞ lim sup

L→∞
Pβ,μβ

(
max

j≤cL1/3 : Xj≤L
k

Fj ≥ ηL1/3
)

= 0.

LEMMA 5.3 [Lemma 4.12, Carmona and Pétrélis (2016)]. For β > 0 and ε >

0, there exists a cε > 0 such that for L ∈ N,

Pβ,μβ

(
vL ≥ cεL

1/3)≤ ε.

Lemma 5.3 is the same as Lemma 4.12 in Carmona and Pétrélis (2016) except
that it is stated there under Pβ instead of Pβ,μβ but the proof is literally the same
and we will not repeat it here.

We first recall (5.16) and we observe that when L ∈ X then ξL = τvL
− 1 and

we can write

max
n≤ξL

∣∣Mn − M+
L/k(n)

∣∣= max
n≤τvL

−1

∣∣Mn − M+
L/k(n)

∣∣
(5.19)

≤ max
j≤vL

|T
j,L

k
| + max

j≤vL : Xj≤L
k

Fj .
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Therefore, (5.15) (and consequently Proposition 2.4) will be proven once we show
that for every η > 0

(5.20) lim
k→∞ lim sup

L→∞
Pβ,μβ

(
max
j≤vL

|T
j,L

k
| ≥ ηL1/3|L ∈X

)
= 0,

and also

(5.21) lim
k→∞ lim sup

L→∞
Pβ,μβ

(
max

j≤vL : Xj≤L
k

Fj ≥ ηL1/3|L ∈ X
)

= 0.

We recall that

(5.22) vL = max{j ≥ 1 : X1 + · · · + Xj ≤ L},
and we set

(5.23) v′
3L/4 := vL − min

{
j ≥ 1 : X1 + · · · + Xj ≥ L

4

}
.

We observe that

max
j≤vL

|T
j,L

k
| ≤ max

j≤v3L/4
|T

j,L
k
| + max

j∈{vL/2+1,...,vL} |Tj,L
k
|(5.24)

but we can bound from above

max
j∈{vL/2+1,...,vL} |Tj,L

k
| ≤ |T

vL/2,
L
k
| + max

j∈{vL/2+1,...,vL}

∣∣∣∣∣
j∑

r=vL/2+1

Mexc(r)1{Xr≤L
k
}

∣∣∣∣∣
≤ |T

vL/2,
L
k
| +

∣∣∣∣∣
vL∑

r=vL/2+1

Mexc(r)1{Xr≤L
k
}

∣∣∣∣∣(5.25)

+ max
j∈{vL/2+2,...,vL}

∣∣∣∣∣
vL∑

r=j

Mexc(r)1{Xr≤L
k
}

∣∣∣∣∣.
At this stage, we note that

(5.26) vL + 1 − v′
3L/4 = 1 + min

{
j ≥ 1 : X1 + · · · + Xj ≥ L

4

}
and then either L/4 ∈ X and the RHS in (5.26) equals vL/4 + 1 or the RHS in
(5.26) equals vL/4 + 2. In this last case, we note that vL/4 + 2 ≤ vL/2 + 1 except if
vL/4 = vL/2 but this means that XvL/4+1 = XvL/2+1 > L/4 and since the excursions
associated with a geometric area larger than L/k are not taken into account in the
present computation it suffices to choose k ≥ 5 to make sure that

max
j∈{vL/2+1,...,vL}

∣∣∣∣∣
vL∑

r=j

Mexc(r)1{Xr≤L
k
}

∣∣∣∣∣
(5.27)

≤ max
j∈{1,...,v′

3L/4}

∣∣∣∣∣
j∑

r=1

Mexc(vL + 1 − r)1{XvL+1−r≤L
k
}

∣∣∣∣∣.
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We can finally use (5.24)–(5.27) to conclude that

max
j≤vL

|T
j,L

k
|

(5.28)

≤ max
j≤v3L/4

|T
j,L

k
| + 2 max

j∈{1,...,v′
3L/4}

∣∣∣∣∣
j∑

r=1

Mexc(vL + 1 − r)1{XvL+1−r≤L
k
}

∣∣∣∣∣.
In the same spirit, we bound from above

(5.29) max
j≤vL : Xj≤L

k

Fj ≤ max
j≤v3L/4 : Xj≤L

k

Fj + max
j≤v′

3L/4 : Xj≤L
k

FvL+1−j .

By reversibility, we note that under Pβ,μβ (·|L ∈ X), the following equalities in
distribution hold true:

max
j≤v3L/4

|T
j,L

k
| =law max

j∈{1,...,v′
3L/4}

∣∣∣∣∣
j∑

r=1

Mexc(vL + 1 − r)1{XvL+1−r≤L
k
}

∣∣∣∣∣,
(5.30)

max
j≤v3L/4 : Xj≤L

k

Fj =Law max
j≤v′

3L/4 : Xj≤L
k

FvL+1−j .

Thus, we can conclude from (5.28)–(5.30) that (5.20) and (5.21) will be proven
once we show that for every η > 0 we have

lim
k→∞ lim sup

L→∞
Pβ,μβ

(
max

j≤v3L/4 : Xj≤L
k

Fj ≥ ηL1/3∣∣L ∈ X
)

= 0,

lim
k→∞ lim sup

L→∞
Pβ,μβ

(
max

j≤v3L/4
|T

j,L
k
| ≥ ηL1/3∣∣L ∈ X

)
= 0.

(5.31)

At this stage, the two inequalities in (5.31) are straightforward consequences of
Lemma 5.3 above, of Lemma 5.4 and of Claims 5.1 and 5.2. Lemmas 5.4 and
5.3 indeed imply that it is sufficient to prove both inequalities in (5.31) without
the conditioning {L ∈ X} and with cL1/3 instead of v3L/4 so that we are left with
Claims 5.1 and 5.2.

LEMMA 5.4. For every β > 0, there exists a M > 0 such that, for every func-
tion G :⋃∞

k=1 Z
k →R

+ and every L ∈ N, we have

(5.32) Eβ,μβ

[
G(V0, . . . , Vτv3L/4−1)|L ∈X

]≤ MEβ,μβ

[
G(V0, . . . , Vτv3L/4−1)

]
.

PROOF. We compute the Radon–Nikodym density of the image measure of
Pβ,μβ (·|L ∈ X) by (V0, . . . , Vτv3L/4−1) w.r.t. its counterpart without conditioning.

For y ∈ {1, . . . , 3L
4 }, t ∈ {1, . . . , y}, m ∈ {0, . . . , t} and (z0, z1, . . . , zt−1) ∈ Z

t sat-
isfying t + |z1| + · · · + |zt−1| = y, we obtain

Pβ,μβ (v3L/4 = m,Sm = y, τm = t, (V0, . . . , Vt−1) = (z0, . . . , zt−1)|L ∈ X)

Pβ,μβ (v3L/4 = m,Sm = y, τm = t, (V0, . . . , Vt−1) = (z0, . . . , zt−1))

:= GL(y) + KL(y),
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with

GL(y) =
∑L/8

n=0 Pβ,μβ (n ∈ X)Pβ,μβ (X = L − n − y)

Pβ,μβ (L ∈X)Pβ,μβ (X ≥ 3L
4 − y)

,

KL(y) =
∑L/4

n=1+L/8 Pβ,μβ (n ∈ X)Pβ,μβ (X = L − n − y)

Pβ,μβ (L ∈ X)Pβ,μβ (X ≥ 3L
4 − y)

.

(5.33)

The rest of the proof consists in showing that GL(y) and KL(y) are bounded above
uniformly in L ∈ N and y ∈ {0, . . . ,3L/4}. We will focus on GL since KL can be
treated similarly. The constants c1, . . . , c4 below are positive and independent of
L,n, y. By recalling (3.2) and since L − n − y ≥ L/4 when n ∈ {0, . . . ,L/8}
we can claim that in the numerator of GL(y), the term Pβ,μβ (X = L − n − y) is

bounded above by c1/L
4/3 independently of n while

∑L/4
n=0 Pβ,μβ (n ∈X) ≤ c2L

1/3

for every L ∈ N. For the denominator, (3.2) tells us that Pβ,μβ (L ∈ X) ≥ c3/L
2/3

and that

Pβ,μβ

(
X ≥ 3L

4
− y

)
≥ Pβ,μβ

(
X ≥ 3L

4

)
≥ c4

L1/3 , L ∈N, y ∈ {0, . . . ,3L/4}.

This completes the proof. �

Step 2: Proof of Claim 5.1. We recall (2.22) and the Definition 3.2. For every
j ≥ 1, we set

(5.34) Rj :=
τj−τj−1−1∑

i=0

(−1)i−1|Vτj−1+i | =
τ

j
1 −1∑
i=0

(−1)i−1∣∣V j
i

∣∣
so that (Rj )j≥1 is an i.i.d. sequence of random variables satisfying |Rj | =
|Mexc(j)| for every j ≥ 1. We note that, for n ≥ 2,

T
n,L

k
:= T

n−1, L
k

+ (−1)τn−1
[
1{Vτn−1=0}εn

(5.35)
+ 1{Vτn−1 �=0}

(−sign(Vτn−1−1)
)]

Rn1{Xn≤L
k
}

and we define the filtration (Fn)n≥1 by

Fn := σ
(
ε1, . . . , εn, (Vi)i≤τn−1

)
, n ∈ N.

The expectation of T
n,L

k
conditioned by Fn−1 is easily computed since T

n−1, L
k

is
Fn−1 measurable. Therefore, for n ≥ 2 we obtain

Eβ,μβ [T
n,L

k
|Fn−1]

(5.36)
= T

n−1, L
k

− (−1)τn−1sign(Vτn−1−1)Eβ,μβ [1{V0 �=0}R11{X1≤L
k
}],
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and with the subsequent notation

(5.37) ϕ1(x) = Eβ,μβ [1{V0 �=0}R11{X1≤x}], x ∈ N,

we can rewrite T
n,L

k
= Q

n,L
k

− J
n,L

k
such that

Q
n,L

k
:= Mexc(1)1{X1≤L

k
} +

n∑
r=2

Mexc(r)1{Xr≤L
k
}

(5.38)
+ (−1)τr−1sign(Vτr−1−1)ϕ1(L/k),

J
n,L

k
:= ϕ1(L/k)

n∑
r=2

(−1)τr−1sign(Vτr−1−1).(5.39)

Equation (5.35) guaranties that (Q
n,L

k
)n∈N is a L2 martingale (it is L2 since

|Mexc(r)| ≤ Xr for r ≥ 1). The proof of Claim 5.1 will therefore be complete
once we show that

lim
k→∞ lim sup

L→∞
Pβ,μβ

(
max

n≤cL1/3
|Q

n,L
k
| ≥ ηL1/3

)
= 0,(5.40)

lim
k→∞ lim sup

L→∞
Pβ,μβ

(
max

n≤cL1/3
|J

n,L
k
| ≥ ηL1/3

)
= 0.(5.41)

We begin with (5.40) and we apply Doob inequality with the fact that (Q
n,L

k
)n∈N

is an L2 martingale to assert that

(5.42) Pβ,μβ

(
max

n≤cL1/3
|Q

n,L
k
| ≥ ηL1/3

)
≤

4Eβ,μβ [Q2
cL1/3, L

k

]
η2L2/3

and that

Eβ,μβ

[
Q2

cL1/3, L
k

]
= Eβ,μβ

[(
Mexc(1)

)21{X1≤L
k
}
]

(5.43)

+
cL1/3∑
r=2

Eβ,μβ

[(
Mexc(r)1{Xr≤L

k
} + (−1)τr−1sign(Vτr−1−1)ϕ1(L/k)

)2]
.

At this stage, we recall (2.22) and (5.34) which yield that (Mexc(r))2 = R2
r for ev-

ery r ≥ 1. Moreover, (Rr)r≥1 is an i.i.d. sequence of random variables and there-
fore, we deduce from (5.43) that

Eβ,μβ

[
Q2

cL1/3, L
k

]≤ 2cL1/3(Eβ,μβ

[
R2

11{X1≤L
k
}
]+ ϕ1(L/k)2)

(5.44)
≤ 4cL1/3Eβ,μβ

[
R2

11{X1≤L
k
}
]
,
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where the second inequality above is the result of Jensen inequality. As a result,
we need to bound from above the quantity Eβ,μβ [R2

11{X1≤L
k
}], that is,

Eβ,μβ

[
R2

11{X1≤L
k
}
]

= Eβ,μβ

[(
−V0

2
+

τ1−1∑
i=1

(−1)i−1 Vi − Vi−1

2
(5.45)

+ (−1)τ1−2 Vτ1−1

2

)2

1{X1≤L
k
}

]
.

At this stage, we substitute an expectation with respect to Pβ to that w.r.t. Pβ,μβ

in the RHS of (5.45). We proceed as follows. We define, for y ∈ N, the set of
excursions Dy = sups≥1 Ds,y defined with

Ds,y :=
s−2⋃
j=0

{
(vi)

s−1
i=0 : vi = 0 ∀i ≤ j − 1 and vi > 0 ∀i ≥ j and

(5.46)

s +
s−1∑
i=0

|vi | ≤ x

}
so that (5.45) becomes

Eβ,μβ

[
R2

11{X1≤L
k
}
]

= 2
∑
s≥1

∑
v∈Ds,y

Pβ,μβ

(
(Vi)

s−1
i=0 = (vi)

s−1
i=0 and Vs ≤ 0

)
(5.47)

×
(
−v0

2
+

s−1∑
i=1

(−1)i−1 vi − vi−1

2
+ (−1)s−2 vs−1

2

)2

,

where the factor 2 in front of the RHS comes from the fact that negative and pos-
itive excursions contribute the same when computing Eβ,μβ [R2

11{X1≤L
k
}]. At this

stage, we recall (3.1) and we observe that for all v ∈ Ds,y we have

Pβ

(
(Vi+1)

s−1
i=0 = (vi)

s−1
i=0 and Vs+1 = 0

)
(5.48)

= 1

cβ

(
1{v0=0} + 1

2
1{v0 �=0}

)
Pβ,μβ

(
(Vi)

s−1
i=0 = (vi)

s−1
i=0 and Vs ≤ 0

)
.

It remains to combine (5.47) with (5.48) to obtain that there exit c2 > 0 such that

Eβ,μβ

[
R2

11{X1≤L
k
}
]

≤ c2Eβ

[(
−V1

2
+

τ1−1∑
i=2

(−1)i
Vi − Vi−1

2
+ (−1)τ1−1 Vτ1−1

2

)2
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× 1{Vτ1−1>0,Vτ1=0}1{X1≤1+L
k
}

]
(5.49)

= c2

4
Eβ

[(
τ1∑

i=1

(−1)iUi

)2

1{Vτ1−1>0,Vτ1=0}1{X1≤1+L
k
}

]

:= c2

4
ϕ2

(
1 + L

k

)
.

For x ∈ N, we decompose ϕ2(x) with respect to the value taken by τ1, that is,

ϕ2(x) = ∑
s≥2

Eβ

[(
s∑

i=1

(−1)iUi

)2

1{Vs−1>0,Vs=0}1{τ1=s}1{X1≤x}
]

(5.50)
:=∑

s≥2

αs,x

We define for j ∈ N and V ∈ {0} ×Z
N the geometric area seen from the minimum

of V after j steps, that is,

(5.51) Amin,j (V ) = j +
j∑

i=1

∣∣Vi − min{0,V1, . . . , Vj }
∣∣

and we define also

Ws,x := {
(Ui)

s
i=1 : Vs−1 > 0, τ1 = s,Vs = 0,X1 ≤ x

}
,

Os,x := {
(Ui)

s
i=1 : Vs = 0,Amin,s(V ) ≤ x

}(5.52)

and we apply to Ws,x the s shifts θj , j ∈ {0, . . . , s − 1} defined by

θj (u1, . . . , us) = (uj+1, . . . , us, u1, . . . , uj ).

The crucial point here is that for every (u1, . . . , us) ∈ Ws,x and every 0 ≤ j ≤
s − 1:

(a) θj (u1, . . . , us) ∈ Os,x .

(b) Pβ((U1, . . . ,Us) = (u1, . . . , us)) = Pβ((U1, . . . ,Us) = θj (u1, . . . , us)).

(c) Amin,s(u1, . . . , us) = Amin,s(θ
j (u1, . . . , us)).

(d) If s ∈ 2N for (v1, . . . , vs) = θj (u1, . . . , us) we have (
∑s

i=1(−1)ivi)
2 =

(
∑s

i=1(−1)iui)
2.

(e) For every (v1, . . . , vs) ∈⋃s−1
j=0 θj (Ws,x) there exists a unique 0 ≤ j ≤ s − 1

and a unique (u1, . . . , us) ∈Ws,x such that (v1, . . . , vs) = θj (u1, . . . , us).

As a consequence, for every s ∈ 2N and x ∈ N we have the upper bound

(5.53) αs,x ≤ 1

s
Eβ

[(
s∑

i=1

(−1)iUi

)2

1{Vs=0}1{Amin,s (V )≤x}
]
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and, moreover, one can show that there exists a c3 > 0 such that for s ∈ 2N + 1
and x ∈N we have

(5.54) αs,x ≤ c3αs+1,x+1,

since it suffices to add one increment equal to 0 in front of a trajectory from Ws,x

to obtain a trajectory from Ws+1,x+1. We recall (5.50) and, as a consequence of
(5.53) and (5.54), we can claim that

(5.55) ϕ2(x) ≤ ψ(x) + c3ψ(x + 1), x ∈ N,

with

ψ(x) := ∑
p≥1

1

2p
Eβ

[( 2p∑
i=1

(−1)iUi

)2

1{V2p=0}1{Amin,2p(V )≤x}
]

(5.56)

:= ∑
p≥1

1

2p
γ2p,x.

We easily conclude that

γ2p,x ≤ 2Eβ

[( p∑
i=1

(−1)iUi

)2

1{V2p=0}1{Amin,2p(V )≤x}
]

+ 2Eβ

[( 2p∑
i=p+1

(−1)iUi

)2

1{V2p=0}1{Amin,2p(V )≤x}
]

= 4Eβ

[( p∑
i=1

(−1)iUi

)2

1{V2p=0}1{Amin,2p(V )≤x}
]

(5.57)

≤ 4Eβ

[( p∑
i=1

(−1)iUi

)2

1{V2p=0}1{Amin,p(V )≤x}
]

:= 4Ap,x,

where the equality between the RHS in the first and in the second line is obtained
by time inversion. We also observe by applying the Markov property at time p that

(5.58) Ap,x = ∑
y∈Z

Eβ

[( p∑
i=1

(−1)iUi

)2

1{Vp=y}1{Amin,p(V )≤x}
]

Pβ(Vp = y)

and it remains to use a local central limit theorem in Durrett ((2010), Theo-
rem 3.5.2) to claim that there exists a c5 > 0 such that for every y ∈ Z we have
that Pβ(Vp = y) ≤ c5√

p
. Finally,

(5.59) ψ(x) ≤ 2c5
∑
p≥1

1

p3/2 Eβ

[( p∑
i=1

(−1)iUi

)2

1{Amin,p(V )≤x}
]
.



914 P. CARMONA AND N. PÉTRÉLIS

At this stage, we let (Gn)n≥0 be the natural filtration associated with (Ui)i∈N and
we set

(5.60) τ̃x := inf
{
j ≥ 1 : Amin,j (V ) ≥ x

}
,

which is a stopping time with respect to (Gn)n≥1. For every p ∈ N, the inequality
Amin,p(V ) ≤ x implies that p ≤ τ̃x and, therefore,

(5.61) Eβ

[( p∑
i=1

(−1)iUi

)2

1{Amin,p(V )≤x}
]

≤ Eβ

[(p∧τ̃x∑
i=1

(−1)iUi

)2]
.

Using that [(∑n
i=1(−1)iUi)

2 − nEβ(U2
1 )] is a (Gn)n≥1 martingale, we can assert

that for every p ∈ N,

(5.62) Eβ

[(p∧τ̃x∑
i=1

(−1)iUi

)2]
= Eβ(τ̃x ∧ p)Eβ

(
U2

1
)
.

Thus, (5.59)–(5.62) allow us to assert that there exists a c6 > 0 and c7 > 0 such
that

ψ(x) ≤ c6

∞∑
p=1

1

p3/2 Eβ(τ̃x ∧ p) = c6

∞∑
p=1

1

p3/2 Eβ(p1{τ̃x≥p} + τ̃x1{τ̃x<p})

(5.63)

= c6Eβ

[
τ̃x∑

p=1

1√
p

+ τ̃x

∞∑
p=τ̃x+1

1

p3/2

]
≤ c7Eβ(

√
τ̃x) ≤ c7

√
Eβ(τ̃x)

so that finally (5.55) and (5.63) yield that there exists c8 > 0 such that for every
x ∈ N,

(5.64) ϕ2(x) ≤ c8

√
Eβ(τ̃1+x), x ∈ N.

At this stage, we combine (5.42), (5.44), (5.49) with (5.64) (at x = L/k) and we
obtain that there exists c9 > 0 such that

Pβ,μβ

(
max

n≤cL1/3
|Q

n,L
k
| ≥ ηL1/3

)
≤ c9

√
Eβ(τ̃2+L

k
)

η2L1/3 .

Thus, we complete the proof of (5.40) with a straightforward application of
Lemma 5.5 (proven in Step 5).

We continue with the proof of (5.41). We apply Cauchy–Schwarz to (5.37) and
we recall (5.49) to conclude that there exists a c1 > 0 such that

(5.65) ϕ1(x) ≤ Eβ,μβ

[
R2

11{X1≤x}
]1/2 ≤ c1ϕ2(x)1/2.

Then we use (5.64) and Lemma 5.5 to conclude that there exists a c2 > 0 such that

(5.66) ϕ1(x) ≤ c2x
1/6, x ∈ N.
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We recall

J
n,L

k
:= ϕ1(L/k)

n∑
r=2

(−1)τr−1sign(Vτr−1−1)

and, therefore, (5.41) will be proven once we show that

(5.67)

(
1

L1/6 max
n≤cL1/3

∣∣∣∣∣
n∑

r=2

(−1)τr−1sign(Vτr−1−1)

∣∣∣∣∣
)

L∈N
is a tight sequence of random variables.

The idea to perform this proof consists in rewriting the sum in (5.67) as a sum
of i.i.d. centered random variable with a finite second moment. To that aim, we set
r0 = 0 and for every x ≥ 0 we define r1+x := min{j ≥ rx + 1 : Vτj

= 0}. Then, for
every x ∈ N0 we define Yx as

Yx : =
rx+1∑

j=rx+1

(−1)τj sign(Vτj−1)

(5.68)

= (−1)τrx

rx+1−rx∑
j=1

(−1)τj+rx −τrx sign(Vτj+rx −1).

We have implicitly divided the V trajectory into groups of excursions indexed by x.
Except for the very first group (x = 1) every other group begins with an excursion
starting at 0 and the sign of this first excursion is given by εrx+1. Then the sign
of the other excursions in the group are simply alternating so that the sign of the
(rx + j)th excursion is

sign(Vτrx+j−1) = εrx+1(−1)j−1.

As a consequence, we may rewrite, for x ≥ 2

Yx = εrx+1(−1)τrx Zx with Zx :=
rx+1−rx∑

j=1

(−1)τj+rx −τrx +j−1.(5.69)

At this stage, we denote by Gexc(x) the part of the V trajectory (in modulus) made
of the rx+1 − rx excursions contained in the group indexed by x, that is,

Gexc(x) := (|Vτrx
|, |Vτrx +1|, . . . , |Vτrx+1−1|).

We easily observe that (Gexc(x))x≥1 is i.i.d. We also observe that Zx is a function
of Gexc(x) only and that rx+1 − rx follows a geometric law with parameter 1 −
e−β/2 [i.e., Pβ(V1 = 0|V1 ≥ 0)]. As a consequence, (Zx)x≥1 is an i.i.d. sequence
of random variables with a finite second moment. We recall Remark 3.3 which
tells us that (εi)i≥0 is independent of (Gexc(x))x≥0. Since for every x ≥ 0 the
random variable (−1)τrx is σ(Gexc(j), j ≥ 0) measurable and takes values −1
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and 1 only, the fact that (εi)i≥0 is an i.i.d. sequence of symmetric Bernoulli trials
implies that (εrx+1(−1)τrx )x≥0 is also an i.i.d. sequence of symmetric Bernoulli
trials independent of σ(Gexc(j), j ≥ 0). As a result, (Yx)x≥1 is an i.i.d. sequence
of centered random variables with a finite second moment. Thus, the tightness of
the sequence of random variables in (5.67) is a straightforward consequence of
Donsker invariance principle.

Step 3: Proof of Claim 5.2. We set

BL,η :=
{

max
j≤cL1/3 : Xj≤L

k

Fj < ηL1/3
}

(5.70)

=
cL1/3⋂
j=1

{
Xj >

L

k

}
∪
{
Fj < ηL1/3,Xj ≤ L

k

}
,

and we use (5.16) to recall that the sequence (Fj )j∈N is i.i.d. so that

(5.71) Pβ,μβ (BL,η) = e
cL1/3 log(1−Pβ,μβ

(F1≥ηL1/3,X1≤L
k
))
.

Thus, (5.71) guarantees that the proof of Claim 5.2 will be complete once we show
that for every η > 0,

(5.72) lim
k→∞ lim sup

L→∞
L1/3Pβ,μβ

(
F1 ≥ ηL1/3,X1 ≤ L

k

)
= 0.

By using the mapping of trajectories introduced in (5.45)–(5.49), we again substi-
tute the law Pβ to Pβ,μβ in the RHS of (5.72). We indeed obtain that there exists a
c > 0 such that

(5.73) Pβ,μβ

(
F1 ≥ ηL1/3,X1 ≤ L

k

)
≤ cPβ(CL,η),

where

(5.74) CL,η :=
{
F1 ≥ ηL1/3,Vτ1−1 > 0,Vτ1 = 0,X1 ≤ 1 + L

k

}
and with an alternative description of F1, that is,

(5.75) F1 := 1

2
max

i∈{1,...,τ1}

∣∣∣∣∣
i∑

s=1

(−1)s−1Us

∣∣∣∣∣.
We slightly modify the notation in (5.52), that is, for x ∈ N,

W̃s,x := {
(Ui)

s
i=1 : Vs−1 > 0, τ1 = s,Vs = 0,X1 ≤ x,F1 ≥ ηL1/3},

Õs,x :=
{
(Ui)

s
i=1 : Vs = 0,Amin,s(V ) ≤ x,F1 ≥ η

3
L1/3

}(5.76)
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and we note that

(5.77) CL,η := ⋃
s≥2

W̃
s, L

k
.

We apply to Ws,x the s − 1 shifts θj , j ∈ {0, . . . , s − 1} defined by

θj (u1, . . . , us) = (uj+1, . . . , us, u1, . . . , uj ).

The crucial point here is that for every (u1, . . . , us) ∈ W̃s,x and every 0 ≤ j ≤
s − 1, the properties (a)–(c) and (e) stated below (5.52) are still satisfied here with
W̃s,x and Õs,x instead of Ws,x and Os,x whereas the (d) property is replaced by

(5.78) max
j∈{1,...,s}

∣∣∣∣∣
j∑

i=1

(−1)i−1vi

∣∣∣∣∣≥ 1

3
max

j∈{1,...,s}

∣∣∣∣∣
j∑

i=1

(−1)i−1ui

∣∣∣∣∣,
with (v1, . . . , vs) = θj (u1, . . . , us). As a consequence, we obtain the following
upper bound:

(5.79) Pβ(CL,η) ≤∑
s≥2

1

s
Pβ

(
F1 >

ηL1/3

3
,Vs = 0,Amin,s ≤ L

k

)
.

At this stage, we consider a sequence of s increments (Ui)
s
i=1 such that the as-

sociated V trajectory satisfies Vs = 0 and Amin,s(V ) ≤ L
k

. Then the Ṽ trajectory
defined by Ṽi = Vs−i for i ∈ {0, . . . , s} has increments (−Us+1−i)

s
i=1 also satisfies

Ṽs = 0 and Amin,s(Ṽ ) ≤ L
k

. We can use this auxiliary trajectory and check easily
that F1 ≤ max{F1,1,F1,2} where

F1,1 := max
j∈{1,...,� s

2 �+1}

∣∣∣∣∣
j∑

i=1

(−1)i−1Ui

∣∣∣∣∣ and

(5.80)

F1,2 := max
j∈{� s

2 �+1,...,s}

∣∣∣∣∣
j∑

i=1

(−1)i−1Ui

∣∣∣∣∣.
Moreover,

F1,2 ≤ max
j∈{� s

2 �+1,...,s}

∣∣∣∣∣
s∑

i=1

(−1)i−1Ui + (−1)s+1
s−j∑
i=1

(−1)i−1(−Us+1−i)

∣∣∣∣∣
≤
∣∣∣∣∣

s∑
i=1

(−1)i−1Ui

∣∣∣∣∣+ max
j∈{1,...,� s

2 �+1}

∣∣∣∣∣
j−1∑
i=1

(−1)i−1(−Us+1−i)

∣∣∣∣∣(5.81)

:=
∣∣∣∣∣

s∑
i=1

(−1)i−1Ui

∣∣∣∣∣+ F̃1,1,
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and a straightforward computations gives us that |∑s
i=1(−1)i−1Ui | ≤ F1,1 + F̃1,1.

Thus,

(5.82) F1 ≤ 3 max{F1,1, F̃1,1}
and we note that, conditioned on Ṽs = 0 and Amin,s(Ṽ ) ≤ L

k
, the two random

variables F1,1 and F̃1,1 have the same law. As a consequence, F1 can be replaced
by F1,1 in the RHS of (5.79) and the proof will be complete once we prove that,
for every η > 0,

(5.83) lim
k→∞ lim sup

L→∞
L1/3

∑
s≥2

1

s
αη,s,L,k = 0,

where

αη,s,L,k := Pβ

(
F1,1 > ηL1/3,Vs = 0,Amin,s ≤ L

k

)
.

By Markov’s inequality applied at time ts := � s
2� + 1 we can write that for every

s ≥ 2,

αη,s,L,k ≤ ∑
y∈Z

Pβ

(
F1,1 > ηL1/3,Vts = y,Amin,ts ≤ L

k

)
(5.84)

× Pβ(Vs−ts = y)

so that it remains to use the local central limit theorem in Durrett ((2010), Theo-
rem 3.5.2) to claim that there exists a c > 0 such that for every y ∈ Z we have that
Pβ(Vts = y) ≤ c√

s
and to sum over y to obtain

∑
s≥2

1

s
αη,s,L

≤ c
∑
s≥2

1

s3/2 Pβ

(
F1,1 > ηL1/3,Amin,ts ≤ L

k

)

≤ 2c
∑
p≥1

1

p3/2 Pβ

(
max

j∈{1,...,p+1}

∣∣∣∣∣
j∑

i=1

(−1)i−1Ui

∣∣∣∣∣> ηL1/3,Amin,p+1 ≤ L

k

)
(5.85)

≤ c2
∑
p≥1

1

p3/2 Pβ

(
max

j∈{1,...,p}

∣∣∣∣∣
j∑

i=1

(−1)i−1Ui

∣∣∣∣∣> ηL1/3,Amin,p ≤ L

k

)
,(5.86)

where the second inequality in (5.85) is obtained by noting that t2p = t2p+1 for
every p ≥ 1. At this stage, we recall the definition of τ̃ in (5.60) and we recall also
that for every p ∈ N, the inequality Amin,p(V ) ≤ L

k
implies that p ≤ τ̃L/k and,
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therefore, {
max

j∈{1,...,p}

∣∣∣∣∣
j∑

i=1

(−1)i−1Ui

∣∣∣∣∣> ηL1/3,Amin,p ≤ L

k

}
(5.87)

⊂
{

max
j∈{1,...,p}

∣∣∣∣∣
j∧τ̃L/k∑

i=1

(−1)i−1Ui

∣∣∣∣∣> ηL1/3

}
.

Moreover, τ̃L/k is a stopping time and (
∑n

i=1(−1)i−1Ui)n≥1 is a martingale so
that by Doob inequality we can claim that

Pβ

(
max

j∈{1,...,p}

∣∣∣∣∣
j∧τ̃L/k∑

i=1

(−1)i−1Ui

∣∣∣∣∣> ηL1/3

)
≤ Eβ(|∑p∧τ̃L/k

i=1 (−1)i−1Ui |2)
η2L2/3

(5.88)

= Eβ(τ̃L/k ∧ p)Eβ(U2
1 )

η2L2/3 ,

where we have used that [∑n
i=1(−1)i−1Ui)

2 − nEβ(U2
1 )]n≥1 is a martingale. At

this stage, (5.83) becomes

(5.89) lim
k→∞ lim sup

L→∞
L1/3

∑
p≥1

1

p3/2

Eβ(τ̃L/k ∧ p)Eβ(U2
1 )

η2L2/3 = 0,

so that, by mimicking (5.63), it remains to prove that

(5.90) lim
k→∞ lim sup

L→∞
L1/3

√
τ̃L/k = 0,

which is a straightforward consequence of Lemma 5.5 proven in Step 5 below.

Step 4: Lemma 5.5. In this section, we state and prove a lemma that allows us
to control the growth of τ̃x as x → ∞.

LEMMA 5.5. For every β > 0, there exists a c > 0 such that Eβ(τ̃x) ≤ cx2/3

for every x ∈ N.

To prove the lemma, we need to divide every V trajectory into pseudo-
excursions. To that aim, we define two sequences of random times, that is, η0 = 0
and for every i ∈ N,

η̃i := inf{j ≥ ηi : Vj+1 > Vj },
ηi := inf{j > η̃i : Vj ≤ Vη̃i

}.(5.91)
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The pseudo-excursion indexed by j ∈ N is given by (Vηj−1+1,Vηj−1+2, . . . , Vηj
)

and we associate it with the quantity

(5.92) X̃j = ηj − ηj−1 +
ηj−1∑

i=η̃j+1

Vi − Vη̃j
.

At this stage, we observe that every pseudo-excursion starts with a nonincreasing
part of length η̃ followed by a real positive excursion (seen from Vη̃) of length
η − η̃. The quantity X̃ corresponds to the total length of the pseudo-excursion plus
the area swept by its real excursion. Henceforth, we will abusively call it the area
of the pseudo-excursion.

For n ∈ N, we denote by mn the number of pseudo-excursions that have been
completed before time n and by an the number of pseudo-excursions that have
been completed before their cumulated area reaches n, that is,

mn := max{j ≥ 0 : ηj ≤ n},(5.93)

an := max{j ≥ 0 : X̃1 + · · · + X̃j ≤ n}.(5.94)

At this stage, we define an increasing functional of the trajectory, that is,

Rn = X̃1 + · · · + X̃mn + (n − ηmn) +
n∑

i=η̃mn+1

Vi − Vη̃mn
.

It is easy to see that Rn is bounded above by Amin,n for every n ∈ N and every
trajectory V such that V0 = 0. Therefore, by recalling the definition of τ̃x in (5.60)
and by defining

(5.95) τ̂x := inf
{
j ≥ 1 : Rj(V ) ≥ x

}
,

we can claim that τ̂x ≥ τ̃x for every x ∈ N and every V . For this reason, the proof
of lemma 5.5 will be complete once we show that there exists a c > 0 such that

(5.96) Eβ(τ̂x) ≤ cx2/3, x ∈N.

The following claim shed lights on the fact that pseudo-excursions seen from their
starting point are i.i.d.

CLAIM 5.6. Under Pβ the pseudo-excursions, that is, {(Vηj−1+i −
Vηj−1)

ηj−ηj−1
i=0 : j ≥ 1} are i.i.d. Moreover, for every j ≥ 1 the sequences (Vηj−1+i −

Vηj−1)
η̃j−ηj−1
i=0 and (Vη̃j+i − Vη̃j

)
ηj−η̃j

i=0 are independent as well.

PROOF. The proof of the claim is a straightforward consequence of strong
Markov property combined with the fact that 1 + η̃j and ηj are stopping times for
every j ≥ 1. �

With the following claim, we compute the conditional expectation of τ̂x with
respect to {ax, X̃1, . . . , X̃ax }. This will be the key object to prove (5.96).
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CLAIM 5.7. For every x ∈N,

Eβ

(
τ̂x |σ(ax, X̃1, . . . , X̃ax )

)
(5.97)

=
ax∑

j=1

gβ(X̃j )X̃
2/3
j + g̃β(x − X̃1 − · · · − X̃ax )

with

gβ(y) := Eβ

[
η1

X̃
2/3
1

|X̃1 = y

]
and

g̃β(y) := Eβ(τ̂y |X̃1 > y), y ∈ N.

(5.98)

PROOF. We pick k ∈ N and (x1, . . . , xk) ∈ N
k such that

∑k
i=1 xi ≤ x and we

set

A := {ax = k, X̃i = xi for i = 1, . . . , k}

= {X̃i = xi for i = 1, . . . , k} ∩
{
X̃k+1 > x −

k∑
i=1

xi

}
(5.99)

and also

Ǎj := {
X̃i = xi for i ∈ {1, . . . , k} \ {j}}
∩
{
X̃k+1 > x −

k∑
i=1

xi

}
, j ≤ k

(5.100)

and

Ā := {X̃i = xi for i = 1, . . . , k}.(5.101)

We use the equality τ̂x =∑ax

j=1 ηj − ηj−1 + τ̂x − ηax to compute

(5.102) Eβ(τ̂x1A) =
k∑

j=1

Eβ

[
(ηj − ηj−1)1A

]+ Eβ

[
(τ̂x − ηk)1A

]
.

At this stage, we note that for every j ∈ N the random vector (ηj − ηj−1, X̃j ) is a
function of the j th pseudo excursion only and, therefore, Claim 5.6 above yields
that (ηj −ηj−1, X̃j )j≥1 is an i.i.d. sequence of random vectors. As a consequence,
for every j ≤ k we write

Eβ

[
(ηj − ηj−1)1A

]= Eβ

[
(ηj − ηj−1)1{X̃j=xj }

]
Pβ[Ǎj ]

= Eβ

[
gβ(X̃j )X̃

2/3
j 1{X̃j=xj }

]
Pβ [Ǎj ](5.103)

= Eβ

[
gβ(X̃j )X̃

2/3
j 1A

]
.
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Moreover, under the event A, the quantity τ̂x − ηk only depends on (Vηk+i −
Vηk

)
ηk+1−ηk

i=0 and one can write

τ̂x − ηk = inf

{
j ≥ 1 : j +

j∑
i=η̃k+1−ηk+1

Vηk+i − Vη̃k
≥ x −

k∑
i=1

xi

}
.

Therefore,

Eβ

[
(τ̂x − ηk)1A

]= Eβ

[
g̃β

(
x −

k∑
i=1

xi

)
1{X̃k+1>x−∑k

i=1 xi}

]
Pβ[Ā],

Eβ

[
(τ̂x − ηk)1A

]= Eβ

[
g̃β

(
x −

k∑
i=1

xi

)
1A

]
,

(5.104)

so that (5.102)–(5.104) complete the proof of Claim 5.7. �

With Claim 5.7 in hand, the proof of (5.96) is a consequence of the 3 inequalities
displayed in Claims 5.8 below.

CLAIM 5.8. For every β > 0, there exists a C > 0 such that

Eβ

[
η1

X̃
2/3
1

∣∣∣X̃1 = x

]
≤ C, x ∈ N,(5.105)

Eβ

[
τ̂x

x2/3

∣∣∣X̃1 > x

]
≤ C, x ∈ N,(5.106)

Eβ

[
ax∑

j=1

X̃
2/3
j

x2/3

]
≤ C, x ∈ N.(5.107)

PROOF. We need to introduce some more notation to prove those three
inequalities. We recall (2.13) and we note that, under Pβ the first excursion
(V0, . . . , VN1−1) can also be divided into two independent processes, that is,
(V0, . . . , VÑ1

) and (VÑ1
, . . . , VN1−1) with

(5.108) Ñ1 := max{i ≥ 1 : V1 = V2 = · · · = Vi = 0}.
We can therefore rewrite X1 = Ñ1 + Z1 and X̃1 = η̃1 + Z̃1 with

Z1 := N1 − Ñ1 +
N1−1∑

i=Ñ1+1

|Vi | and

Z̃1 := η1 − η̃1 +
η1−1∑

i=η̃1+1

Vi − Vη̃1 .

(5.109)
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We observe that Ñ1 and η̃1 both follow a geometric law on N0 with param-
eter Pβ(U1 = 0) and Pβ(U1 ≤ 0), respectively. Moreover, (N1 − Ñ1,Z1) and
(η1 − η̃1, Z̃1) have exactly the same law since (|VÑ1

|, . . . , |VN1−1|) and (Vη̃1 −
Vη̃1, . . . , Vη1−1 −Vη̃1) themselves have the same law which can be seen also as the
law of (V0, . . . , VN1−1) under Pβ(·|V1 > 0).

We will also need the fact that there exists a c > 0 such that

(5.110) Pβ(Y = x) = c

x4/3

(
1 + o(1)

)
for Y ∈ {X1, X̃1,Z1, Z̃1} and x ∈N.

To prove (5.110), we first observe that (3.2) is exactly (5.110) for X1. From this,
we deduce that (5.110) is true with Z1 as well by using

Pβ(Y = x) = 1

2π

∫ 2π

0
φY (t)e−ixt dt, x ∈ N, Y ∈ {X1,Z1}

(φY being the characteristic function of Y ) in combination with the fact that
X1 = Ñ1 + Z1 and that Ñ1 has a geometric law and is independent of Z1. As
a consequence, (5.110) holds true for Z̃1 also since Z1 and Z̃1 have the same law.
Finally, the fact that X̃1 = η̃1 + Z̃1, that η̃1 has a geometric law and is independent
of Z̃1 allows us to conclude that (5.110) is satisfied for X̃1 as well.

For the sake of conciseness, we will not display the details of the proof of
(5.105). The reason is that the same inequality is proven in Carmona and Pétrélis
((2016), Lemma 4.11) with N1,X1 instead of η1, X̃1. Then the equalities X1 =
Ñ1 +Z1 and X̃1 = η̃1 +Z̃1, the equality in law of (N1 −Ñ1,Z1) and (η1 − η̃1, Z̃1),
the fact that η̃1 and Ñ1 have geometric laws (and therefore light tails) and (5.110)
are sufficient deduce (5.105) from Carmona and Pétrélis ((2016), Lemma 4.11).

We continue with (5.106). We will assume for simplicity and in this proof only
that x1/3 ∈ 2N. The case where x1/3 /∈ 2N is taken care of similarly. We use (5.110)
to claim that there exists a c > 0 such that Pβ(X̃1 > x) = c

x1/3 (1+o(1)), therefore,
the proof of (5.106) will be complete once we show that there exists a C > 0 such
that

(5.111) Eβ(τ̂x1{X̃1>x}) ≤ Cx1/3, x ∈ N.

We introduce for every y ∈ N the stopping time

(5.112) τy := inf

{
j ≥ 1 : j +

j∑
i=1

Vη̃1+i − Vη̃1 ≥ y

}

so that under the event {X̃1 > x} we have τ̂x ≤ η̃11{η̃1≥x} + (η̃1 + τx−η̃1)1{η̃1<x}
and it allows us to rewrite (5.111) as

(5.113) Eβ(τ̂x1{X̃1>x}) ≤ Eβ(η̃1) + Eβ(τ x−η̃11{η̃1<x}1{X̃1>x}) := M1,x + M2,x .

The first term M1,x in the RHS of (5.113) is simply bounded above by Eβ(η̃1)

which is finite since η̃1 has a geometric law. Therefore, it remains to control M2,x
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and since η̃1 is independent of (Vη̃1 − Vη̃1, . . . , Vη1−1 − Vη̃1) which (as explained

above) has the same law as (Vi)
N1−1
i=0 under Pβ(·|V1 > 0) we simply rewrite [re-

call (2.4)]

M2,x =
x−1∑
k=0

Pβ(η̃1 = k)Eβ(τ x−k1{Z̃1>x−k})

=
x−1∑
k=0

Pβ(η̃1 = k)Eβ(ξx−k1{X1>x−k}|V1 > 0).

(5.114)

From (5.114), we deduce that the proof of (5.106) will be complete once we show
that there exists a c > 0 such that

(5.115) Eβ(ξx1{X1>x}1{U1>0}) ≤ cx1/3, x ∈N.

To prove (5.115), we write Eβ(ξx1{X1>x}1{U1>0}) ≤ T1,x + T2,x with

T1,x = Eβ [ξx1{Vξx ≤2x1/3}1{U1>0}1{X1>x}],
T2,x = Eβ [ξx1{Vξx > 3

2 x1/3}1{U1>0}1{X1>x}].
(5.116)

The terms T1,x and T2,x are taken care of in a similar manner, but proving that
there exists a c > 0 such that T2,x ≤ cx1/3 for every x ∈ N is harder than proving
the same inequality for T1,x . For this reason and for conciseness, we will only deal
with T2,x here.

We let Lx1/3 and L̃ 3
2 x1/3 be the last time at which V crosses x1/3 before time ξx

and the first time (after Lx1/3 ) at which V crosses 3
2x1/3, that is,

Lx1/3 := max
{
j ∈ {0, . . . , ξx} : Vj ≤ x1/3},

L̃ 3
2 x1/3 := min

{
j ≥ Tx1/3 + 1 : Vj ≤ 3

2
x1/3,Vj+1 >

3

2
x1/3

}
.

(5.117)

We observe that ξx − Lx1/3 ≤ x2/3 since after Lx1/3 the trajectory remains
above x1/3 up to time ξx . Therefore, there exists a C > 0 such that Eβ[(ξx −
Lx1/3)1{U1>0}1{X1>x}] ≤ Cx1/3 for every x ∈ N and we can safely substitute Lx1/3

to ξx in the definition of T2,x . We define also

Ox :=
{
(j1, j2, y1, y2, z1, z2) ∈ (N0)

6 : j1 < j2 ≤ x, z1 ≤ z2 ≤ x and

y1, y2 ∈
(
x1/3,

3

2
x1/3

]}
and we split the expectation defining T2,x depending on the values (j1, j2) taken
by (Tx1/3, T̃ 3

2 x1/3) and (y1, y2) taken by (Vj1+1,Vj2) and also (z1, z2) taken by
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(Kj1,Kj2). Thus,

(5.118) T2,x = ∑
(j1,j2,y1,y2,z1,z2)∈Ox

∑
y3>

3
2 x1/3

j1Pβ(Wj1,y1,z1 ∩ Ij1,j2,y2,z2 ∩ Jj2,y3),

with

Wj1,y1,z1 = {
Vi > 0,∀i ∈ {1, . . . , j1},Vj1 ≤ x1/3,

Kj1 = z1,Vj1+1 = y1
}
,

Ij1,j2,y2,z2 =
{
x1/3 < Vi ≤ 3

2
x1/3,∀i ∈ {j1 + 1, . . . , j2},

Vj2 = y2,Kj2 = z2

}
,

Jj2,y3 =
{
Vj2+1 = y3,Vi > x1/3,∀i ∈ {j2 + 1, . . . , ξx},

Vξx >
3

2
x1/3

}
.

(5.119)

Provided we change the equality into an inequality, we can safely restrict the event
Jj2 in the RHS of (5.118) to {Vj2+1 = y3}. Then we apply the Markov property at
time j1 + 1 and j2 and we obtain

T2,x ≤ ∑
(j1,j2,y1,y2,z1,z2)∈Ox

∑
y3>

3
2 x1/3

j1Pβ(Wj1,y1,z1)

(5.120)
× Pβ,y1(Ĩj1,j2,y2,z1,z2)Pβ,y2(V1 = y3),

with

Ĩj1,j2,y2,z1z2 =
{
x1/3 < Vi ≤ 3

2
x1/3,∀i ≤ j2 − j1 − 1,

(5.121)

Vj2−j1−1 = y2,Kj2−j1−1 = z2 − z1 − 1 − y1

}
.

At this stage, we map every trajectory (Vi)
j1+1
i=0 taken account in Wj1,y1,z1 onto an

associated path which equals V up to time j1, then touches x1/3 at time j1 + 1 and
is equal to 2x1/3 − y1 at time j1 + 2 (i.e., we reflect Vj1+1 with respect to x1/3 to
obtain the position of the image of V at time j1 + 2). Thus, we obtain a new set

W̃j1,y1,z1 = {
Vi > 0,∀i ∈ {1, . . . , j1},Vj1 ≤ x1/3,Kj1 = z1,

(5.122)
Vj1+1 = x1/3,Vj1+2 = 2x1/3 − y1

}
,

so that Pβ(Wj1,y1,z1) = cβPβ(W̃j1,y1,z1). We also reflect every piece of trajectory in
Ĩj1,j2,y2,z1,z2 with respect to x1/3 and we denote by Îj1,j2,y2,z1,z2 the set containing
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the resulting paths, thus

Pβ,y1(Ĩj1,j2,y2,z1,z2) = Pβ,2x1/3−y1
(Îj1,j2,y2,z1,z2)(5.123)

and

Îj1,j2,y2,z1,z2 ⊂
{

1

2
x1/3 ≤ Vi < x1/3,∀i ≤ j2 − j1 − 1,

Vj2−j1−1 = 2x1/3 − y2,Kj2−j1−1 ≤ z2 − z1

}
.

With the help of (5.122)–(5.123) and by summing over y3 in (5.120), we obtain

T2,x ≤ cβ

∑
(j1,j2,y1,y2,z1,z2)∈Ox

j1Pβ(W̃j1,y1,z1)

(5.124)

× Pβ,2x1/3−y1
(Îj1,j2,y2,z1,z2)Pβ

(
U1 >

3

2
x1/3 − y2

)
.

Since U1 has a geometric law, there exists a c > 0 such that Pβ(U1 > y) =
cPβ(U1 = y) for every y ≥ 0. Therefore, there exists a constant c > 0 such that
we can substitute Pβ(U1 = y2 − 3

2x1/3) to Pβ(U1 > 3
2x1/3 − y2) in the RHS in

(5.124) and write

T2,x ≤ c
∑

(j1,j2,y1,y2,z1,z2)∈Ox

j1Pβ(W̃j1,y1,z1)

(5.125)

× Pβ,2x1/3−y1

(
Îj1,j2,y2,z1,z2 ∩

{
Vj2−j1 = 1

2
x1/3

})
.

At this stage, we let Cj1,j2,y1,y2,z1,z2 be the set of paths obtained by concatenating
trajectories in W̃j1,y1,z1 and in Îj1,j2,y2,z1,z2 ∩ {Vj2−j1 = 1

2x1/3}, that is,

Cj1,j2,y1,y2,z1,z2

⊂
{
Vi > 0,∀i ∈ {1, . . . , j1},Vj1 ≤ x1/3,Kj1 = z1,V1+j1 = x1/3,

V2+j1 = 2x1/3 − y1
1

2
x1/3 ≤ Vi < x1/3,(5.126)

∀i ∈ {2 + j1, . . . , j2},Vj2+1 = 2x1/3 − y2,

K1+j2 ≤ z2 + x1/3,Vj2+2 = 1

2
x1/3

}
,

and it is fundamental to note the Cj1,j2,y1,y2,z1,z2 with (j1, j2, y1, y2, z1, z2) ∈ Ox

are disjoint. The final step of this proof consists in attaching at the end of every
path in a given Cj1,j2,y1,y2,z1,z2 another path which will reach the lower half-plane
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in such a way that the area swept by the whole excursion belongs to [x
2 ,2x]. We

continue this computation by noticing again that by the Donsker theorem

lim
x→∞ P

β, 1
2 x1/3

(
Vi < x1/3,∀i ≤ τ,Kτ ∈

[
x

2
, x

])
(5.127)

= P
B0= 1

2

(
Bs < 1,∀s ∈ [0, τB],AτB

∈
[

1

2
,1
])

> 0,

and, therefore, we can assert that there exists a c > 0 such that for every x ∈ N, it
holds that

T2,x ≤ c
∑

(j1,j2,y1,y2,z1,z2)∈Ox

j1Pβ(Cj1,j2,y1,y2,z1,z2)

× P
β, 1

2 x1/3

(
Vi < x1/3,∀i ≤ τ,Kτ ∈

[
x

2
, x

])
(5.128)

≤ cEβ

[
Tmax,x1/31{U1>0}1{X1∈[ x

2 ,3x]}
]≤ cEβ

[
N11{X1∈[ x

2 ,3x]}
]

with Tmax,x1/3 := max{i ≤ N1 : Vi ≥ x1/3}. This provides us the expected upper
bound on T2,x and the proof of (5.106) is complete. �

We conclude this section with the proof of (5.107). To begin with we recall the
definition of ax in (5.93) and we note that by definition of ax

Eβ

[
ax∑

j=1

X̃
2/3
j

]
= Eβ

[
ax∑

j=1

X̃
2/3
j 1{X̃j≤x}

]
≤ Eβ

[1+ax∑
j=1

X̃
2/3
j 1{X̃j≤x}

]
.(5.129)

Since 1 + ax is a bounded stopping time with respect to the filtration (σ (X̃1, . . . ,

X̃n))n≥1 and since (
∑n

i=1 X̃i1{X̃j≤x} −nEβ,μβ (X̃11{X̃1≤x}))n≥1 is a martingale, we
can rewrite (5.129) as

(5.130) Eβ

[
ax∑

j=1

X̃
2/3
j 1{X̃j≤x}

]
≤ Eβ(1 + ax)Eβ

(
X̃

2/3
1 1{X̃1≤x}

)
.

A straightforward computation with the help of (5.110) guaranties that there exists
a c > 0 such that Eβ(X̃

2/3
1 1{X̃1≤x}) ≤ cx1/3 for every x ≥ 1. Then it remains to

show that Eβ(ax) ≤ cx1/3 for some c > 0 and for every x ∈ N. To that aim, we
denote by F−1 the pseudo-inverse of the distribution function of X̃1 and we set
�j := γ1 + · · ·+ γj (for j ≥ 1) with (γi)i≥1 an i.i.d. sequence of random variables
with exponential law of parameter 1. We write

Eβ(ax) = ∑
k≥1

Pβ(ax ≥ k)

=
x∑

k=1

Pβ(X̃1 + · · · + X̃k ≤ x)(5.131)
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≤
x∑

k=1

Pβ

(
max{X̃1, . . . , X̃k} ≤ x

)

=
x∑

k=1

Pβ

(
F−1(�k/�k+1) ≤ x

)
and the last equality holds true because �k/�k+1 has the same law as max{U1, . . . ,

Uk} with (Ui)i≥1 an i.i.d. sequence of random variables with uniform law over
[0,1]. Then (5.110) allows us to use Carmona and Pétrélis ((2016), Lemma 4.10)
and, therefore, F−1(u) ∼ c/(1 − u)3 as u → 1−. As a consequence, we deduce
from (5.131) that there exists a c > 0 such that

(5.132) Eβ(ax) = O(1) +
x∑

k=1

Pβ

(
γ1 ≥ c

k

x1/3

)
= O(1) +

x∑
k=1

e
−c k

x1/3 ,

and this is sufficient to conclude.

5.3. Proof of Proposition 2.5. We shall prove first the second limit. Thanks to
the independence of D and B the process

N(s) := D(s) − D̃k(s) =
∫ as

0
1(u/∈�k) dDu

is an L2 martingale, and by Doob maximal inequality

P

(
sup

s∈[0,1]
∣∣N(s)

∣∣≥ ε
)

≤ C

ε2E
[
N(1)2]

= C

ε2

∫ ∞
0

P(u /∈ �k,u < a1) du.

Since the excursion process of Brownian motion is sigma-finite, we have for all
u: P(u /∈ �k) → 0. Therefore, we can conclude by dominated convergence if we
can prove that E[a1] < +∞. This is indeed true since Yt = |B|a(t) conditioned by
Y(1) = 0 is distributed as (3

2ρt )
2/3 with (ρt )0≤t≤1 a Bessel bridge of dimension

δ = 4/3. Therefore,

E[a1] = E

[∫ 1

0

ds

Ys

]
= C

∫ 1

0
E
[
ρ

−2/3
t

]
dt.

Since ρt has density

Cδ

(
t (1 − t)

)−δ/2 exp
(
−x2

2

(
1

t
+ 1

1 − t

))
,

we see that, by symmetry,

E[a1] ≤ C

∫ 1
2

0
t−δ/2

(∫ ∞
0

x−2/3e− x2
2t

)
dt < +∞.
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We now prove the first limit of Proposition 2.5. Given η > 0, since E[a1] < +∞
there exists A = A(η) such that

P(a1 ≥ A) ≤ 1

2
η.

By Kolmogorov’s continuity criterion given 0 < γ < 1
2 , the random variable

K := sup
0≤s<t<A

|Bt − Bs |
|t − s|γ

has a small moment: there exists δ > 0 such that E[K] < +∞.
If s ≤ 1 then, on {a1 < A},∣∣B̃(s) − B̃k(s)

∣∣= ∣∣B(as)
∣∣1(as /∈�k)

= ∣∣B(as − B(g(as)
∣∣1(as /∈�k)

≤ ∣∣as − g(as)
∣∣γ K1(as /∈�k)

≤ 1

kγ
K.

Therefore,

P

(
sup

s∈[0,1]
∣∣B̃(s) − B̃k(s)

∣∣≥ ε
)

≤ P(a1 ≥ A) + P

(
sup

s∈[0,1]
∣∣B̃(s) − B̃k(s)

∣∣≥ ε;a1 < A
)

≤ 1

2
η + P

(
K ≥ kγ ε

)≤ 1

2
η + 1

(kγ ε)δ
E
[
Kδ]< η,

for k large enough.
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