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DISORDER CHAOS IN SOME DILUTED SPIN GLASS MODELS

BY WEI-KUO CHEN AND DMITRY PANCHENKO
University of Minnesota and University of Toronto

We prove disorder chaos at zero temperature for three types of diluted
models with large connectivity parameter: K-spin antiferromagnetic Ising
model for even K > 2, K-spin spin glass model for even K > 2, and random
K -sat model for all K > 2. We show that modifying even a small proportion
of clauses results in near maximizers of the original and modified Hamilto-
nians being nearly orthogonal to each other with high probability. We use
a standard technique of approximating diluted models by appropriate fully
connected models and then apply disorder chaos results in this setting, which
include both previously known results as well as new examples motivated by
the random K -sat model.

1. Introduction. We begin by defining three types of diluted spin glass mod-
els that will be considered in this paper. Let K > 2 be a fixed integer. A random
clause with K variables is a random function 6 (o7, ...,ok) on {—1,+1}X. We
will consider the following three examples.

EXAMPLE 1 (K -spin antiferromagnetic model). The function 6 is given by

(l) 0(01""’GK):_01"'GK,

so in this case it is nonrandom.

EXAMPLE 2 (K -spin spin glass). The random function 6 is given by
2) 0(o1,...,0x)=Joi---0k,

where J is a Rademacher random variable with P(J = +£1) = 1/2.

EXAMPLE 3 (K -sat model). The random function 8 is given by

1 4+ Jyox

3) 0@1,....o0)=—[] ——

k<K

where (Ji)k>1 are i.i.d. Rademacher random variables.

Received March 2017.
MSC2010 subject classifications. 60F10, 60G15, 60K35, 8§2B44.
Key words and phrases. Disorder chaos, p-spin models, diluted spin glasses.

1356


http://www.imstat.org/aap/
https://doi.org/10.1214/17-AAP1331
http://www.imstat.org
http://www.ams.org/mathscinet/msc/msc2010.html

DISORDER CHAOS IN DILUTED SPIN GLASSES 1357

We choose random variables J to be Rademacher only for simplicity, and one
can also consider other symmetric distributions. We will denote by 6; independent
copies of the function 6 for various indices j. In Example 1, 6 is nonrandom so
#; =0, and in Examples 2 and 3,

I+ Jk, jok

0j(o1,...,0x)=Jjo1-- 0k and Oj(o1,...,0x) =— 1_[ >

k<K
with i.i.d. copied J; or Ji ; of J. Given a parameter A > 0, called the connectivity
parameter, the Hamiltonian of the models we will be studying is defined by

(4) H)\(O’)Z Z 9j(0i11j,---,0i1<,j)7
J<m(AN)

where m(AN) is a Poiss(AN) random variable with the mean AN, and the coordi-
nate indices iy, ; are independent for different pairs (k, j) and are chosen uniformly
from {1, ..., N}. In Example 1, we will be interested only in balanced configura-
tions belonging to the set

(5) V:{G:Zai:OifNEZNand ZaizlifNEZI\H—l},
i<N i<N

while in Examples 2 and 3 the set will be the entire hypercube V = {—1, +1}V.
Our main result below will describe a chaotic behaviour of near maximizers of this
Hamiltonian under resampling a positive proportion of clauses, even arbitrarily
small.

Example 1 with K = 2 is related to the maximum bisection of the sparse Erd&s—
Rényi random graph G(N,2A/N), since we can represent a bisection by a bal-
anced configurations ¢ and write the number of edges between the two groups (up
to the usual Poisson approximation) as

> Loi, ; #0iy ;) = n()éN) - > iy 00y ; = n()éN) + H; (o).

J=T(AN) J=<m(AN)

Example 2 is a diluted version of the K-spin Sherrington—Kirkpatrick spin glass
model [28], and Example 3 corresponds to the random K -sat model and, in particu-
lar, finding the assignment of variables (o;) that maximizes the number of satisfied

clauses, which for a given clause means that at least one oy = —J; for 1 <k < K.
For the rest of the paper, we fix a correlation/proportion parameter
(6) 1e€(0, 1),

and consider two copies H Al (o) and H f (o) of (4) defined in two different ways as
follows.

(Resampling clauses.) In this case, the two Hamiltonians H. )} (o) and H f (o) will
have Poiss(¢AN) common clauses and two independent Poiss((1 —#)AN) indepen-
dently generated clauses, which means that we resample both indices of variables
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and random signs. For instance, in Example 1 the only randomness is in the choice
of the clause indices so, for £ =1, 2, we define

(7 Hi(o)=— Z Oiyj " Oigj — Z Oig,j " Oiek,j>
J=m(tAN) J<me((1=1)AN)
where T (tAN), w1 ((1 — t)AN) and m2((1 — t)AN) are independent Poisson ran-
dom variables with the means tAN and (1 —¢)AN and all indices ix ; and ig x ;
are independent and uniform on {1,..., N}. In Examples 2 and 3, we can also
resample only random signs J without resampling indices, as follows.
(Resampling random signs.) In this case, the number of clauses, w(AN), will
be the same, as well as their indices, and only random signs will be resampled. In
the K-spin spin glass, we will replace the random variable J; in each clause by
two correlated copies J jl and sz such that EJ jl sz =t. In the K-sat model, we will

consider two versions of the correlated copies Hxl (o) and Hf (0).

(a) In the first version, independently for each clause 6;, with probability
1 — ¢t we resample all random signs Jll’ oo J 11< j simultaneously to produce
leyj, e, le(’j. In this case, E.Iklijkz’j = ¢ but the pairs (Jkl,j’ JkZJ) within the same
clause are correlated.

(b) In the second version, we will simply replace each Ji ; in each clause by
two copies such that Ejqu ijz’ j =1. In other words, we resample each Jkl’ j with
probability 1 — ¢ to produce sz, i but (Jk]’ I sz, j) are independent for all different
pairs (k, j).

The main result of this paper is that, for all decouplings of the Hamiltonian de-
scribed above and for large connectivity A, with high probability all near maximiz-
ers are nearly orthogonal to each other. For technical reasons related to Theorem 2
below, we will assume from now on that K > 2 is even in Examples 1 and 2, and
arbitrary K > 2 in Example 3.

THEOREM 1. For any ¢,t € (0, 1) there exists small enough n > 0 such that

for large enough A the following holds for large enough N with probability at

1

2 . . .
least 1 — Le™N""/L: for any configurations o', 0> € V that nearly maximize the

corresponding Hamiltonian,

1 1
(8) Nﬂf(a") > Ngls&mf(o) —nv fore=1,2,

the overlap Ry = N~! Di<N oilal.z between them satisfies |R1 2| < ¢.

In other words, the set of near maximizers is chaotic under resampling even a
small proportion of clauses. Here the constant L depends only on K, L = L(K) >
0, and we will see in the proof that one can take A > Ly~ also for some large
enough constant L = L(K) > 0. The definition of near maximizers is taken on
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the scale /A, which corresponds to the scale of the maximum [see (11) and (12)
below] except that in the random K -sat model one needs to subtract —A /2% cor-
responding to the nonrandom part of the clauses in (3).

Let us mention one standard consequence of Theorem 1—the existence of ex-
ponentially many in N near maximizers of the Hamiltonian H, in Examples 1 and
2 (and in Example 3 after subtracting —A/2X) which are all nearly orthogonal to
each other. To see this, consider the case of resampling clauses and notice that,
by (11), the normalized maximum over Poiss((1 — #)AN) clauses will be of order
(I =)\ so, for t close to 1, the maximizer of the second Hamiltonian can be
considered a near maximizer of the first one. Since we have exponential control
of all probabilities, we can resample the Hamiltonian exponentially many times
to find exponentially many near maximizers that are all nearly orthogonal to each
other.

The proof of Theorem 1 will be based on some known as well as new examples
of disorder chaos at zero temperature for mixed p-spin models, and a standard
comparison technique of the diluted models with large connectivity with appro-
priate mixed p-spin models using the Guerra—Toninelli interpolation from [14].
This technique has been used in various settings in [11, 15, 23, 27] to show that
the diluted K -spin model and K -spin spin glass can be approximated by the fully
connected pure K -spin spin glass model with the Hamiltonian

1
NE-1)/2 Z 8&iy,....ix0i, " Oig

1<iy,....ig <N

©) H(o) =

and the K-sat model can be approximated by the following mixed p-spin Hamil-
tonian

K
K 1
(10) Ho)=)_ (,;)W Y 8i1niyOi O
p=1

1511,...,1,,5N

where the coefficients (g;,, . p) are standard Gaussian random variables indepen-
dent for all p > 1 and all indices (i1, ..., ip). From now on, whenever H, and H
appear in the same formula, we assume without explicitly mentioning again that
Examples 1 and 2 are paired with (9) and Example 3 is paired with (10). For the
K -spin antiferromagnetic Ising model from Example 1 and K -spin spin glass from
Example 2, it was shown in [11, 27] that

1 1
(11) —Emax Hy (o) = VA—Emax H (o) + 0(r!/?)
N oev N oev

as A — 00, uniformly in N. For the K -sat model, it was shown in [23] that

1 VRV .
_ —_ = L X" /3
(12) NEl;lea‘)/iHA((r) =% + Sk NIEI;EI&(H(U) +O0(("7)
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as A — 00, uniformly in N (which was obtained earlier in [19] by the nonrigorous
replica method). All the above results were stated with the error o(ﬁ) instead of
O(1!/3); however, a (not so) careful inspection of the arguments as well as the
proof below will make it clear that the error term can be chosen to be o3
Upper and lower bounds on the factor in front of ~/A were obtained earlier in [10].
The main motivation for the above approximation results was due to the fact that
the limit of N"'Emax,cy H (o) on the right-hand side is well known and is given
by the Parisi formula [25, 26] proved for various mixed p-spin models in [29] and
[21, 22] and extended to zero temperature in [7]. This zero temperature formula
appears below in the equation (30).

To prove Theorem 1, we will connect by a similar technique two resampled
diluted systems coupled by some overlap constraint to two fully connected sys-
tems correlated in an appropriate way as follows. The covariance of the Gaussian
Hamiltonians above is given by

(13) EH(oc")H(c%) = NE(R) 2),

where in the case of (9) and (10) correspondingly,
K (K

(14) Es)=s% and &)= ( >sl’ =1+9K-1.
p=1 \P

For r € (0, 1), we will consider two correlated copies H 1 H? of these Hamiltoni-
ans such that either

(15) EH'(c')H?(0?) = Nt&(R1 2)
or
(16) EH!(c')H?(0?) = NE(tR1 2).

The first type of correlation (15) will be used to approximate correlated copies of
the diluted models in all cases except one — the K -sat model with the resampling
as in (b) above, in which case the second type of correlation (16) will be used.
Once this approximation is established, at the core of the proof of Theorem 1 will
be the following disorder chaos result for fully connected models.

THEOREM 2. Assume that one of the following conditions is satisfied:

(1) H is given by (9) with even K and (15) holds;
(i) H is given by (10) for any K > 2 and either (15) or (16) holds.

For any ¢, t € (0, 1), there exist n > 0 such that, for large enough N,

(17) ZE max (H'(0") + H(0) = ZEmax H(o) .

[R12|>¢
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The case of the K-spin model for even K was already included in the disorder
chaos result in [8], which in fact covers mixed p-spin models with even p. The
other two cases corresponding to the Hamiltonian (10) will be proved in this paper
and, since the proof is very similar to [8], only necessary modifications will be
detailed. For a number of earlier results about disorder chaos in various settings,
see [1-5, 9].

REMARK 1. The proof of Theorem 2 applies to general covariance structures
under the following technical assumptions. Let £y (s) := t&€(s) in the case (15) and
&o(s) := &(ts) in the case (16). If £(s) and &p(s) are both convex functions on
[—1, 1] that satisfy &;(s) < £”(|s]) on [—1, 1]\ {0} and ¢4 (s) and ¢_(s) defined
in the equation (36) in Lemma 2 below are nondecreasing on (0, 1], then chaos in
disorder (17) remains true.

2. Proof of Theorem 1. We will first show how Theorem 2 implies Theo-
rem 1. The proofs are very similar in all cases, so we will only detail one case
when only random signs are resampled and one case when clauses are resampled.

2.1. Resampling random signs. First, we will describe the analogue of the
Guerra—Toninelli interpolation in the case of resampling of random signs in the K -
spin spin glass and random K -sat model. In the next susbsection, we will describe
the interpolation in the case of resampling clauses.

For s € [0, 1], let us consider the interpolating Hamiltonian

2
(18) H(s,o!, 02 ZstU _ylo Y+ sBHY(0Y)).
=1

Here the correlated Hamiltonians Hkl(l_ 5) and Hf(l_ 5) are defined in the same
way as HXl and Hf in the Introduction, only with the connectivity parameter A
replaced by A(1 — s), while H I"and H? are defined through (13) to (16). The
inverse temperature parameters § > 0 and 8 > 0 will be chosen later. Let

1
(19) (p(S)zNIElog Z expH(s, o', 0?)

[Ry2]|>¢

be the interpolating free energy of these correlated systems coupled by the overlap
constraint |R; 2| > &. We will now compute the derivative ¢’(s) = I+l as a sum of
two terms coming from the Gaussian integration by parts and Poisson integration
by parts. Let us denote by (-); the average with respect to the Gibbs measure on
{(o!,0%) e V2[R 2| > &},

epo(s,ol,az)

(20) Gs(o!, 0% = :
S( ) Z|R1,2‘>SCXPH(S,O'1,O'2)




1362 W.-K. CHEN AND D. PANCHENKO

corresponding to the Hamiltonian H (s, o', 0%). Recall that the K -spin spin glass

and random K -sat model are defined on V = {—1, +1}". Let us denote the i.i.d.
replicas from this measure by (a“, am) for £ > 1 and let us denote

JJ . E’ j’
Ry Z" :

Taking the derivative in /s in the second term in (18) and using standard Gaussian
integration by parts (see, e.g., [31] or Section 1.2 in [20]) gives

1= 2 06) + 2B (RID), — BlE(RLD) +£(RT) +1£(RIS) + 16 (RD),

in the case when the correlation of H' and H? is given by (15) and

/32 1.2

(25(1) +2E(E (R ), — EE (R 2) +&(Ry 2) + f(le 2) +5(le 2)) )
in the case when the correlation of H' and H? is given by (16). The rest of the
calculation below is quite similar to the one in the proof of the Franz-Leone upper
bound for the free energy in diluted models in [12, 24]. To differentiate with respect
to s in the Poisson random variable  (A(1 — s)N) in the first term in (18) we use
that

d
d—sEf(n(s)) =Ef(n(s)+1) —Ef(m(s))

for a Poisson random variables 77 (s) with the mean s. Therefore, the derivative of
@(s) with respect to s in w(A(1 — s)N) equals

II:—A(E]og Z epo+(s,al,02)—Elog Z epo(s,al,az)),
[R12|>¢ [R12|>¢

where H (s, 0!, 0?) differs from H (s, o', %) by the addition of one more clause
in each of the correlated diluted Hamiltonians,

H*(s,0',0?)=H"(s,0',0%) +60' (0} ,....0%) +80%(07.....0%),
and these clauses are independent of H (s, 0!, o) and are given by
14 Jiot
e 0 /4 k
0'(0f o nol) == [T —5—.
k<K

where the random signs J,f are correlated as in the case (a) or case (b), that is, they
are resampled with probability 1 — either independently or simultaneously within
this one clause. Clearly, we can rewrite the derivative above as

1= —2Eloglexpd0' (o). ... 0}, ) exp86>(o7, ... o7, ).
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Since 6 € {—1, 0}, we can write expdf =1+ (1 — e~ %)0 and
expdlexpsd? =1—(1—e°)A(c!, 0?),

where

1+ Jlo! 1+ J20?

A 12y _ k iy k iy

(0,09 l_[ — + 1_[ —

k<K k<K
1.1 2 2
—(1—6_8) l—[ 1+Jk0ik . ‘]k lk
k<K 2 2

Since 0 < A(c',62) <14e%and (1 —e A, 02) <1 —e 2, we can ex-
press the logarithm above using the Taylor series as
(1- 6_8)” |

II—)\,Z E(A(o ,02))?.

n>1
Using replicas, we can represent

E(A (0! —MHA L—MEHA &w;

{<n
where ' is the expectation with respect to the randomness Jkl, sz and iy of the
clauses @' and 62, which is independent of the randomness in (-);. To compute

this expectation, let us first note that the expectation [E; in the random variables
J,f satisfies

1+¢all+¢ 1+ﬂ‘ 1+ S
E ik lk 17
! k1<_£ 2 Y k1<_£< .
_ l_[ 1+olkolk
k<K

in the case (a) of the correlations between Jk1 and sz we have

1+Jkal 1+ J262 1+0lo? 1—¢

Jl_[ 2klk:tl_[ 4lklk+4K,

k<K k<K

and in the case (b) of the correlations between J kl and J ,{2 we have

1+Jk li 1+Jk20ii l—i-talkcrli

k<K k<K
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Taking expectation with respect to the random indices iy, we get

1+ Jlo) 1+ Jlo} L+ Jgo) 1+ Jto}

1 o .
Enz'z_Enzz

k<K k<K
U+ R)E 14+ERD)
- 4K - 4K ’

in the case (a) of the correlations between Jk1 and sz we have

w Ty Loy 1Ty 14 iE(R)
"=

k<K
and in the case (b) of the correlations between J, kl and J, kz we have

& L+ Jioy, 1+ TP 14E(R) )
K 2 2 - 4K '

From now on, we will consider the case (a) since the second case (b) is similar.
Using the above formulas, let us compute E(A(al, 02))’; above for n =1, 2 first.
Forn =1,

2 11—t
E<A(Gl’ 0’2)>S = 2_[( - 4K

For n =2, we will separate the terms that contain the factor (1 — e~%) to obtain
1+&(R) . 1 +£(R}S) . 1+1&(R}) . 1+rs(Rf;§)>
4K 4K 4K 4K s

(1+ 1B (Ry7)),).

E[A(o!, o) = E<
+ 1114,
where |II1;| < L(1 —e7?). Finally, using that A(o!l,6%) <1+ e %, we can bound
the sum over n > 3 in II above by
1 —
=2y L)

- EA(e!, o?)f <2 >

n>3 n>3

—8)11

Plugging all these expressions back into II,

C2(1—e?)  A(l—ed)?

1,2
41 —e)? Al —e)?
24K 24K

x Elg(R}3) + £(RTF) + 1€(R3) +1&(R]3)), + 1L,
where [III| < LA(1 — e~2%)3,
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Next, given A and §, we are going to make the following choice of §:

en ﬂ_2 _ M- e %)2 or B VAl —e %)
2 24K 2K
With this choice, all the terms containing overlaps Rg”g,, cancel out and, since
26(1)=2-2K -2,

, 201 —e7 %)  20(1 — e %)2

¢ ) =l+ll=——p—+———p— +IIL

where |[III] < LA(1 — e=2%)3 < LA83. Recall that we are interested in the regime
when X is large enough, and below we will take § = A~!/3. By Taylor’s expansion,

201 —e % 201 —e%H%2 218

2K 2.2k T 2K

50 ¢'(s) =218/2K + 0 (18°). Integrating between 0 and 1, we get

+0(»8%),

28 ;
‘(P(O) tor ~ w(l)‘ = 0(28°)

and, dividing both sides by 3,

2x 1
(p(O) + 3% ggo(l)' = 0(18?).

Using elementary estimates

1 1 2
E max H(s,o0',0 )<<p(s)<210g2+ IE max H(s,o!,0?)

N |Ri2l>¢ [R12]>¢

fors =0and s =1, we get

2log2
‘ LE max (H!(0") + H2(c?)) - —¢(o>‘ 2
N Ry 2|>¢€
and
2log2
‘——IE max (H'(o!) + H2(02)) — < (1)’ Og
(Riol>e

By Taylor’s expansion and our choice of 8 above,

B Vil—e?) Vi
g YT L oW

s 2Kks T 2K + ( )
and, therefore,

1 N/
) Hl(o! H2(52)) = — 22~ E Hl H2(52
N |Rr§3§£( 2 (07) +Hi(0%) = — 5% +2KN |ernfll§g( (0" + H?*(c?))

1
+ 0(5 + A8+ «w).
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With the choice of § = A~!/3, the error term here is O(Al/ 3). By Theorem 2, we
conclude that there exists 1 > 0 such that

iIE max (H; (o) 4+ HZ(0?))

N [R12]>¢
2% 2V 1 2/ .
— /3
<- 2—K+ 2K N]E max H (o) 21( + LA
and, using (12), we get

1 2 2
LB max () (0") + H20%) = 2 Emax Hy(o) — 2020 4 £2175

N [R12]>¢ - N o 2K

For A > Ln~° for large enough constant L = L(K), this implies that

1 2
—E max (Hxl(al) + Hf(az)) < —Emaka(a) — ﬁ
N [Ri|>e N
By Azuma’s inequality, this implies that (increasing value of the constant L =
L(K))
1 11 2( 2 1 1 2 v
~ IRI?zall)is(H)‘ (6')+ Hi(07)) < ﬁ(InélX H, () 4 max Hj (a)) -
with probability at least 1 — Le™" /L On this event, the existence of o', 0% such
that
1y 1 f n
NHA(G ) > Nm(fleA(a) -
and such that |R; 2| > & would, obviously, lead to contradlction, so the proof is
finished in the case of resampling random signs.

2.2. Resampling clauses. Next we describe the interpolation in the case of
resampling clauses. We only consider the first example of antiferromagnetic K-
spin model. Under resampling of clauses, the Hamiltonians are defined in (7). Now,
for s € [0, 1], we will replace these Hamiltonians by

¢
Hy (o) =— Z Oiyj " Oig; — Z Oig1,j " " Ol k.
J=<m((1=$)1AN) J=me((1=s)(1=1)AN)
and consider the interpolating Hamiltonian
2

(22) H(s,o',0%) =Y (8Hf ((0c") + V/sBH"(01)).

=1
Here, H! and H? are pure fully connected K -spin Hamiltonians (9) with the cor-
relation in (15). We will use the same notation ¢(s) and Gy as in (19) and (20).



DISORDER CHAOS IN DILUTED SPIN GLASSES 1367

Recall that in this model, the pairs of configurations as well as the Gibbs measure
are defined on {(c!, 0%) € V2 |R12| > e}, where V is the set of configurations in
(5) with zero magnetization.

As in the previous section, the derivative of the interpolating free energy ¢(s)
in (19) with respect to /s in front of the second term gives

,32 2K 1L1\K 22K 1.2\K 2.1\ K

5 (24 2B(t(R, ) )y —BI(R1 )™ 4+ (R12)" +1(R5)" +1(Ry)7),)-
On the other hand, the derivative with respect to s in the Poisson random variables
will now be applied to three different terms 7 ((1 — s)tAN), m1((1 —s)(1 —)AN)
and w2 ((1 — s)(1 — t)AN) and, similarly to the computation above,

= —t)LIElog(exp(—écfil1 ol —80?-02))

K 1 Ig/ls

— (1 = HAEloglexp(—8ay, -+ o}, )}, — (1 = HAE loglexp(—3ay, - - - o7 ),

ig

Since the product of spins takes values -1, we can represent
exp(—do} -0l ) =ch(®)(1 — th(®)a} ---0,)

K
and rewrite their product as

exp(—d0;, -0l — 80 -0’ ) =ch(8)*(1 — th(®) Ao, 7))

0j K i1
with the notation

12y _ 1 1 2 2 1 1 2 2
Ao, 0%) =0y -0, +0i ---0i, —th()o; ---0; 0/ -0 .

Expressing the logarithm by its Taylor series, we can rewrite

(tE(A( a?) +<1—I>ZE ' zﬁ")

=1

th(§)"
II= —2klogch8+kz ©

n>1

Let us recall that, in this example, we restrict configurations to the set V with
zero magnetization, m(c®) = N~ Y, _y af = 0. For odd N, magnetization equals
1/N which for simplicity of notation we denote by 0. Averaging in the random
signs, we get

and
E(A(o!, %)), = —th@E((R;' 1))

This is the only place where we used the assumption that magnetization is zero.
Using replicas as above, averaging in random signs and collecting all the terms of
the order O (1 th(8)?) into error term, it is easy to check that

Il = —2%logchs — A th(8) E((R}D)*),

A th(8)?2
2

E(R13)" + (R3S + (R +1(RT)), + 0(6°).
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If we now take 8 = +/A th(8), then all the terms containing overlaps cancel out and
we get

¢'(s) =1+ 1= —2xlogchs + Ath(5)? + O (A8%).

One can check that —2logchd + th(8)? = 0(8%) as § — 0 and, therefore, Q' (s) =
O (183). By Taylor’s expansion and our choice of 8,

Ath(§
?:%:Jﬂ 0 (V282
and, using elementary estimates connecting the free energy and maximum as
above, one can check that the obtained control of the derivative implies that

SE max (H) (o) + H2(0?))

_ A%E max (H'(c") + H2(02) + 0(13),

[R12|>¢

if we again take 8 = A~!/3. The maximum on the right-hand side is taken over
o', 0% € V with zero magnetization and we can bound it from above by removing

this magnetization constraint and then applying Theorem 2 to the right-hand side,

1 11 2.2 2
NE|RT51|)§8(H (0" )+H(07)) < NEmgle(a) n.
where the maximum on the right-hand side is now taken over all o € {—1, +1}V.
However, since the ground state energy over the whole space is essentially the
same as over subset V of configurations with zero magnetization as N — 00 (see
Lemma 1 below), by reducing n we can replace the maximum above by the one
over o € V. Then, using (11), the proof is finished in exactly the same way as
above.

LEMMA 1. We have that

. . H(o)
lim Emax = lim Emax
N—o0 o N—>oo o€V

PROOF. Obviously the left-hand side is no less than the right-hand side. It
remains to show the reverse inequality. First, we note that it is already known from
the proof of [8], Proposition 9, that for any ¢ > 0,

H(o) H(o)

(23) lim E max ——— = lim [Emax ,
N—oo |m(o)|<e N N—o00 o N

where m (o) := N~ va: 1 0i is the magnetization of o. Let £ > 0 be fixed. For
any o satisfying |m(o)| < &, we can find (o) € {—1, 1V with m(n (o)) € V
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such that the Hamming distance between ¢ and 7 (o) satisfies

(24) d(o,7(0)) = Zl oi Zm(0)i) <

provided that Ne > 1. Indeed, let A={i : 0, =1} and B ={i : 0; = —1} and
assume |A| < |B| (JA| > |B] is similar). If N is even, we consider a partition
{B1, By, B3} of B with |B{| = |B2| = (|B| — |Al])/2. Set (o) as

1 ifi e AU By,

w(o); =
@) {—1 ifi € B, U Bs.

Then clearly m(m (o)) =0 and

1 |B| — 1A _ |m(o)| €
d s = — B = = —.
(0,7(0)) Nl 1] N 7 <3
Similarly, if N is odd, then we consider a partition {Bj, B>, B3, B4} of B with

|B1|=|B2| = (|B| —|A| —1)/2 and | B4| = 1. Set (o) by

1 ifi € AU B U By,

o) =
@) {—1 ifi € B, U Bs.

Then m(w (o)) =1/N and if Ne > 1,
|B| —|Al+1 ¢ 1
—_— < —.

2N 2 2N
All these imply that 7 (o) € V and (24) holds. Now, for any Ne > 1, if |m(0)| < ¢,
then

1
d(0.7(0)) =+ (1B1| +|Bal) =

E(H(o) — H(n(0)))> =2N(£(1) — &(R(0, 7 (0))))
<2N¢'(l)d(o, 7 (o))
<2NE&'(1)e.

We apply the Slepian inequality (see, e.g., [18]) to get

E max |H(o)— H(n(0))| < N,/2¢€'(1)log?2.

lm(o)|<e

E max 29 < Emax ¥+,/255 (1) log2.
m(@)|<e N GeV

From (23), sending N — oo and then ¢ |, 0 gives

Consequently,

. . H(o)
lim E max < lim [Emax
N—oo o N—>oo o€V

and this completes our proof. [J
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3. Proof of Theorem 2. In section, we establish Theorem 2 assuming the case
(i1). In this case H is associated to

(25) ) =1+5K -1

for K > 2. For notational convenience, we denote the covariance between H! and
H? by &,

EH'(0)H?(0%) = &(R12).

Throughout the remainder of this section, we assume that ¢ € (0, 1) and H 1 H?
have the covariance structure (15) or (16), that is, either

(26) §o(s) =1&(s)
or
(27) So(s) =&(ts).

Recently, chaos in disorder for the ground energy was proved in [8] for the case
when & is an infinite series of even mixtures and (26) holds. The major difference
between [8] and our current situation is that £ now includes odd p-spin interac-
tions and H'! and H? possess a new type of covariance structure (27). Our proof of
Theorem 2 is essentially based on [6], where the author established chaos in dis-
order at positive temperature using the Guerra replica symmetry breaking (RSB)
bound [13] and its two-dimensional extension (in the spirit of Talagrand [29, 30])
under general assumptions on & and &y. While several properties of the Parisi mea-
sure yp(ds) and the Parisi PDE ®,, established in [8] will be used, our proof will
follow closely the one in [6] only now at zero temperature.

3.1. Parisi formula and the Guerra—Talagrand RSB bound. The first key in-
gredient is played by the Parisi formula for the maximum Hamiltonian in [7]. Let
% be the set of all nonnegative and nondecreasing right-continuous functions y
on [0, 1] such that

1
/ y(s)ds < oo.
0

We equip the space % with L!(dx) norm. Define the Parisi functional on % by

1 1
(28) P(r)=,0,0) - 5 /0 SE"(s)y () ds,

where ®,, (0, 0) is defined through the weak solution of the Parisi PDE with bound-
ary condition &, (1, x) = |x|,
£"(s)

(29) D5y (5. 0) = == (Brx Py (5.3) + 7 (5) (3B s, 0)%)
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for (s,x) € [0,1) x R. The existence and regularity properties of ®, can be
found in [8]. The Parisi formula for the maximum energy states that, for MEy =
N~'max, H (o),

N—o0

30) ME := lim MEy = inf Z(y) a.s.
yEU

Here the minimizer on the right-hand side exists and is unique, see [8]. Denote this
minimizer by yp and call yp(ds) the Parisi measure. We mention that (30) was
indeed established for general mixtures, see [7].

Next, we state Guerra—Talagrand’s RSB bound. For any measurable A €
[—1, 1], consider the normalized maximum

MCEN(A):% max  (H'(o') + H*(0?)).

(01,02):R1,26A

If A contains only one point g, we simply write MCE N (A) = MCEn(q). Let Sy =
{R12: ol,0% e {—1,+1}")} be the set of possible overlap value for a given N.
Let g € [—1, 1] be fixed. Denote by t =1 if ¢ > 0 and t = —1 if ¢ < 0. Define a
matrix-valued function 7 on [0, 1] by

[ £'(s) &) @s)

| LEw) g
(31) T(s)= F,,(s) 5 }

0 &'

:| if s € [0, |g1),
if s €[lql, 1].

For any y € %, consider the weak solution W, (s,x) on [0, 1] x R2 of

1
950y (5, %) = = (T (5), V2 Uy (5. %0) + y ()T ()7 Uy (5. %), Ty (5. %))

with boundary condition W, (1, x) = |x1| + |x2|. Here the existence of this PDE
and its regularity can be argued in a similar way as those for ®, appearing in [8],
Appendix. Define

1/ 7l lq|
(32)  F(y)=¥,(0,0,0) — 5(/0 sg”(s)y(s)ds+/0q s 5’(¢s)y(s)ds>

for all y € % . For any g € Sy, the Guerra—Talagrand RSB bound for the expected
value of the normalized maximum defined above is given by

(33) EMCEN(q) < Z4(y).

This inequality is obtained from the usual Guerra—Talagrand upper bound at pos-
itive temperature, which holds because of the convexity of £ and &y on [—1, 1],
by taking zero temperature limit with the same rescaling of the functional order
parameter as in one dimensional case explained in Lemma 2 in [7]. In other words,
this is a standard two-dimensional analogue of Lemma 2 in [7].
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From (30) and (33), the proof of Theorem 2 relies on finding y € % such that

Tq(y) <22(yp),

whenever |g| > ¢. From (28) and (32), one way of attaining this is to find y € %
such that the following two conditions are satisfied:

Q) Jo sE"(s)y (s)ds + )1 s&] )y (s) ds = [ s&"(s)yp(s) ds;
(i) ¥, (0,0,0) <2®,,(0,0).

To obtain (i), we choose

£"()yp(s) :
TN L 2N f 0, ,
(34) Yq(8) :=18"(s) +§(/)/(Ls) Lse [ |Q|)
vp(s) if s € [lql, 1],

and an algebraic manipulation gives

(35) jlsé”(s) (s)ds—l—/lqlsé”(ts) (s)ds—/lsé/’(s) (s)ds
0 Yq 0 0 Yq = ) yp .

One technical condition we need here is the requirement that y, must lie in %.
The lemma below justifies this condition.

LEMMA 2. Consider & defined through (25) and &gy defined by either (26) or
(27). We have that éé’(s) < &"(|s]) for all s € [—1,1]\ {0} and ¢y and ¢_ are
nondecreasing on (0, 1], where for s € (0, 1],

_
T ET)
(36) .,
R

T e () T & (—s)

Since ¢4 and ¢{_ are nondecreasing and £” and &) are nonnegative, we see
that y, is nonnegative and nondecreasing with limy_ 45— ¥, (s) < yp(lg|). Thus,
Yq € % . The fact that £'(s) < &”(|s|) is not needed for this statement, but will be
used in the subsequent sections.

PROOF OF LEMMA 2. Compute directly
£" ()8 (s) — " ()" (s)

GO =T e T e )2
and
oy 2 £ )+ £ (W (<s).

(" (s) + &7 (5))?
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If (26) holds, then
E" ()0 (s) — E"(9)E)"(5) = tK*(K — 1)*(K —=2)(1 +9)* 7> >0
and
£" ()€ () +&" ()& (=)
=1K*(K — DK =2)((1+s)X° + 1+ 920 —s)k ) > 0.

Thus, ¢+ and ¢_ are nondecreasing. The fact that 5(’)/ (s) < &(Js]) holds for all s €
[—1, 1]\ {0} is clear since ¢ € (0, 1). Next, assume that (27) is valid. Since

£ ()60 (5) = §()55(s)
=K*(K —1D)*(K —2)
x (P20 +9)K3A+ )82 -0+ 58721 4 15)K73)
=1 -02K* K = D>(K =2)(1 + 5531 + 19K
>0
and
£"(5)5) (=) +£" ()5 (=)
=K*(K —1D*(K —2)
x (P14 30 =) 2+ 21+ 5821 — 1)K )
= +0D2K*(K — D*(K —=2)(1 +5)K3(1 +15)K 73
> 0.
From these, ¢4 and {_ are nondecreasing. On the other hand, clearly
E()=1*K(K — 1)1 +1) 2 < K(K = D(1+1s))* 2 =¢€"(s])
for all s € [—1, 1]\ {0}. This completes our proof. [

3.2. Variational representations for ®, and V,,. In order to establish the con-
dition (ii) in the previous section, a key ingredient we need is the variational repre-
sentation for ®,, and W, in terms of optimal stochastic control problems. Denote
by W = {W(w) = (Wi(w), Wa(w)),%,,0 < w < 1} a two-dimensional Brow-
nian motion, where the filtration (¢,,)o<w<1 satisfies the usual conditions (see
Definition 2.25 in Chapter 1 of [17]). Let now y € % be fixed. For 0 <s < 1,
denote by D[s] the space of all two-dimensional progressively measurable pro-

cesses v = (v1, vp) with respect to (%,)o<w<s satisfying SUPg<y<s V1 (W) < 1
and supg,, <, [v2(w)| < 1. Endow the space D[s] with the norm

172

ol = (E [ (0107 + v2?) du)
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Recall T (s) in (31) and define a functional
Fy(v) = E[C; (v) - L, (v)]

for v € D[s], where

Cy(v) =W, <s, fos y ()T (w)v(w) dw + fos T(w)l/de(w)),

LS ‘—1 ' T d
ywi= [y T @), vw)dw.

The functional W, defined above as the solution of a PDE can also be written via
an optimal stochastic control problem.

PROPOSITION 1. Lety € % . For any s € [0, 1],
37) W, (0,0,0) = max{F)(v) : v e D[s]}.
The maximum of (37) is attained by v, (r) = VW, (r,X(r)), where the two-
dimensional stochastic process (X, (w))o<w<s Satisfies

dX, (w) =y ()T (w) V¥, (w, X(w)) dw + T (w)/? dW(w),
X, (0) =(0,0).

The derivation of Proposition 1 is a purely an application of 1t6’s formula. For
a detailed proof, we refer the readers to [6], Theorem 5. Although the argument
therein is for different boundary condition and y (1—) is bounded, the same argu-

ment carries through in the current setting with only minor modification. Note that
when g =0, T is a diagonal matrix and

lpy(()» x1,x2) = d>)/ (0’ xl) + qD)/ (0’ x2)

Proposition 1 is a zero-temperature two-dimensional analogue of Lemma 2 in
[7] (see also [16]). By taking x; = xp = 0, it implies the zero-temperature one-
dimensional analogue of Lemma 2 in [7], giving the following representation of
®,,. Let W be a one-dimensional standard Brownian motion with respect to the
filtration (%,)o<w<1 and Dy[s] be the space of all progressively measurable pro-
cesses u with respect to (,,)o<w<s and satisfy supgy—,, <, [u(w)|dw < 1.

COROLLARY 1. Lety € % . Forany s € [0, 1],

®,(0,0) = max }E|:<I>y(s,/OSE//(w)y(w)u(w)dw

ueDyls]

(38) +[ s"<w)dW(w>)

_ %/OY 5”(w)y(w)u(w)2dw:|.
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Here the maximizer is given by u,(w) = 0x®,(w, X, (w)), where X, =
(Xy (w))o<w<s is the solution to the following SDE with the initial condition
X, (0) =0,

(39) dX, =&"(w)y (w)d, @, (w, X, (w))dw + /" (w) dW (w).

REMARK 2. From [8], Lemma 2, this minimizer u, is unique if y(s) > 0
on (0, 1]. In particular, from [8], Section 3.2, 0 lies in the support of yp(ds), so
yp(s) >0on (0, 1].

While it is generally not possible to find the solutions W, and ®,, explic-
itly and compare their values, the variational representations in Proposition 1
and Corollary 1 provide an elementary way to quantify the difference between
v,,(0,0,0) and 20, (0, 0).

PROPOSITION 2. The following two statements hold.:

G) If vy, = (v1,v2) is the maximizer to the variational problem (37) for
vy, (0, 0) using s = |q|, then

a1 £" (w)&g (tw) (8" (w) — &5 (lw))
2(8"(w) + &) (w))?

x yp(w)E (v (w) — va(u}))2 dw.

1
v, (0,0,0)<2d,,(0,0 ——/
gy OO =2 O3 ),

(ii) Let us define

1
(41) (Ml(w), Mz(w)) = WT(W)UVq (w),
1
42) (Br(w). By(w) = g7y T ()" W(w)

for 0 <w <|q|. If the following equality holds,
,,(0,0,0) =2,,,(0,0),

then u| and uy are the maximizers of (38) with respect to the Brownian motions
B1 and Bj in (42) respectively, that is, on the interval [0, |q]],

up(w) =0, Py (w, X1,y (w)),
uz(w) =0, Py, (w, X2y, (w)),
where (X1,yp (W))o<w<|g| and (X2, (W))o<w<|q| Satisfy
dX1,p (W) = yp(W)E" (W), @y, (W, X1,y (W) dw + £"(w)' /2 d By (w),
dX2,y, (W) = yp(W)E" (W) 3 Py (w, X2,y () dw + & (w)'/> d By (w)
with the initial condition X1 ,,(0) = X3 ,,(0) =0.

43)

(44)
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Proposition 2 is essentially taken from [6], Proposition 5. Its proof is based on
the comparison between (37) and (38) with s = |¢|. More precisely, note that

Wy, (Ig1, x1, x2) = @y, (Ig1, x1) + Py (Ig1, x2).

If one takes the optimizer Vy, in (37), then (40) can be obtained after some alge-
braic manipulation, while the statement (43) follows by Remark 2. For details, we
refer the readers to [6], Proposition 5. Although the PDEs considered there have
different boundary conditions, this does not affect the proof in any essential way.

3.3. Proof of Theorem 2 assuming the case (ii). First note that .7 (y,) <
2 (yp) from (35) and (40). We claim that

(45) Tq(vq) <2P(vp)

for all ¢ € [—1, 1]\ {0}. Assume on the contrary .7, (y,) = 2Z(yp) for some
g € [—1,1] \ {0}. This and (35) imply vy, 0,0,0) = 2¢,,(0,0). Note that
yp(s) > 0on (0, 1] by Remark 2. Since &) (w) < &”(Jw]) for all w € [—1, 1]\ {0}
by Lemma 2, applying (40) gives that v = (v on [0, |g|] and thus, the definition
of T in (31) and (41) imply that (uy, up) = (v, tv1). By (43),

I Dyp (W, X1,pp (W) = 1 (W) = tuz(w) = 13 Py (w, X2, (w))

on [0, |g|]. Since 3, ®, (w, -) is a strictly increasing odd function on R (see [8],
Lemma 4), Xy ,, =tX2,, on [0, |g|]. Consequently, from (44),

N
0= X1, (5) — tX2.1p(5) :/O £" ()2 d(By (w) — 1By (w))
and thus, Bi(w) = tBy(w) on [0, |g|]. The definition (42) then implies that

0=E(By(w) — tBy(w))* = 2(£" (w) — & (tw)).

On the other hand, by Lemma 2, the right-hand side is strictly positive—a contra-
diction.

Next, from (37) with s = |g]|, it is easy to see that 1I!yq (0,0, 0) is continuous
in ¢. Therefore, by (45), for any € € (0, 1) there exists 7 > 0 such that .7, (y,) <
2Z(yp) —3nforall g € Sy \ [—e¢, €]. Applying (30) and (33) yields that, for large
enough N,

EMCEN(u) <2EMEyN — 21

for any g € Sy \[—¢, ¢]. Furthermore, since Sy \ [—¢, €] contains no more than 2N
distinct elements, using the usual concentration of measure for Gaussian extrema
processes MCE y (1) and MEy implies that, for large enough N,

EMCEy([—1,1]\ [—¢, £]) < 2EMEy — 1.

This finishes our proof.
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