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REFLECTED BACKWARD STOCHASTIC DIFFERENTIAL
EQUATIONS WITH RESISTANCE

BY ZHONGMIN QIAN1 AND MINGYU XU2

University of Oxford and Chinese Academy of Science

In this article, we study a class of reflected backward stochastic dif-
ferential equations (introduced in El Karoui et al. [Ann. Probab. 25 (1997)
702–737], RBSDE for short) with nonlinear resistance by means of Skoro-
hod’s equation. The advantage of this approach lies in its pathwise nature
and, therefore, provides additional information about solutions of RBSDE.
As an application of our approach, we will consider reflected backward prob-
lems with resistance as well. This class of RBSDEs possess significance in
the super-hedging with wealth constraint.

1. Introduction. The study of backward stochastic differential equations
(BSDEs) was initiated in Bismut [2] where a linear version of BSDEs is formulated
in order to address the stochastic maximal principles. Pardoux and Peng proved the
existence and uniqueness of adapted solutions to BSDEs with drivers which are
Lipschitz continuous. After that, the theory of BSDEs associated with semilinear
parabolic equations however was established in Peng [17] and Pardoux and Peng
[15]. El Karoui, Kapoudjian, Pardoux, Peng and Quenez [3] have introduced the
following class of reflected BSDEs with continuous barriers:

(1.1)

⎧⎪⎨
⎪⎩

Yt = ξ +
∫ T

t
f (s, Ys,Zs) ds + KT − Kt −

∫ T

t
Zs dBs,

Yt ≥ St ∀t ∈ [0, T ],
where f : [0, T ] × � ×R×R

d → R called the driver of (1.1), B = (B1, . . . ,Bd)

is a d-dimensional standard Brownian motion on a complete probability space
(�,F,P), and (Ft )t≥0 is the Brownian filtration associated with B . ξ which is
FT -measurable, is the terminal value of the problem, and S, a given continuous
process, serves as the reflecting boundary.

A solution to (1.1) is a triple (Y,Z,K) of adapted stochastic processes in
R

1+d+1, which satisfies the stochastic integral equation (1.1), where K is non-
decreasing and continuous, with initial zero.
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The role of K is to push the process Y upward with minimal cost, and to keep
it stay above S in such way that

(1.2)
∫ T

0
(Ys − Ss) dKs = 0.

In [3], a penalization procedure is applied to construct approximations of a so-
lution to (1.1), and the Picard-type iteration is used to solve an optimal stopping
problem at each step to ensure the constraint that Y ≥ S is satisfied. There are
many papers published over the past years in which similar reflected BSDEs have
been considered under weaker assumptions, based on the penalization technique.
In [14], Matoussi has studied the case in which the driver f is of linear growth,
but not necessary Lipschitz continuous, while in [10], Lepeltier, Matoussi and the
second author of the present paper have considered the case where f (t, y, z) is
Lipschitz in z and monotone in y. In particular, f may be neither Lipschitz con-
tinuous nor of linear growth in y. RBSDE with a driver f (t, y, z) which is of
quadratic growth in z has been considered in [9, 12] and [18]. In another direction,
different barrier conditions have been considered, for example, in [6] and [11],
the case of discontinuous barrier S is considered, and in [16] even more general
barriers have been studied.

In Bank and El Karoui [1], a new type of reflected BSDEs has been studied
by means of Skorohod’s obstacle problem, which was studied further by Ma and
Wang [13] in a more general setting. Ma and Wang formulated the following prob-
lem:

(1.3)

⎧⎪⎨
⎪⎩

Yt = XT +
∫ T

t
f (s, Ys,Zs,As) ds −

∫ T

t
Zs dBs,

Yt ≤ Xt ∀t ∈ [0, T ],
where A is an increasing process starting from −∞, which satisfies that

∫ T
t (Xs −

Ys) dAs = 0. A drives Y through the generator f (which is decreasing in A) down-
wards to ensure that Y ≤ X. Therefore, A is considered as the “density” of the
reflecting force. In [13], a solution in a small-time duration has been obtained and
the uniqueness has been established as well.

If (Y,Z,K) is a solution of (1.1), according to Skorohod’s equation, K has an
explicit representation in terms of Y and Z given by

(1.4)

Kt = max
[
0, max

0≤s≤T

{
−

(
ξ +

∫ T

s
f (r, Yr,Zr) dr − Ss −

∫ T

s
Zr dBr

)}]

− max
[
0, max

t≤s≤T

{
−

(
ξ +

∫ T

s
f (r, Yr,Zr) dr − Ss −

∫ T

s
Zr dBr

)}]
,

which shows how the force K pushes the solution Y with respect to the barrier S;
see Section 2 below.
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Thanks to the theory of optional dual projections (for details about the general
theory of stochastic processes, see, e.g., [7]), Skorohod’s equation (1.4) can be
applied to the construction of a Picard iteration which solves the reflected BSDE
(1.1). This approach allows us to include the force K into the driver which is an
analogous of (1.3). Explicitly, we study the following type of reflected BSDE:

(1.5) Yt = ξ +
∫ T

t
f

(
s, Ys,Zs,H(K)s

)
ds + KT − Kt −

∫ T

t
Zs dBs, t ≤ T

subject to the constraint that

(1.6) Yt ≥ St for t ≤ T and
∫ T

0
(Yt − St ) dKt = 0.

Here, the force is still applied via an increasing process K , where K increases only
on the duration that Y hits the barrier S, and K appears in the driver f through
a linear mapping H as well. f has instant effect from the process H(K)·, via H

which may report some long term influence of K . If f ◦ H is decreasing in K ,
then there will be an extra force applying on Y , otherwise, if f ◦ H is increas-
ing in K , then there is a reversed force coming from K which resists the linear
force K . In general, the reflected BSDE (1.5) is considered as an equation with
resistance. Since Y ≥ S has to be satisfied, the extra force induced by H(K) has
to be controlled, characterized by the magnitude of Lipschitz constant in K , which
thus cannot be arbitrary.

The paper is organized as follows. We recall in Section 2 Tanaka’s formula and
Skorohod’s equation to give various formulae for K . In Section 3, we introduce a
type of reflected BSDEs with resistance and prove the existence and uniqueness
of the solution. In Section 4, we give some application of reflected BSDE in fi-
nance, and in Section 5 a very interesting case of reflected BSDE is introduced
and studied.

2. Local and reflected local times. Let T > 0 be a terminal time, and P
be the σ -algebra of predictable subsets of [0, T ] × � with respect to the filtra-
tion (Ft )t≥0. We introduce first the following spaces of random processes over
(�,F,Ft ,P). L2(Ft ) denotes the space of all Ft -measurable, square integrable
real random variables, M2 the space of (continuous) square integrable martin-
gales (up to time T ), and H2

d(0, T ) the space of Rd -valued predictable processes
ψ such that E

∫ T
0 |ψ(t)|2 dt < ∞. S2(0, T ) denotes the space of all continuous

semimartingales (with running time [0, T ]) over (�,F,Ft ,P), and A2(0, T ) the
space of all FT -measurable continuous and increasing processes K with initial
zero such that EK2

T < ∞. Finally, A2
F (0, T ) denotes the space of Ft -progressively

measurable processes in A2(0, T ).
The reflected backward stochastic differential equation (RBSDE or reflected

BSDE in short) considered in El Karoui et al. [3] is a stochastic integral equation:

(2.1) Yt = ξ +
∫ T

t
f (s, Ys,Zs) ds + KT − Kt −

∫ T

t
Zs dBs
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for t ≤ T , subject to the constraint that

(2.2) Yt ≥ St for t ≤ T and
∫ T

0
(Yt − St ) dKt = 0,

where S is a continuous semimartingale such that supt≤T S+
t is square integrable,

and the terminal data ξ ∈ L2(FT ). The driver f (t, y, z) is global Lipschitz in (y, z)

uniformly in t ∈ [0, T ] and ω ∈ �.
By a solution (Y,Z,K) of the terminal problem (2.1)–(2.2), we mean that

Y ∈ S2(0, T ), K ∈ A2
F (0, T ), K is optional, and Z ∈ H2

d(0, T ) which satisfy the
stochastic integral equation (2.1) with time t running from 0 to T , and the con-
straint (2.2).

The constraint (2.2) implies that ξ − ST must be nonnegative, and the second
condition in (2.2) says that K has no charge on {t ∈ [0, T ] : Yt > St } and increases
only on {t : Yt = St }, which is equivalent to say that

∫ t
0 1{Ys−Ss=0} dKs = Kt for

0 ≤ t ≤ T .

2.1. Tanaka’s formula. If X is a continuous semimartingale, then LX denotes
the local time of the continuous semimartingale X − S at zero, which may be
defined via Tanaka’s formula:

(2.3) |Xt − St | = |X0 − S0| +
∫ t

0
sgn(Xs − Ss) d(Xs − Ss) + 2LX

t ,

where sgn(r) = −1 for r ≤ 0 and sgn(r) = 1 for r > 0. Then

(2.4) (Xt − St )
− = (X0 − S0)

− −
∫ t

0
1{Xs≤Ss}d(Xs − Ss) + LX

t .

The following results have already appeared in [3], in a slightly different form.

PROPOSITION 2.1. Suppose that Yt = ∫ t
0 Zs dBs +Vt and St = ∫ t

0 σs dBs +At

are two continuous semimartingales, where V and A are continuous, adapted with
finite variations. Suppose that Y ≥ S. Then

(2.5) LY
t =

∫ t

0
1{Ys=Ss}d(Vs − As)

and

(2.6) 1{Yt=St }(Zt − σt ) = 0.

PROOF. Since Y − S ≥ 0, (Y − S)− = 0. Applying Tanaka’s formula (2.4) to
Y , we obtain

LY
t =

∫ t

0
1{Ys=Ss}d(Ys − Ss)

=
∫ t

0
1{Ys=Ss}d(Vs − As) +

∫ t

0
1{Ys=Ss}(Zs − σs) dBs.
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Since L is increasing, the martingale part must be zero, and (2.6) holds. Therefore,
(2.5) follows as well. �

COROLLARY 2.2. Suppose that Y and S are two semimartingales:

(2.7) Yt = Y0 −
∫ t

0
fs ds − Kt +

∫ t

0
Zs dBs

and S = N + A (N is the martingale part of S and A is its finite variation part),
where (ft )t∈[0,T ] is optional, E(

∫ T
0 f 2

s ds) < ∞, Z ∈ Hd(0, T ), Y0 ∈ L2(F0), K ∈
A2

F (0, T ) is adapted and
∫ t

0 1{Ys=Ss} dKs = Kt . Suppose that Y ≥ S. Then

(2.8) Kt = −
∫ t

0
1{Ys=Ss}fs ds −

∫ t

0
1{Ys=Ss} dAs − LY

t

and

(2.9) Kt = −
∫ t

0
1{Ys=Ss}fs ds −

∫ t

0
1{Ys=Ss} dYs +

∫ t

0
1{Ys=Ss} dNs.

If in addition, At = ∫ t
0 us ds, for some u ∈ H2

d(0, T ), then K and LY are ab-
solute continuous with respect to the Lebesgue measure. Hence there exists a pro-
gressive measurable process α valued in [0,1], such that

0 ≤ ks = αs1{Ys=Ss}(fs + us)
−

for s ∈ [0, T ], where k is the density process of K , that is, Kt = ∫ t
0 ks ds.

2.2. Skorohod’s equation. The most useful form for K in our study is however
the representation formula given by Skorohod’s equation (see equation (1) in [3]).

Suppose that Y and S are two continuous semimartingales, satisfying Y ≥ S,
and suppose that Y is given by (2.7).

Let yt = YT −t − ST −t , Lt = KT − KT −t and

(2.10) xt =
∫ T

T −t
fs ds −

∫ T

T −t
Zs dBs + ST − ST −t .

Then L0 = 0, t → Lt increases only on {t : yt = 0}, yt ≥ 0, η = YT − ST ≥ 0,
x0 = 0, and

(2.11) yt = η + xt + Lt .

According to Skorohod’s equation (Lemma 6.14, page 210 in [8], with the con-
vention that xt = xT , yt = yT and Lt = LT for t ≥ T )

(2.12) Lt = max
[
0, max

0≤s≤t

{−(η + xs)
}] ∀t ≥ 0.

That is,

(2.13) Lt = max
[
0, max

T −t≤s≤T

{
−

(
YT +

∫ T

s
fr dr − Ss −

∫ T

s
Zr dBr

)}]
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for 0 ≤ t ≤ T . We may recover Kt = LT − LT −t and in fact

(2.14)

Kt = max
[
0, max

0≤s≤T

{
−

(
YT +

∫ T

s
fr dr − Ss −

∫ T

s
Zr dBr

)}]

− max
[
0, max

t≤s≤T

{
−

(
YT +

∫ T

s
fr dr − Ss −

∫ T

s
Zr dBr

)}]
.

By using (2.14) and the theory of optional dual projections, we may construct a
Picard iteration for the problem (1.5, 1.6), which will be developed in the following
sections.

3. Reflected BSDE with nonlinear resistance. Let us consider the reflected
BSDE with resistance:

(3.1) Yt = ξ +
∫ T

t
f

(
s, Ys,Zs,H(K)s

)
ds + KT − Kt −

∫ T

t
Zs dBs

for t ≤ T , subject to the constraint that

(3.2) Yt ≥ St for t ≤ T and
∫ T

0
(Yt − St ) dKt = 0,

where the given process S is a continuous semimartingale such that supt≤T S+
t is

square integrable, and ξ ∈ L2(FT ).
Assume that f is globally Lipschitz continuous,

(3.3)
∣∣f (s, y, z, h) − f

(
s, y′, z′, h′)∣∣ ≤ C1

(∣∣y − y′∣∣ + ∣∣z − z′∣∣) + C2
∣∣h − h′∣∣

for all y, y′, z, z′, h,h′, where C1 and C2 are two constants, and assume that
E

∫ T
0 f0(t)

2 dt < ∞, where

(3.4) f0(t) ≡ f (t,0,0,0).

H is a mapping defined on A2(0, T ), which is L∞-Lipschitz (this sort of Lipschitz
conditions is often used in numerical solutions of BSDE,; see, e.g., [19]): there
exists a constant C3, such that

(3.5)
∣∣H(a)s − H

(
a′)

s

∣∣ ≤ C3 sup
0≤t≤T

∣∣at − a′
t

∣∣

for any continuous increasing functions a· and a′· . Suppose that H(a)· is Ft -
progressively measurable with E[sup0≤t≤T |H(a)t |] < ∞. Then H(K) has the
same measurability as K with respect to the filtration (Ft )0≤t≤T . Furthermore,
if K ∈ A2

F (0, T ), then H(K) ∈ S2(0, T ). Here are two simple but important ex-
amples:
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(i) H(K)s = Ks , with C3 = 1.
(ii) H(K)s = Ks∧τ , with C3 = 1, where τ is a stopping time values in [0, T ].
By a solution triple (Y,Z,K) of the terminal problem (3.1), we mean that Y ∈

S2(0, T ), K ∈ A2
F (0, T ), K is optional, Z ∈H2

d(0, T ), and (Y,Z,K) satisfies the
stochastic integral equations (3.1) with time t running from 0 to T .

An additional feature of the reflected BSDE (2.1) is the dependence of the driver
with respect to the local time K . The integral equation (3.1) is not local in time,
since K will be path dependent over the whole range [0, T ]. This is the reason why
we have to require the Lipschitz constant C2 in (3.3) to be small in order to ensure
the existence of a solution.

According to (2.14), if (Y,Z,K) is a solution of the problem (3.1)–(3.2), then
we must have

(3.6)

Kt = max
[
0, max

0≤s≤T

{
−

(
ξ − Ss

+
∫ T

s
f

(
r, Yr,Zr,H(K)r

)
dr −

∫ T

s
Zr dBr

)}]

− max
[
0, max

t≤s≤T

{
−

(
ξ − Ss

+
∫ T

s
f

(
r, Yr,Zr,H(K)r

)
dr −

∫ T

s
Zr dBr

)}]
.

3.1. Picard’s iteration via Skorohod’s equation. We show the existence of
a solution by constructing an appropriate (non)linear mapping defined by the
stochastic integral equation (3.1), so that a solution is given as its fixed point.
The iteration procedure we present through Skorohod’s equation is equivalent to
solve a reflected BSDE whose coefficient is a given process. However, the iteration
procedure through Skorohod’s equation gives us a better way to understand how
to find the adapted solution of reflected BSDE from nonadapted processes, which
is entirely based on their trajectories.

Suppose that Y ∈ S2(0, T ), Z ∈ H2
d(0, T ), K ∈ A2(0, T ), and suppose that

Y ≥ S. After iteration once we will obtain

(Ỹ , Z̃, K̃) ∈ S2(0, T ) ×H2
d(0, T ) ×A2(0, T ),

and
∫ ·

0 Z̃ dB is the martingale part of Ỹ . Thus we may assume, without losing
generality, that Mt −M0 = ∫ t

0 Zs dBs is the martingale part of Y , although we will
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consider Y,Z,K as independent elements. According to (3.6), define

(3.7)

K̂t = max
[
0, max

0≤s≤T

{
−

(
ξ +

∫ T

s
f

(
r, Yr,Zr,H(K)
r

)
dr

− Ss −
∫ T

s
Zr dBr

)}]

− max
[
0, max

t≤s≤T

{
−

(
ξ +

∫ T

s
f

(
r, Yr,Zr,H(K)
r

)
dr

− Ss −
∫ T

s
Zr dBr

)}]
,

where the optional projection H(K)

· of H(K)·, which is a right-continuous mod-

ification of t → E(H(K)t |Ft ), is used in place of H(K), as we do not assume that
K is optional, but we want to ensure that the arguments of f are optional. This
definition is crucial to make our approach without penalization work; see below
the proof of Proposition 3.5.

Next, we define M̃ and Ỹ . The natural way to define Ỹ is to use the right-hand
side of (3.1), that is,

(3.8) Ŷt = ξ +
∫ T

t
f

(
s, Ys,Zs,H(K)
s

)
ds + K̂T − K̂t −

∫ T

t
Zs dBs.

Ŷ is however not necessarily adapted. Therefore, we define Ỹ to be its optional
projection Ŷ 
, that is,

(3.9)

Ỹt = E

{
ξ +

∫ T

t
f

(
s, Ys,Zs,H(K)
s

)
ds + K̂T − K̂t −

∫ T

t
Zs dBs

∣∣∣Ft

}

= E

{
ξ +

∫ T

t
f

(
s, Ys,Zs,H(K)
s

)
ds + K̂T − K̂t

∣∣∣Ft

}
.

According to Skorohod’s equation, Ŷ ≥ S, so is Ỹ . Therefore, the mapping Y → Ỹ

preserves the constraint that Ỹ ≥ S. K̂ increases only on {t : Ŷt − St = 0}, which
however does not necessarily coincide with the level set {t : Ỹt − St = 0}.

By our assumptions, K̂ is FT -measurable, continuous and increasing, and its
optional projection K̂
 and its dual optional projection K̂o exist. The dual optional
projection K̂o is continuous and increasing with initial zero, while the optional
projection K̂
 is right continuous but not necessarily increasing. Their difference
Ñ = K̂
 − K̂o is a martingale which must be continuous. Hence the optional pro-
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jection K̂
 is continuous as well. Moreover the mapping which sends K̂ to K̂
 is a
contraction with respect to the Lp-norm for every p ≥ 1.

By (3.9), the semimartingale decomposition of Ỹ is given by

(3.10)
Ỹt = E

{
ξ + K̃T +

∫ T

0
f

(
s, Ys,Zs,H(K)
s

)
ds

∣∣∣Ft

}
− Ñt

− K̂o
t −

∫ t

0
f

(
s, Ys,Zs,H(K)
s

)
ds.

Let K̃t = K̂o
t . Then the martingale part of Ỹ is given by

(3.11) M̃t = E

{
ξ + K̃T +

∫ T

0
f

(
s, Ys,Zs,H(K)
s

)
ds

∣∣∣Ft

}
− Ñt

which in turn defines the density predictable process Z̃ by Itô’s martingale repre-
sentation M̃t − M̃0 = ∫ t

0 Z̃s dBs , and

(3.12) Ỹt = ξ +
∫ T

t
f

(
s, Ys,Zs,H(K)
s

)
ds + K̃T − K̃t −

∫ T

t
Z̃s dBs.

The remaining thing to check is whether Skorohod’s equation holds for (Ỹ , Z̃, K̃).
Since Ỹ is the optional projection, and K̃ is the dual optional projection of K̂ ,
therefore,

E

∫ T

0
(Ỹs − Ss) dK̃s = E

∫ T

0
(Ỹs − Ss) dK̂s

= E

(∫ T

0
(Ŷs − Ss) dK̂s

)o

.

According to Skorohod’s equation, K̃ increases only on {s : Ŷs − Ss = 0}, so
that

∫ T
t (Ŷs − Ss) dK̂s = 0 and, therefore, E

∫ T
t (Ỹs − Ss) dK̃s = 0. While

∫ T
0 (Ỹs −

Ss) dK̃s ≥ 0, which is a nonnegative random variable with expectation zero and,
therefore,

∫ T
0 (Ỹs − Ss) dK̃s = 0. It is clear from the definition and the Lipschitz

condition (3.3) that

(Ỹ , Z̃, K̃) ∈ S2(0, T ) ×H2
d(0, T ) ×A2(0, T ).

The mapping

L : S2(0, T ) ×H2
d(0, T ) ×A2(0, T ) → S2(0, T ) ×H2

d(0, T ) ×A2(0, T )

with L(Y,Z,K) = (Ỹ , Z̃, K̃) is thus well-defined. Moreover, K̃ ∈ A2(0, T ),
which is an optional increasing process.

REMARK 3.1. This iteration procedure gives an “explicit” method to con-
struct the solution of reflected BSDE.
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REMARK 3.2. If (Y,Z,K) is a fixed point of L, then (Y,Z,K) is a so-
lution to the reflected BSDE (3.1)–(3.2). In fact, from Skorohod’s equation, it
is easy to check that Ko = K , therefore, K is adapted, and H(K)
 = H(K).
Hence

Yt = ξ +
∫ T

t
f

(
s, Ys,Zs,H(K)s

)
ds + (

Ko
T − Ko

t

) −
∫ T

t
Zs dBs

= ξ +
∫ T

t
f

(
s, Ys,Zs,H(K)s

)
ds + (KT − Kt) −

∫ T

t
Zs dBs

for all t ∈ [0, T ], which shows that (Y,Z,K) is a solution.

3.2. Main estimates. In this part, we establish a priori estimates for L(Y,Z,

K) = (Ỹ , Z̃, K̃). We begin with an elementary fact:

LEMMA 3.3. Let ϕ,ψ be two continuous paths in R. Then
∣∣∣sup
s≤t

ϕs − sup
s≤t

ψs

∣∣∣ ≤ sup
s≤t

|ϕs − ψs |.

The inequality is elementary, so we omit the proof here.
Suppose that

(Y,Z,K),
(
Y ′,Z′,K ′) ∈ S2(0, T ) ×H2

d(0, T ) ×A2(0, T )

with YT = Y ′
T = ξ , and Y ≥ S, Y ′ ≥ S.

Let

(Ỹ , Z̃, K̃) = L(Y,Z,K) and
(
Ỹ ′, Z̃′, K̃ ′) = L

(
Y ′,Z′,K ′).

Set α ≥ 0 to be chosen later, Dt = eαt |Yt − Y ′
t |2, and D̃t = eαt |Ỹt − Ỹ ′

t |2. If X

is a continuous process, then ‖X‖α =
√
E

∫ T
0 eαt |Xt |2 dt .

LEMMA 3.4. Suppose that f satisfies the Lipschitz condition (3.3). Then, for
α ≥ 0, ε > 0 and ε′ > 0,

(3.13)

E[D̃0] ≤ −(
α − εC1 − ε′C2

)∥∥Ỹ − Ỹ ′∥∥2
α − ∥∥Z̃ − Z̃′∥∥2

α

+ 2C1

ε

(∥∥Y − Y ′∥∥2
α + ∥∥Z − Z′∥∥2

α

)

+ 2C2

ε′
∥∥H(K)
 − H

(
K ′)
∥∥2

α,

where C1,C2 are the Lipschitz constants appearing in (3.3).
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PROOF. According to (3.10),

(3.14)
Ỹt − Ỹ ′

t = (
M̃t − M̃ ′

t

) − (
K̃t − K̃ ′

t

)

−
∫ t

0

(
f

(
s, Ys,Zs,H(K)
s

) − f
(
s, Y ′

s,Z
′
s,H

(
K ′)


s

))
ds,

where M̃ (resp., M̃ ′) is the martingale part of Ỹ (resp., Ỹ ′), given by (3.11). By
Itô’s formula,

D̃t = −
∫ T

t
eαs d

(
Ỹs − Ỹ ′

s

)2 − α

∫ T

t
eαs(Ỹs − Ỹ ′

s

)2
ds

= −
∫ T

t
eαs d

〈
M̃ − M̃ ′〉

s − α

∫ T

t
eαs(Ỹs − Ỹ ′

s

)2
ds

−
∫ T

t
2eαs(Ỹs − Ỹ ′

s

)
d
(
Ỹs − Ỹ ′

s

)

= −α

∫ T

t
D̃s ds −

∫ T

t
eαs d

〈
M̃ − M̃ ′〉

s − 2
∫ T

t
eαs(Ỹs − Ỹ ′

s

)
d
(
M̃s − M̃ ′

s

)

+ 2
∫ T

t
eαs(Ỹs − Ỹ ′

s

)
d
(
K̃s − K̃ ′

s

)

+ 2
∫ T

t
eαs(Ỹs − Ỹ ′

s

)(
f

(
s, Ys,Zs,H(K)
s

) − f
(
s, Y ′

s,Z
′
s,H

(
K ′)


s

))
ds.

After taking expectation, we obtain

(3.15)

E[D̃t ] = −α

∫ T

t
E(D̃s) ds −E

∫ T

t
eαs d

〈
M̃ − M̃ ′〉

s

+ 2E
∫ T

t
eαs(Ỹs − Ỹ ′

s

)
d
(
K̃s − K̃ ′

s

)

+ 2
∫ T

t
E

{
eαs(Ỹs − Ỹ ′

s

)[
f

(
s, Ys,Zs,H(K)
s

)

− f
(
s, Y ′

s,Z
′
s,H

(
K ′)


s

)]}
ds.

Now we use an important observation due to [3] that

E

∫ T

t
eαs(Ỹs − Ỹ ′

s

)
d
(
K̃s − K̃ ′

s

)

= E

∫ T

t
eαs(Ỹs − Ss) dK̃s +E

∫ T

t
eαs(Ỹ ′

s − Ss

)
dK̃ ′

s

−E

∫ T

t
eαs(Ỹs − Ss) dK̃ ′

s −E

∫ T

t
eαs(Ỹ ′

s − Ss

)
dK̃s

≤ 0.
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Putting this estimate into (3.15), we may deduce that

(3.16)

E[D̃t ] ≤ −α

∫ T

t
E(D̃s) ds −E

∫ T

t
eαs d

〈
M̃ − M̃ ′〉

s

+ 2
∫ T

t
eαs

E
{(

Ỹs − Ỹ ′
s

)[
f

(
s, Ys,Zs,H(K)
s

)

− f
(
s, Y ′

s,Z
′
s,H

(
K ′)


s

)]}
ds.

The standard method may be applied to handle the last integral on the right-hand
side of (3.16) because f is globally Lipschitz. In fact,

(3.17)

E[D̃t ] ≤ −α

∫ T

t
E(D̃s) ds −E

∫ T

t
eαs |Z̃s − Z̃s |2 ds

+ 2C1

∫ T

t
eαs

E
(∣∣Ỹs − Ỹ ′

s

∣∣(∣∣Ys − Y ′
s

∣∣ + ∣∣Zs − Z′
s

∣∣))ds

+ 2C2

∫ T

t
eαs

E
(∣∣Ỹs − Ỹ ′

s

∣∣∣∣H(K)
s − H
(
K ′)


s

∣∣)ds

≤ −(
α − εC1 − ε′C2

) ∫ T

t
E(D̃s) ds −E

∫ T

t
eαs |Z̃s − Z̃s |2 ds

+ 2C1

ε
E

∫ T

t
eαs(∣∣Ys − Y ′

s

∣∣2 + ∣∣Zs − Z′
s

∣∣2)
ds

+ 2C2

ε′ E

∫ T

t
eαs

∣∣H(K)
s − H
(
K ′)


s

∣∣2 ds

which yields the required estimate. �

The next estimate is also essential for the existence.

PROPOSITION 3.5. Let ‖K − K ′‖2∞ = E[sup0≤t≤T |Ks − K ′
s |2]. Then

(3.18)

∥∥K̃ − K̃ ′∥∥2
∞ ≤ (

24T C2
1 + 4C4

)(∥∥Y − Y ′∥∥2
0 + ∥∥Z − Z′∥∥2

0

)

+ 24T 2C2
2
∥∥K − K ′∥∥2

∞,

where C4 is the constant appearing in the Burkhölder inequality.

PROOF. Since

K̃t = max
[
0, max

0≤s≤T

{
−

(
ξ +

∫ T

s
f

(
r, Yr,Zr,H(K)
r

)
dr

− Ss −
∫ T

s
Zr dBr

)}]
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− max
[
0, max

t≤s≤T

{
−

(
ξ +

∫ T

s
f

(
r, Yr,Zr,H(K)
r

)
dr

− Ss −
∫ T

s
Zr dBr

)}]

from which it follows that

∣∣K̃t − K̃ ′
t

∣∣2 ≤ 4T

∫ T

0

∣∣f (
s, Ys,Zs,H(K)
s

) − f
(
s, Y ′

s,Z
′
s,H

(
K ′)


s

)∣∣2 ds

+ 4
∣∣∣∣ sup
0≤s≤T

∫ T

s

(
Zr − Z′

r

)
dBr

∣∣∣∣
2

≤ 12T C2
1

∫ T

0

(∣∣Ys − Y ′
s

∣∣2 + ∣∣Zs − Z′
s

∣∣2)
ds

+ 12T C2
2

∫ T

0

∣∣E[
H(K)s − H

(
K ′)

s |Fs

]∣∣2 ds

+ 4
∣∣∣∣ sup
0≤s≤T

∫ T

s

(
Zr − Z′

r

)
dBr

∣∣∣∣
2
.

Taking expectation and using (3.5), we obtain

E
∣∣K̃t − K̃ ′

t

∣∣2 ≤ (
12T C2

1 + 4C4
)
E

∫ T

0

(∣∣Ys − Y ′
s

∣∣2 + ∣∣Zs − Z′
s

∣∣2)
ds

+ 12T C2
2C3

∫ T

0
E sup

r

∣∣Kr − K ′
r

∣∣2 ds

≤ (
12T C2

1 + 4C4
)
E

∫ T

0

(∣∣Ys − Y ′
s

∣∣2 + ∣∣Zs − Z′
s

∣∣2)
ds

+ 12T 2C2
2C3

∥∥K − K ′∥∥2
∞

which implies (3.18). �

3.3. Existence and uniqueness theorem. We are now in a position to show the
existence of a solution to (3.1)–(3.2).

THEOREM 3.6. There is a constant C0 > 0 depending only on C1 such that,
if T > 0 satisfies the condition that C2C3T ≤ C0, then there is a unique solution
(Y,Z,K) to the problem (3.1)–(3.2). Moreover, the reflected local time satisfies
(3.6).

If C2 = 0, that is, if the driver f does not depend on K , then there is no restric-
tion on T . C1, C2 and C3 are the Lipschitz constants appearing in (3.3) and in
(3.5), respectively.
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PROOF. Let α ≥ 0 and β > 0 to be chosen later, and define
∥∥(Y,Z,K) − (

Y ′,Z′,K ′)∥∥2
α,β = ∥∥Y − Y ′∥∥2

α + ∥∥Z − Z′∥∥2
α + β

∥∥K − K ′∥∥2
∞.

Let (Ỹ , Z̃, K̃) = L(Y,Z,K) and (Ỹ ′, Z̃′, K̃ ′) = L(Y ′,Z′,K ′). Then from (3.5),

∥∥H(K)
 − H
(
K ′)
∥∥2

α ≤ E

∫ T

t
eαs

E
[∣∣H(K)s − H

(
K ′)

s

∣∣2|Ft

]
ds

≤ eαT − 1

α
C3

∥∥K − K ′∥∥2
∞

together with (3.13) (we choose α ≥ 0, ε ≥ 0 and ε′ ≥ 0 such that α−εC1 −ε′C2 =
1), it follows that

(3.19)

∥∥Ỹ − Ỹ ′∥∥2
α + ∥∥Z̃ − Z̃′∥∥2

α + β
∥∥K̃ − K̃ ′∥∥2

∞

≤
[(

12T C2
1 + 4C4

)
β + 2C1

ε

](∥∥Y − Y ′∥∥2
α + ∥∥Z − Z′∥∥2

α

)

+
(

12C2
2T 2C3

β
+ 2C2C3

ε′β
eαT − 1

α

)
β

∥∥K − K ′∥∥2
∞.

Choose ε = 8C1, ε′ = 1, α = 1 + 8C2
1 + C2 and β = 1

16(3T C2
1+C4)C3

. We may

choose C0 > 0 such that, if C2C3T ≤ C0, then

(3.20) 6C2
2T 2 + C2

e(1+8C2
1+C2)T − 1

1 + 8C2
1 + C2

≤ 1

64(3T C2
1 + C4)C3

and, therefore,

12C2
2C3

β
T 2 + 2C2C3

β

eαT − 1

α
≤ 1

2
.

With these choices of α,β, ε and ε′, it follows from (3.19) that

(3.21)
∥∥(Ỹ , Z̃, K̃) − (

Ỹ ′, Z̃′, K̃ ′)∥∥
α,β ≤ 1√

2

∥∥(Y,Z,K) − (
Y ′,Z′,K ′)∥∥

α,β,

so there is a fixed point (Y,Z,K), which is clearly a solution according to Re-
mark 3.2. �

The uniqueness of the solution follows from the contraction principle. We how-
ever supply a proof of the uniqueness which also shows continuous dependence of
solutions on the parameters.

THEOREM 3.7. Under the same assumptions in Theorem 3.6, suppose that
(Y i,Zi,Ki) (i = 1,2) are solutions of reflected BSDE (3.1) with parameters
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(ξ i, f i, Si), respectively. Let

�Y = Y 1 − Y 2, �Z = Z1 − Z2, �K = K1 − K2,

�ξ = ξ1 − ξ2, �f = f 1 − f 2, �S = S1 − S2.

Then

(3.22)

E

(
sup

0≤t≤T

|�Yt |2 +
∫ T

0
|�Zt |2 dt + sup

0≤t≤T

|�Kt |2
)

≤ CE

(
�ξ2 +

∫ T

0

∣∣�f
(
t, Y 1

t ,Z1
t ,H

(
K1)

t

)∣∣2 dt

)

+ C�
1
2
T

[
E

(
sup

0≤t≤T

|�St |
)2] 1

2
,

where C depends only on C1, C2, C3 and C2C3T , and

�T = E
(∣∣ξ1∣∣2 + ∣∣ξ2∣∣2) +E

[(
sup

0≤t≤T

(
S1

t

)+)2 +
(

sup
0≤t≤T

(
S2

t

)+)2]

+E

∫ T

0

(∣∣f 1
0 (t)

∣∣2 + ∣∣f 2
0 (t)

∣∣2)
dt,

where f i
0 (t) = f i(t,0,0,0), i = 1, 2.

PROOF. Applying Itô’s formula to |�Yt |2, then taking expectation together
with the fact that

∫ T

t
(�Ys − �Ss)d(�Ks) ≤ 0,

we get

E

(
|�Yt |2 +

∫ T

t
|�Zs |2 ds

)

= E

(
�ξ2 + 2

∫ T

t
�Ys�f

(
s, Y 1

s ,Z1
s ,H

(
K1)

s

)
ds

)

+ 2E
(∫ T

t
�Ys

(
f 2(

s, Y 1
s ,Z1

s ,H
(
K1)

s

) − f 2(
s, Y 2

s ,Z2
s ,H

(
K2)

s

))
ds

)

+ 2E
∫ T

t
�Ss d(�Ks).
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Together with (3.3), we then deduce that

E|�Yt |2 ≤ E

(
�ξ2 +

∫ T

t

∣∣�f
(
s, Y 1

s ,Z1
s ,H

(
K1)

s

)∣∣2 ds

)

+ (
2 + 2C1 + C2

1
)
E

∫ T

t
|�Ys |2 ds + C2

2C3T
2
E

[
sup

0≤t≤T

|�Kt |2
]

+E

[
sup

0≤t≤T

|�St |(K1
T + K2

T

)]
,

which yields estimates for E
∫ T
t |�Ys |2 ds and

∫ T
0 |�Zs |2 ds via Gronwall’s in-

equality. By (3.6),

Ki
t = max

[
0, max

0≤s≤T

{
−

(
ξ i +

∫ T

s
f i(r, Y i

r ,Z
i
r ,H

(
Ki)


r

)
dr

− Si
s −

∫ T

s
Zi

r dBr

)}]

− max
[
0, max

t≤s≤T

{
−

(
ξ i +

∫ T

s
f i(r, Y i

r ,Z
i
r ,H

(
Ki)


r

)
dr

− Si
s −

∫ T

s
Zi

r dBr

)}]

for i = 1, 2, and using similar arguments as in the proof of Proposition 3.5, we
obtain

E

[
sup

0≤t≤T

|�Kt |2
]
≤ 4E

(
�ξ2 +

∫ T

t

∣∣�f
(
s, Y 1

s ,Z1
s ,H

(
K1)

s

)∣∣2 ds

+E sup
0≤t≤T

|�St |2
)

+ (
12T C2

1 + 4C4
)
E

[∫ T

0

(|�Ys |2 + |�Zs |2)
ds

]

+ 12T 2C2
2C3E

[
sup

0≤t≤T

|�Kt |2
]
.

Putting these estimations together with similar technique in proving Theo-
rem 3.6, we can choose C0 > 0 small enough such that, if C2C3T ≤ C0, so that
(3.22) holds. �

4. Application in finance.

4.1. Optimal stopping problem. In [3], it is proven that the value processes of
the optimal stopping problem can be presented as solutions of reflected BSDEs. In
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financial market, solutions of classic BSDEs can be considered as recursive utility
of an investor, which means that the wealth of the investor will affect his decision,
that is, the utility function. This model can also be applied to the pricing problem
under non-Black–Scholes framework; cf. [4] for more details. With the help of the
relationship between solutions of reflected BSDEs and value processes of some
optimal stopping problems, it is known that the reflected BSDE is useful in the
study of mixed optimal control problems with recursive utility, to price American-
type options under non-Black–Scholes framework. Solutions of reflected BSDEs
with resistance (3.1), can be considered as value processes of optimal stopping
problems, according to the arguments as for Proposition 2.3 in [3]. Namely, we
have the following.

PROPOSITION 4.1. If (Y,Z,K) is the solution of reflected BSDE with resis-
tance (3.1) and (3.2), then for each t ∈ [0, T ]
(4.1) Yt = ess sup

τ∈Tt

E

[∫ τ

t
f

(
s, Ys,Zs,H(K)s

)
ds + Sτ 1{τ<T } + ξ1{τ=T }

∣∣∣Ft

]
,

where Tt is the set of all stopping times valued in [t, T ].

However, this optimal stopping problem is not standard, the method of Snell
envelopes cannot be utilized directly to obtain the solution, since the value process
also depends on the increasing process K .

4.2. Super-hedging problem with wealth constraint. Following [4], in this
part, we consider another application of reflected BSDEs introduced in the pre-
vious section in finance. Consider an investor whose actions cannot affect market
prices. The investor can decide to put at time t ∈ [0, T ] an amount πt = (πi

t )0≤i≤n

of his wealth Vt in risky assets, and to allocate his consumption Ct . His deci-
sion can only be based on the current information (Ft ), that is, the processes πt

and Ct are predictable. Here, C is an increasing process with C0 = 0. In practice,
Ct = ∫ t

0 cs ds, which is cumulative amount of consumption from 0 to t , though
we do not assume this. It can be interpreted as liquidity necessary under some
constraint. We assume that the triple (V ,π,C) satisfies following stochastic dif-
ferential equation:

dVt = b
(
t, Vt , πt ,H(C)t

)
dt − dCt + σtπt dBt .

In the classical financial model, we have b(s, y, z) = −(rsy + σ−1
s (μs − rs)z),

where r is the interest of bank, μ is the expected return of risky asset, σ is the
volatility.

Let us consider the case that the consumption also has impact on the wealth
through the market mechanics described by mapping

b : [0, T ] × � ×R×R
d ×R

+ →R,
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where H is a mapping defined on the space of consumption processes, which may
depend on the whole history of C. We introduce the following definition of super-
strategy (cf. [5] and [4]).

DEFINITION 4.2. A super-strategy is a triple process (V ,π,C), where V is
the market value (or wealth process), π is the portfolio process, and C is the con-
sumption process, such that

(4.2)

dVt = b
(
t, Vt , πt ,H(C)t

)
dt − dCt + σtπt dBt ,∫ T

0
|πt |2 dt < +∞, P-a.s.,

and C is an increasing, right-continuous, adapted process with C0 = 0.

Let ξ be a positive contingent claim, with the settled time T which is an FT -
measurable random variable. It can be regarded as a financial target of an investor,
or a contract which pays ξ at maturity T .

DEFINITION 4.3. (i) A super-hedging strategy against ξ is a self-financing
strategy (V ,π,C) such that VT = ξ . Let H(ξ) denote the class of super-hedging
strategies against ξ . If H(ξ) is nonempty, ξ is called super-hedgeable.

(ii) The upper price V0 (or upper initial invest V0) at time 0 of the super-
hedgeable claim ξ is the smallest initial endowment needed to hedge ξ , that is,

V0 = inf
{
x ≥ 0; ∃(V ,π,C) ∈ H(ξ) such that V0 that is,= x

}
.

The corresponding self-financing strategy (V ,π,C), if it exists, is called the
smallest super-hedging strategy.

The definitions of super-hedging and super-strategy are often used in the situa-
tion where there is constraint or il-liquidity in the market. The upper price V0 of
ξ in such market is the smallest initial capital which the investor should prepared
to super-hedge ξ . On the other hand, if an investor has an initial capital x smaller
than V0, then he cannot super-hedge ξ by super-hedge strategy. In the paper [5],
the upper price is called the selling price.

We are interested in the following.

PROBLEM 4.4. Suppose that the market has a bankrupt constraint, that is,
the wealth is forced to stay above a given level St , that is, Vt ≥ St , t ∈ [0, T ],
S is a given random process satisfying suitable integrability condition. Given a
contingent claim ξ , under (4.2), what is the lower price for it? How to find its
smallest super-hedging strategy?
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Obviously under bankrupt constraint the smallest super-hedging strategy must
satisfy the integrability condition, that is,

∫ T

0
(Vt − St ) dCt = 0.

Applying results of reflected BSDE with nonlinear resistance, we have immedi-
ately the following.

PROPOSITION 4.5. If assumptions in Theorem 3.6 are satisfied for b and H ,
then ξ ∈ L2(FT ) is super-hedgeable. The upper price Y0 of contingent claim ξ is
the solution of the following reflected BSDE:

Yt = ξ −
∫ T

t
b
(
s, Ys,Zs,H(K)s

)
ds + KT − Kt −

∫ T

t
Zs dBs,

Yt ≥ St for t ≤ T and
∫ T

0
(Yt − St ) dKt = 0.

In this case, the solution (Y, σ−1· Z,K) = (V ,π,C) is the smallest super-
hedging strategy.

5. Reflected BSDE with the density process. In the previous sections, we
have discussed the following reflected BSDE with nonlinear resistance:

Yt = ξ +
∫ T

t
f

(
s, Ys,Zs,H(K)s

)
ds + KT − Kt −

∫ T

t
Zs dBs,

Yt ≥ St for t ≤ T and
∫ T

0
(Yt − St ) dKt = 0.

We know from Corollary 2.2 that if S is an Itô process

St = S0 +
∫ t

0
us ds +

∫ t

0
σs dBs

then K is absolutely continuous with respect to Lebesgue measure, that is, there
exists a density process k such that Kt = ∫ t

0 ks ds. Furthermore, we have from
Proposition 2.1 and Corollary 2.2 that

(5.1) 1{Yt=St }(Zt − σt ) = 0

and

(5.2)
Kt + LY

t = −
∫ t

0
1{Ys=Ss}

(
f

(
s, Ys,Zs,H(K)s

) + us

)
ds

= −
∫ t

0
1{Ys=Ss}

(
f

(
s, Ss, σs,H(K)s

) + us

)
ds.
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Moreover, there exists a process (αt ) valued in [0,1], such that, for s ∈ [0, T ],
(5.3) ks = αs1{Ys=Ss}

(
f

(
s, Ss, σs,H(K)s

) + us

)−
.

An interesting case to consider is the RBSDE with H(K)s = ks . It is easy to
check that for this choice of H , inequality (3.5) is not satisfied. Therefore, we
have to derive different estimates in order to solve the following problem:

Yt = ξ +
∫ T

t
f (s, Ys,Zs, ks) ds + KT − Kt −

∫ T

t
Zs dBs,

Yt ≥ St for t ≤ T and
∫ T

0
(Yt − St ) dKt = 0.

Equivalently,

Yt = ξ +
∫ T

t

(
f (s, Ys,Zs, ks) + ks

)
ds −

∫ T

t
Zs dBs,(5.4)

Yt ≥ St for t ≤ T , kt ≥ 0 and
∫ T

0
(Yt − St )kt dt = 0.

THEOREM 5.1. Under assumption (3.3), and f̄ (k) = f (t, St , σt , k) for
k ∈ R

+. If (i) f̄ is increasing in k, or (ii) |f̄ (k)− f̄ (k′)| ≤ Ck|k′ −k|, for k, k′ > 0,
with Ck < 1, then for any ξ ∈ L2(FT ), there exists at least one triple (Yt ,Zt , kt )

which is the solution of reflected BSDE (5.4).

PROOF. We will construct the solution directly via auxiliary BSDEs, not
through the Picard iteration. Thanks to (5.1) and (5.3), the problem (5.4) may be
written as

(5.5)

Yt = ξ +
∫ T

t

(
f (s, Ys,Zs, ks) + ks

)
ds −

∫ T

t
Zs dBs

= ξ +
∫ T

t
f (s, Ys,Zs,0) ds −

∫ T

t
Zs dBs

+
∫ T

t
1{Ys=Ss}

(
f (s, Ys,Zs, ks) − f (s, Ys,Zs,0) + ks

)
ds

= ξ −
∫ T

t
Zs dBs +

∫ T

t
f (s, Ys,Zs,0) ds

+
∫ T

t
1{Ys=Ss}

(
f (s, Ss, σs, ks) − f (s, Ss, σs,0) + ks

)
ds.

We therefore consider the reflected BSDE without resistance,

(5.6)
Ỹt = ξ +

∫ T

t
f (s, Ỹs, Z̃s,0) ds + K̃T − K̃t −

∫ T

t
Z̃s dBs,

Ỹt ≥ St for t ≤ T and
∫ T

0
(Ỹt − St ) dK̃t = 0.
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Since f satisfies Lipschitz condition (3.3), there exists a triple (Ỹ , Z̃, K̃) which
solves (5.6). Since S is an Itô process, K̃ is absolutely continuous with respect to
Lebesgue measure, thus there exists an adapted process k̃s such that K̃t = ∫ t

0 k̃s ds.
We want to find a solution ks to the following functional equation:

(5.7) f (s, Ss, σs, ks) − f (s, Ss, σs,0) + ks = k̃s .

In fact, in the case that f̄ is increasing in k, then define f̃ (k) = f̄ (k) − f̄ (0) +
k, which is still increasing in k. Notice that f̃ (0) = 0. Thus (5.7) has a positive
solution

ks = f̃ −1(k̃s) ≥ 0.

If (ii) holds, so that f̄ is Lipschitz with Lipschitz constant smaller than 1. Define
f̃ (k) = f̄ (k) − f̄ (0) + k. Then for k ≤ k′, we have

f̃
(
k′) − f̃ (k) = f̄

(
k′) − f̄ (k) + k′ − k

≥ −Ck

∣∣k′ − k
∣∣ + k′ − k

= (1 − Ck)
(
k′ − k

) ≥ 0.

This implies that f̃ (k) is also increasing in k. Since f̃ (0) = 0, equation (5.7) ad-
mits a positive solution, k̃s ≥ 0, thus

ks = f̃ −1(k̃s) ≥ 0.

Since f̃ (0) = 0 at (t,ω), k̃t = 0 implies that kt = 0, and since
∫ T

0 (Ỹt −
St )k̃t dt = 0, we know that

∫ T
0 (Ỹt − St )kt dt = 0. Let Y = Ỹ , Z = Z̃. Then the

triple (Yt ,Zt , kt )0≤t≤T is a solution to (5.4). �

REMARK 5.2. The key step in solving equation (5.4) is to find a solution in
(5.7). Similar to (ii), we give another sufficient assumption for f : f is decreasing
in k and |f̄ (k) − f̄ (k′)| ≤ Ck|k′ − k|, for k, k′ > 0, with Ck > 1.

REMARK 5.3. If f differentiable in k, for k ≥ 0, then a sufficient condition
for (i) or (ii) in the previous theorem to hold is that df

dk
> −1, for k ≥ 0. And for

previous remark, it should be df
dk

< −1, for k ≥ 0.

However the uniqueness is not obvious, if we change process 0 to another pos-
itive square integrable process k̄t in 5.5, the procedure will also give us a solution
(Ŷt , Ẑt , k̂t ), under the same assumption, which may not coincide with the solution
(Yt ,Zt , kt ) we get from process 0, as they are constructed from different reflected
BSDEs.

Nevertheless, we can still prove a uniqueness result under a stronger assumption
than those in Theorem 5.1, but similar to the one in Remark 5.3.
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PROPOSITION 5.4. If f is differential in k with df
dk

> −1 for any (t,ω, y, z)

and k ≥ 0, then the reflected BSDE (5.4) admits at most one unique solution.

PROOF. The idea of the proof is similar to classical techniques for uniqueness
of BSDE. Assume that there are two triples (Y 1,Z1, k1) and (Y 2,Z2, k2) which
satisfy (5.4). We will consider the difference |Y 1 − Y 2| under suitable norm as
usual. Applying Itô formulae to |Y 1 − Y 2|2 and taking expectation, we get

(5.8)
E

∣∣Y 1
t − Y 2

t

∣∣2 +E

∫ T

t

∣∣Z1
s − Z2

s

∣∣2 ds

= 2E
∫ T

t

(
Y 1

s − Y 2
s

)(
f

(
Y 1

s ,Z1
s , k

1
s

) + k1
s − f

(
Y 2

s ,Z2
s , k

2
s

) − k2
s

)
ds.

Set f̂ (t, y, z, k) = f (t, y, z, k)+k. Obviously, it is increasing in k in view of df
dk

>

−1. Consider the reflected BSDEs with (Y 1,Z1, k1) and (Y 2,Z2, k2) as BSDEs
with given process k1 and k2,

Y 1
t = ξ +

∫ T

t
f̂

(
s, Y 1

s ,Z1
s , k

1
s

)
ds −

∫ T

t
Z1

s dBs,

Y 2
t = ξ +

∫ T

t
f̂

(
s, Y 2

s ,Z2
s , k

2
s

)
ds −

∫ T

t
Z2

s dBs.

Since if k1
t ≥ k2

t , then f̂ (t, y, z, k1
t ) ≥ f̂ (t, y, z, k2

t ), by the comparison theorem,
Y 1

t ≥ Y 2
t . Similarly, k1

t ≤ k2
t implies that Y 1

t ≤ Y 2
t . Thus we always have(

k1
t − k2

t

)(
Y 1

t − Y 2
t

) ≥ 0.

On the other hand, two triples (Y 1,Z1, k1) and (Y 2,Z2, k2) satisfy the constraint
that

∫ T
0 (Y i

t − St )k
i
t dt = 0, for i = 1,2. By a simple calculation,∫ T

0

(
Y 1

t − Y 2
t

)(
k1
t − k2

t

)
dt

=
∫ T

0

(
Y 1

t − St

)
k1
t dt +

∫ T

0

(
Y 2

t − St

)
k2
t dt −

∫ T

0

(
Y 1

t − St

)
k2
t dt

−
∫ T

0

(
Y 2

t − St

)
k1
t dt

≤ 0.

Hence (k1
t − k2

t )(Y
1
t − Y 2

t ) = 0 a.e. on [0, T ]. By (5.8), with the help of (3.3), it is
easy to get that

E
∣∣Y 1

t − Y 2
t

∣∣2 ≤ (
C1 + C2

1
)
E

∫ T

t

∣∣Y 1
s − Y 2

s

∣∣2 dt.

By Gronwall’s inequality, Y 1
t = Y 2

t , on [0, T ], and, therefore, Z1
t = Z2

t and
k1
t = k2

t . �
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REMARK 5.5. This result is not in contradiction with the previous comments.
In fact, we can only solve the equation by using process 0 in (5.5). If we replace
process 0 by another positive process k̄s , then we cannot construct a triple to be
the solution of (5.4) in similar way of solving equations (5.6) and (5.7). Since on
{k̃s = 0}, by comparison theorem, Ȳ ≥ Ỹ ≥ St , we would have

f (s, Ss, σs, ks) + ks − f (s, Ss, σs, k̄s) = 0.

Since f (t, y, z, k)+ k is increasing in k, ks ≤ k̄s , however, 0 may not be a solution
of the above equation.
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