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STATIONARY EDEN MODEL ON CAYLEY GRAPHS

BY TONĆI ANTUNOVIĆ AND EVIATAR B. PROCACCIA1

University of California, Los Angeles and Texas A&M University

We consider two stationary versions of the Eden model, on the upper
half planar lattice, resulting in an infinite forest covering the half plane. Un-
der weak assumptions on the weight distribution and by relying on ergodic
theorems, we prove that almost surely all trees are finite. Using the mass
transport principle, we generalize the result to Eden model in graphs of the
form G × Z+, where G is a Cayley graph. This generalizes certain known
results on the two-type Richardson model, in particular of Deijfen and Häg-
gström in 2007 [Ann. Appl. Probab. 17 (2007) 1639–1656].

1. Introduction. Aggregation processes form one of the richest class of pro-
cesses in statistical physics, admitting examples of KPZ relations, fractal geome-
try and surprising scaling limits. Though easy to define, many of the aggregation
processes defy rigorous analysis. Itai Benjamini suggested to study a stationary
version of known aggregation processes. The idea is to let aggregation processes
grow from an infinite base graph, instead from a single point, and result in an in-
finite forest rooted at the base graph. The stationary versions share local behavior
with the known processes, giving us a new approach to study them. A first attempt
was made by Berger, Kagan and Procaccia [4], where a stationary version of in-
ternal diffusion limited aggregation (SIDLA) was studied on the upper half planar
lattice. The general philosophy of the project is to use the additional symmetries
given by stationarity to obtain local behavior of aggregation processes.

The Eden model was defined by Murray Eden in 1961 [8]. Consider the lattice
Z

d with the set of edges E . The Eden Model is commonly defined as a stochastic
process with the state space {0,1}E , supported on finite nearest neighbor connected
sets. For 1 ≤ i ≤ d , let P[A1 = ±ei] = (2d)−1, where ei are the standard lattice
coordinate directions. Conditioned on An, let ∂An be the edge boundary of An,
and let P[An+1 = An ∪ {e}] = |∂An|−1, for every e ∈ ∂An.

In Lawler, Bramson and Griffeath 1992, [15] it is claimed that computer simu-
lations suggest that the Eden model does not converge to a Euclidean ball (proved
for dimension greater than 106 in Kesten [12], Corollary 8.4). It seems that even
though the Eden model appears to be the simplest aggregation process, it holds
surprising geometric properties.
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In this paper, we study a version of the Eden model on the graphs of the form
G × Z+, where G is a Cayley graph of an infinitely countable, finitely generated
group. For simplicity, we begin the discussion with the simplest case G = Z, when
G × Z+ corresponds to either the upper part or the upper-right part of the square
planar lattice. The proof of this case contains the key ideas of the general case,
while avoiding technical encumbrances.

We consider two variants of the model. For the simplest case G = Z, let H =
Z×Z+ to be the upper half planar lattice with nearest neighbor edges E , and let Ĥ
be the half planar directed lattice Ĥ = {(x, y) : x, y ∈ Z, x + y ∈ 2Z, y ≥ 0}, with
directed edges Ê = {(x + θl, x), (x + θr , x) : x ∈ Ĥ}, where θl = (−1,1) and θr =
(1,1). In other words, the edges are directed toward the vertex which decreases the
sum of coordinates.

In the general case, we will take G to be a Cayley graph of finitely generated
group with a finite generating set. In either the directed or undirected case we will
consider graphs whose set of vertices is G ×Z+. In the directed case, we consider
the oriented graph Ĝ with the vertex set G × Z+, and in which vertices (x,m)

and (y, n) are connected by an edge if and only if |m − n| = 1 and x and y are
neighbors in G. This is also known as the tensor product of the graphs G and Z+.
Edge connecting (x, n) and (y, n + 1) is given the orientation from (y, n + 1) to
(x, n). In the undirected case, we consider the unoriented graph G with the vertex
set G×Z+, in which vertices (x,m) and (y, n) are connected by an edge if either:

• x and y are neighbors in G and m = n ≥ 1, or
• x = y and m,n ≥ 0 with |m − n| = 1.

This is equivalent to taking a Cartesian product of graphs G × Z
+ and removing

the edges (but not the vertices) of G × {0}.
Note that if we make all the edges in Ĝ unoriented, the graph Ĝ will be con-

nected if and only if G is not bipartite. If G is bipartite it will actually con-
sists of two disjoint connected components, isomorphic through the mapping
(x, n) �→ (zx,n) for any fixed generator z ∈ G. In particular, taking G = Z, the
graph Ĥ is actually one of the components of the graph Ĝ, while H agrees with
the constructed G.

The edge sets of Ĝ and G will be denoted by Ê and E , respectively. In the
general case, will use symbols x, y, z, . . . to denote the vertices of the graph G

(i.e., the elements of the group G), while x, y, z, . . . will denote the vertices of
G, and x̂, ŷ, ẑ, . . . will denote the vertices of Ĝ. Similarly, while e and γ will
denote an edge and a path of G, e, γ will denote edges and paths of G, and ê,
γ̂ will denote (directed) edges and paths of Ĝ. Note that we will consider paths
as either sequences of adjacent vertices or sequences of adjacent edges, as we
find convenient. For pairs of vertices (x, y), (x, y) and (x̂, ŷ) in the corresponding
graphs, we let �(x, y), �(x, y) and �̂(x̂, ŷ) denote the sets of paths connecting the
corresponding vertices. Note that paths in �̂(x̂, ŷ) are directed, and so �̂(x̂, ŷ) =∅

is possible.
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Note that the graph G naturally embeds into both G and Ĝ as x �→ (x,0), and
thus vertices (x,0) will be denoted simply by x. We will denote the image {(x,0) :
x ∈ G} as G. Analogously, we will denote ∂Ĥ= (2Z) × {0} and ∂H= (Z) × {0}.

Let μ be a nonatomic measure supported on [0,∞) with finite expectation∫
[0,∞) xμ(dx) < ∞. To edges of Ĝ and G (i.e., Ĥ and H in the one-dimensional

case) we will assign i.i.d. random variables (ω(̂e))ê∈Ê and (ω(e))e∈E with the
distribution μ. The corresponding product measures over all edges is denoted by
P = μE for the graph G, and P̂ = μÊ for the graph Ĝ.

For every path γ in G and every directed path γ̂ in Ĝ consider the passage times

λ(γ ) = ∑
e∈γ

ω(e) and λ(γ̂ ) = ∑
ê∈γ̂

ω(̂e),

and the passage times between pairs of vertices (x, y) [or (x̂, ŷ)]

dω(x, y) = inf
γ∈�(x,y)

λ(γ ) and d̂ω(x̂, ŷ) = inf
γ̂∈�̂(x̂,ŷ)

λ(γ̂ ).

Here d̂ω(x̂, ŷ) = ∞ if �̂(x̂, ŷ) = ∅. For a set of vertices A we define the point-
to-set passage times dω(x,A) = infy∈A dω(x, y) and d̂ω(x̂,A) = infŷ∈A d̂ω(x̂, ŷ).
We will focus our interest on the passage times to A = G and the geometry of the
corresponding geodesics. Note that since μ has no atoms for every pair of points
(x̂, ŷ), path γ̂ which achieves λ(γ̂ ) = d̂ω(x̂, ŷ) is unique, and this is also true for
paths achieving d̂ω(x̂,A). For every x ∈ G and t > 0 define

T̂ (x, t) = ⋃
ŷ∈Ĝ

{
γ̂ : γ̂ ∈ �̂(ŷ, x), λ(γ̂ ) = d̂ω(ŷ,G) < t

}
,

as the union of all d̂ω geodesics which end at x ∈ G. Similarly, we define T (x, t).
By the above discussion, for any fixed t > 0 sets (T̂ (x, t))x∈G [and similarly
(T (x, t))x∈G] are disjoint trees. We also consider the complete geodesic forest

T̂ (x) = ⋃
t>0

T̂ (x, t) = ⋃
ŷ∈Ĝ

{
γ̂ : γ̂ ∈ �̂(ŷ, x), λ(γ̂ ) = d̂ω(ŷ,G)

}
,

and similarly T (x).
See Figure 1 for the visualization of the tree T̂ (0) in the directed one-

dimensional case. As discussed, for G = Z and more generally when G is bipartite,
the trees T̂ (x) spread through one of the two isomorphic components of the graph
Ĝ. We only draw one such component in Figure 1.

In the special case where μ is the distribution of an exponential random variable,
we obtain a stationary versions of the Eden model, see Figure 1 for a graphical
representation. By the memoryless property of the exponential distribution one can
readily see that if we observe some tree T (x, t) [T̂ (x, t)], at time t , the next edge
the tree will attempt to add is uniform over the boundary of the tree. If at the time
of attempt the end of the edge is not occupied by any tree, the edge will be added.
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FIG. 1. Simulation of the Stationary Eden process on Ĥ.

If it is occupied the edge will not be added. This is equivalent to the first passage
percolation representation of the standard Eden model, where one considers all
the geodesics emanating from the origin. This coupling was first considered by
Richardson [17], and was used by Kesten [12] to prove that the asymptotic shape
of the Eden model in high dimension is not the Euclidean ball.

The main result of this paper is that under the two defined measures all trees are
finite almost surely.

THEOREM 1.1. For every nonatomic measure μ, supported on [0,∞) with
finite mean we have for any x ∈ G

P̂
[∣∣T̂ (x)

∣∣ < ∞] = 1 and P
[∣∣T (x)

∣∣ < ∞] = 1.

In Deijfen and Häggström 2007 [7], Theorem 1.1, the undirected case of
G = Z

d with exponential weights was proved. In our proof, we aspired greater
generality for future applications in other stationary models.

It is an interesting problem to describe the geometry of the trees more precisely.
In the following, we prove that the maximal level size of any tree has infinite
expectation and prove the same for certain moments of the tree heights.

For a set S ⊂ Ĝ (S ⊂ G) by h(S) denote the height of S, that is

h(S) = max
{
j : ∃x ∈ G,(x, j) ∈ S

}
,

and by wn(S) and w(S) denote the nth and the maximal level size of S, that is

wn(S) = |S ∩ Gn| and w(S) = max
n≥0

wn(S),

where Gn = G × {n} represents the nth level. Note that when G = Z each level of
S is connected, so w(S) can be interpreted as the maximal width of S, hence the
notation.

THEOREM 1.2. Assuming that G is a Cayley graph of a finitely generated
group, and that the distribution μ of ω(e) is supported on [0,∞) and has no
atoms, the expected maximal level size has infinite expectation

Ê
[
w

(
T̂ (x)

)] = E
[
w

(
T (x)

)] = ∞.
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THEOREM 1.3. (i) Assuming that G is a Cayley graph of a finitely generated
group, and that the distribution μ of ω(e) is supported on [0,∞) and has no
atoms, we have

Ê
[
φG

(
h
(
T̂ (x)

))] = ∞,

where φG(n) is the size of the graph-distance ball of radius n in G. In particular,
for G = Z we have that Ê[h(T̂ (x))] = ∞.

(ii) For the undirected case, for G = Z
d and assuming additionally that

(1.1)
∫

eνxμ(dx) < ∞ for some ν > 0,

we have that E[h(T (x))d ] = ∞.

Note that the total volumes of trees |T̂ (x)| and |T (x)| are at least as large as the
maximal widths w(T̂ (x)) and w(T (x)), and so the expected volumes of trees are
infinite as well. It would certainly be interesting to provide precise asymptotics for
the maximal widths and heights. This seems to be rather difficult, even in dimen-
sion one.

Finally, we show that the stationary Eden model converges asymptotically to
a line, which is of interest due to the fact that the asymptotic shape of the Eden
model is still unknown. For a set A ⊂ H, define the inner vertex boundary ∂ inA as
the set of all vertices of A which have a neighbor in Ac.

THEOREM 1.4. Suppose that μ is a nonatomic probability measure on
[0,∞), which also satisfies (1.1). Let Cd,t denote the event that for all (i, k) ∈
(∂ in ⋃

x∈Z T (x, t)) such that −t ≤ i ≤ t , we have d−2t−0.1 ≤ k
t
≤ d+2t−0.1, that

is,

Cd,t =
{(

∂ in
⋃
x∈Z

T (x, t)

)
∩ ([−t, t] ×Z+

) ⊂ [−t, t]

× t
[
d − 2t−0.1,d + 2t−0.1]}

.

There exist constants d > 0 and c > 0 such that for all t > 0, we have P[Cd,t ] ≥
1 − e−ct1/5

.

Since the arguments in the general case when G is only assumed to be a Cayley
graph are rather tedious, we will first present the arguments in the one-dimensional
case G = Z. Another reason for this approach is that a somewhat technical point
is resolved (in Lemma 3.3) in a simpler way compared to the general case, which
might be of interest to some readers. The one-dimensional case is presented in
Section 3. In Section 2, we will present some general results we will use in our
arguments. In Section 4, we present proofs for the general case.
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2. Notation and preliminary results.

2.1. Notation. Throughout the paper, we use the ̂ and � notation for the di-
rected and undirected model respectively. For a result which holds in both models,
we will omit the notation ̂ and � to make it context neutral. This will be exploited
quite often in the present section.

Let 
n denote the subgraph of Ĝ (G) whose vertices are of the form (x, i) for
x ∈ G and 0 ≤ i ≤ n, and which contains all edges between any two such vertices.
We will use the same notation 
n in both directed and undirected cases to reduce
the notation. Let Fn = σ {ω(e) : e ∈ 
n} denote the σ -algebra generated by the
weights of edges in the first n levels. Let γ̂ (x̂) and γ (x) be the (almost surely
unique) geodesics from x̂ and x to G respectively, that is, the (random) path from
x̂ and x to G respectively, which minimizes passage times [λ(τ̂ ) and λ(τ)] among
all such paths (τ̂ and τ ). Similarly, denote the geodesics between vertices x̂ and
ŷ (or x and y) by γ̂ (x̂, ŷ) [or γ (x, y)]. Observe that ŷ ∈ γ̂ (x̂) [y ∈ γ (x)] implies
that γ̂ (x̂, ŷ) ⊂ γ̂ (x̂) [γ (x, y) ⊂ γ (x)]. In either directed or undirected case, we
will consider the edges in the paths γ (x) and γ (x, y) to be ordered starting from x,
and we will use the notation γk(x) to denote the path consisting of the first k edges
of γ (x). Given the subgraph 
n of either G or Ĝ, we can restrict the whole model
to 
n. In other words, for x, y ∈ 
n we restrict the set of paths �(x, y) only to
paths between x and y whose edges stay in 
n (and similarly for the directed
case). In the undirected case, the analogues of dω, T (x), γ (x) and γ (x, y) will be
denoted by dω,
n , T 
n(x), γ 
n

(x) and γ 
n
(x, y). While the analogous notation

can be use for the directed case, in the directed case this restriction is just an artifact
of the model. In the case of the directed lattice, let T̂ n(x) denote the nth level of
the tree, that is, T̂ n(x) = T̂ (x) ∩ Gn. Observe that T̂ n(x) = ∅ corresponds to the
event that the tree T̂ (x) (rooted at x) is finite and of depth strictly less than n. Also
it is clear that {|T̂ (x)| = ∞} = ⋂

n{T̂ n(x) = ∅}. For the full lattice however, we
define

T
n
(x) = T 
n(x) ∩ Gn,

that is, the set of vertices in G whose lightest path to G (among all paths in 
n)
ends at x. Observe that T

n
(x) does not have to agree with T (x) ∩ Gn.

LEMMA 2.1. For any 1 ≤ m ≤ n and any x ∈ G, we have E[|T
n(x) ∩
Gm|] ≤ 1. In particular for m = n, we have E[|T n(x)|] ≤ 1.

For the purposes of the following lemma, assume that for every finite subset S

of G ×Z+ there is an event AS , such that the family (AS)S satisfies:

(i) P[AxS] = P[AS], for all x ∈ G, where x(y,n) = (xy,n);
(ii) AS2 ⊂ AS1 , whenever S1 ⊂ S2;

(iii) AS1 ∩ AS2 ⊂ AS1∪S2 .
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LEMMA 2.2. For all x ∈ G and all n > 0 and M ≥ 1

(2.1) P
[
1 ≤ ∣∣T n(x)

∣∣ ≤ M,AT n(x)

] ≥ P
[
1 ≤ ∣∣T n(x)

∣∣ ≤ M
] − P

[
Ac

BM(x)×n

]
,

or equivalently

(2.2) P
[
1 ≤ ∣∣T n(x)

∣∣ ≤ M,Ac
T n(x)

] ≤ P
[
Ac

BM(x)×n

]
.

We will first present the proofs in the linear case G = Z, which rely on ergodic
arguments. In the general case, the ergodic arguments are replaced by the use of
the mass transport principle.

PROOFS OF LEMMAS 2.1 AND 2.2 IN THE ONE-DIMENSIONAL CASE. To
justify the uniform boundedness of the expectations, use ergodicity with respect to
left-right translations and the fact that the sets T n(i) are connected in Z. In both
the directed and undirected models, we get for any fixed K > 0

(2.3) E
[∣∣T n(0)

∣∣ ∧ K
] = lim

k→∞
1

2k + 1

k∑
i=−k

(∣∣T n(i)
∣∣ ∧ K

)
.

Here we need to truncate the summands at K , to make sure the summands are
bounded and ergodic theorem applies, as the levels do not have to be bounded in
the undirected case. For the claim in Lemma 2.2,

P
[
0 <

∣∣T n(0)
∣∣ ≤ M,Ac

T n(0)

] = lim
k→∞

1

2k + 1

k∑
i=−k

1{0<|T n(i)|≤M,Ac
T n(i)

}.(2.4)

For the directed case, observe that the union of level sets
⋃k

i=−k T̂ n(i) is con-
tained in the interval [−k − n, k + n] × {n} and thus the sum on the right-hand
side of (2.3) is bounded from above by 2k + 2n + 1, which implies the claim in
Lemma 2.1. For Lemma 2.2, use the monotonicity of AS with respect to S and
observe that the sum on the right-hand side of (2.4) is bounded from above by

k+n∑
i=−k−n

1{Ac
I+(i,0)} ≤ 2n + 2k + 1,

where I = {0,1, . . . ,M} × {n}.
For the undirected case, we will show that for every ε > 0 there is a (determin-

istic) sequence (k�) such that almost surely

(2.5)
⋃

−k�≤i≤k�

T
n
(i) ⊂ {

(i, n) : −(1 + ε)k� ≤ i ≤ (1 + ε)k�

}
,

holds for all but finitely many �’s. The arguments will follow as before by restrict-
ing the limits to the subsequence as k� → ∞ and taking the limit ε → 0.
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To prove the claim in (2.5), fix ε > 0. For i ∈ Z, let

νn(i) = max
{|j − i||(j, k) ∈ γ
n(i, n), for every 0 ≤ k ≤ n

}
be the maximal displacement of the geodesic γ
n(i, n) from (i, n). Since
limk→∞ P[νn(0) ≥ εk/2] = 0, we can find a sequence k� ↗ ∞ such that∑

� P[νn(0) ≥ εk�/2] < ∞. Setting z� = �(1 + ε)k��∑
�

(
P

[
νn(z�) ≥ εk�/2

] + P
[
νn(−z�) ≥ εk�/2

])
< ∞,

so by Borel–Cantelli νn(z�) < εk�/2 and νn(−z�) < εk�/2 hold only for all but
finitely many indices �. Since the geodesics can not cross, this easily implies
that (2.5) holds for all but finitely many indices �. �

For the proof of Lemmas 2.1 and 2.2 in the general case, the ergodic arguments
will be replaced by the mass transport principle, introduced in [3], see also Sec-
tion 8.1 in [16].

THEOREM 2.3 (Mass transport principle). Let G be a countable group and
let (�,F ,μ) be a probability space such that G acts with measure preserving
transformations on �. Assume that for each x, y ∈ G we have a nonnegative ran-
dom variable m(x,y,ω) which is G-invariant in the sense that m(gx,gy, gω) =
m(x,y,ω). Then, for any x ∈ G we have∑

y∈V

Eμ

[
m(x,y, ·)] = ∑

y∈V

Eμ

[
m(y,x, ·)],

where Eμ is the expectation with respect to the measure μ.

PROOFS OF LEMMAS 2.1 AND 2.2 IN THE GENERAL CASE. Set

m1(y, x) =
{

1, if (y,m) ∈ T
n(x) ∩ Gm,

0, otherwise

and m2(y, x) = 1 if and only if (y, n) ∈ T n(x), |T n(x)| ≤ M and Ac
T n(x) hold

[and m2(y, x) = 0 otherwise]. Then
∑

y m1(y, x) = |T
n(x) ∩ Gm| and
∑

x m1(y,

x) = 1, so Lemma 2.1 follows by an application of mass transport principle to m1.
On the other hand ∑

y

m2(y, x) ≥ 1{1≤|T n(x)|≤M,Ac
T n(x)

}.

For a fixed y ∈ G, we have that either m2(y, x) = 0 for all x, or there is a unique
x such that m2(y, x) = 1. In the latter case, properties (ii) and (iii) of the sets
AS [property (iii) applied when Si are disjoint components of T n(x)] imply that
Ac

BM(y)×n has to hold. Therefore,∑
x

m2(y, x) ≤ 1Ac
BM(y)×n

.

Now the claim in (2.2) follows by applying the mass transport principle to m2. �
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By applying the same proof using the mass transport principle one can prove:

LEMMA 2.4. For every x ∈ G, E[wn(T (x))] = E[|T (x) ∩ Gn|] = 1.

LEMMA 2.5. In both the directed and undirected case (we use setting neutral
notation), if T n(x) = ∅ then T m(x) = ∅, for all m ≤ n. Furthermore, almost
surely we have that |T (x)| = ∞ holds if and only if T n(x) = ∅ for all n ≥ 1.

PROOF. In the directed case, both claims are trivial from the definition of
T̂ n(x). For the undirected case, assume that y ∈ T

n
(x). Then consider the geodesic

γ 
n
(y) and the last point z on this geodesic which intersects the level m, that is

Gm. Then the part of the geodesic γ 
n
(y) between z and x minimizes the value

λ(σ) over all paths σ between z and G which are contained in 
n. Since this path
is also contained in 
m, it also minimizes λ(σ) over all paths σ between z and G

which are contained in 
m, which implies z ∈ T
m
(x). Thus T

m
(x) = ∅.

Assuming that |T (x)| = ∞ and T
n
(x) = ∅ we necessarily have T (x) =

T 
n−1(x), which then implies that there is an m ≤ n − 1 such that |T 
n−1(x) ∩
Gm| = ∞. This however contradicts Lemma 2.1.

On the other hand assuming that |T (x)| < ∞, we have only finitely many neigh-
bors of T (x). Take n = maxy h(γ (y)), where the maximum is taken over all ver-

tices y in the outer boundary of T (x). We claim that T
n+1

(x) = ∅. Assume that

T
n+1

(x) =∅ and take z ∈ T
n+1

(x). Since the geodesic γ 
n+1
(z) ends at x, it must

contain a vertex z1 in the outer boundary of T (x). Then the geodesic γ 
n+1
(z1)

connects z1 and x. However, this is impossible, since by the choice of n we have
γ 
n+1

(z1) = γ (z1), and z1 /∈ T (x). �

The idea of the proof of Theorem 1.1 is based on the following killing argument.
If the tree T (x) survives for a long time, with high probability we find a sequence
of exceptional levels, such that with probability bounded away from zero, the tree
dies out in a bounded number of levels. The following is a technical lemma which
provides the basis for the argument. Again we use notation oblivious to the setting.

LEMMA 2.6. Assume that there is a positive integer N , δ > 0 and a sequence
of integers nk converging to infinity, such that for every k there is an event Ak ∈
Fnk

satisfying the following:

Ak ⊂ {
T nk (x) =∅

}
, P[Ak] ≥ δP

[
T nk (x) = ∅

]
and

P
[
T nk+N(x) = ∅|Ak

] ≥ δ.

Then P[|T (x)| = ∞] = 0.

PROOF. By Lemma 2.5, it suffices to show that the probability that T n(x) = ∅

for all n is equal to 0. Assume the opposite, that P[⋂n{T n(x) = ∅}] = p > 0. By
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Lemma 2.5, the events {T n(x) = ∅} are decreasing, and therefore P[Ak] ≥ δp

for all k. Without loss of generality, we can assume that the sequence nk satisfies
nk+1 > nk + N . We can bound the probabilities of T nk (x) = ∅ recursively

P
[
T nk+1(x) = ∅

] ≤ P
[
T nk+N (x) =∅,Ak

] + P
[
T nk (x) =∅,Ac

k

]
≤ (1 − δ)P[Ak] + P

[
T nk (x) =∅

] − P[Ak]
≤ P

[
T nk (x) = ∅

] − δ2p,

where in the first inequality we used Lemma 2.5. The above yields limk P[T nk (x)=
∅] = −∞ which gives the contradiction. �

3. One dimensional case. In this section, we study the simplest case G = Z

and prove Theorem 1.1. To reduce the notation we will assume (without loss of
generality) the mean edge weights are 1, that is, E[ω(e)] = 1. In this section, we
denote by ∂H= Z× {0}.

3.1. Directed case. In the whole subsection, we assume that random variables
ω(e) satisfy the conditions in Theorem 1.1.

For the killing argument in the directed case, we will use Lemma 2.6, with
events An for which there are vertices x1 and x2 on the nth level on different sides
of T̂ n(0) and close to T̂ n(0), such that both d̂ω(x1, ∂Ĥ) and d̂ω(x2, ∂Ĥ) are not
much larger than min{d̂ω(y, ∂Ĥ) : y ∈ T̂ n(0)}. In order to achieve the lower bound
on the probability P̂[An] we observe that Ac

n forces a geodesic in T̂ (0) below level
n not to deviate much from one of the two directions −θl or −θr . The technical
details are contained in the following lemmas.

First, we present an elementary abstract result.

LEMMA 3.1. Let A be an event and (Xn)n≥1 a process which is nondecreas-
ing on A. Assume that for some ε > 0 there exist positive integers k and N such
that for every n ≥ N we have P[A,Xn − Xn−k ≤ (1 − ε)k] ≤ ε. Then

P
[
A, lim sup

n→∞
Xn

n
≥ 1 − 2

√
ε

]
≥ P[A] − √

ε.

PROOF. Choose k and N as in the statement and let

Yn =
N+n−1∑

l=N

1{Xlk+k−Xlk≥(1−ε)k}.

Denoting pn = P(A,Yn ≥ (1 − √
ε)n) we have

n
(
P[A] − ε

) ≤ E[Yn1A] ≤ npn + n(1 − √
ε)

(
P[A] − pn

)
,

which yields pn ≥ P[A] − √
ε. This immediately implies

P
[
A, lim sup

n
Yn/n ≥ (1 − √

ε)
]
≥ P[A] − √

ε.
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FIG. 2. Bounding d̂ω((k, n), ∂Ĥ) from above.

Since the process Xn is nondecreasing, we have on A

lim sup
n

Xn

n
≥ (1 − ε) lim sup

n

Yn

n
,

which yields the claim. �

PROPOSITION 3.2. For n ≥ 1 and x = (k, n) ∈ Ĥ on the level n (with x possi-
bly depending on n) set Wn = d̂ω(x, ∂Ĥ). Then there exists a constant κ > 0 such
that

lim
n

P̂
[
Wn < (1 − κ)n

] = 1.

PROOF. Since Wn is nondecreasing, it suffices to show the claim when taking
limit along even values of n. For any vertex (k, n) where −n ≤ k ≤ n for both n

and k even, d̂ω((k, n), ∂Ĥ) can be bounded from above by the length of a shortest
path from the (k,0) to (k, n) which never deviates more than distance 1 from the
line (k, l), for 0 ≤ l ≤ n (see Figure 2). This can in turn be written as the sum of
n/2 i.i.d. random variables

n/2−1∑
i=0

min
{
ω

(
xi+1, x

l
i

) + ω
(
xl
i , xi

)
,ω

(
xi+1, x

r
i

) + ω
(
xr
i , xi

)}
,

where xi = (k,2i), xl
i = xi + θl , xr

i = xi + θr . Since random variables ω(e) are
independent and have continuous distribution, the terms in the above sum have
finite mean which is strictly less than 2 − 2κ , for κ small enough. This proves the
claim. �

For fixed positive integers M and k define the cylinders Cl
M,k and Cr

M,k as sub-
graphs of the directed lattice Ĥ induced by the vertices{

(2i + j, j) : −M ≤ 2i ≤ M,0 ≤ j ≤ k
}
,{

(2i − j, j) : −M ≤ 2i ≤ M,0 ≤ j ≤ k
}
,
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FIG. 3. Cylinders and Bottom-top paths.

respectively. We will also consider the translations of the cylinders Cl
M,k(x) =

Cl
M,k + x − kθr and Cr

M,k(x) = Cr
M,k + x − kθl , centered so that the midpoint of

the upper side is at x. Note that each cylinder Cl
M,k(x) and Cr

M,k(x) has exactly
M vertices in each level. Top-bottom paths in these cylinders are directed paths
of length k going from the top side to the bottom side of the cylinder, that is,
γ = x0, x1, . . . , xk , such that xi ∈ Cl

M,k(x) and xi+1 = xi − θl or xi+1 = xi − θr

[and similarly for Cr
M,k(x)]. See Figure 3.

LEMMA 3.3. For a fixed positive integer M let m
(M)
k = minσ λ(σ ), where

minimum is taken over all bottom-top paths σ in Cl
M,k and all top-bottom paths σ

in Cr
M,k . Then for every fixed M , we have limk m

(M)
k /k = 1, P̂-almost surely.

PROOF. The upper bound lim supk m
(M)
k /k ≤ 1, P̂-almost surely is obtained

trivially by applying the law of large numbers to any fixed top-bottom path. Lower
bound is proved by induction in M . We focus on the cylinder C̃l

M,k = Cl
M,k −

(M ′,0) shifted so that the lower right edge of the cylinder is at the origin (0,0)

(so M ′ = M or M ′ = M − 1, depending on the parity of M). For M = 1, the claim
follows by the law of large numbers. For induction step, we can focus on providing
the lower bounds on the passage time of the lightest top-down path from the top
left vertex (k − M ′, k), since lightest path from other vertices on the top level are
completely contained in the cylinder C̃l

M−1,k , and for them the claim follows by
induction hypothesis. From (k − M ′, k), we can consider the path σ̃k following
the −θr direction and which never enters the cylinder C̃l

M−1,k for which the lower
bound is obvious, by the law of large numbers. Any other path has to enter the
cylinder C̃l

M−1,k . Fix any such σ path and assume it enters this cylinder at the level
0 ≤ p < k. Then we have the inequality

λ(σ) ≥ λ(σ̃k) − λ(σ̃p) + m(M−1)
p .
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For a fixed ε > 0 and σ such that p ≤ εk we have

λ(σ)

k
≥ λ(σ̃k)

k
− λ(σ̃εk)

k
.

As k → ∞, by the law of large numbers the right-hand side converges to 1 − ε.
For p ≥ εk, by the induction hypothesis and law of large numbers we have for k

large enough, both λ(σ̃p)/p and m
(M)
p /p are between 1 − ε and 1 + ε. So for k

large enough and any σ such that p ≥ εk

λ(σ )

k
≥ λ(σ̃k)

k
− 2εp

k
≥ λ(σ̃k)

k
− 2ε.

The claim follows by taking k → ∞, since ε > 0 was arbitrary. �

Define a subgraph of Ĥ in the shape of a pentagon as follows. For a vertex x ∈ Ĥ

and integers M and k (M being even) let PM,k(x) be the subgraph of Ĥ whose set
of vertices is enclosed by the five sides:

Sb = {
x + (2i,0) : −M ≤ 2i ≤ M

}
, bottom side,

Slr = {
x + (M,0) + iθr : 0 ≤ i ≤ k

}
, lower right side,

Sll = {
x − (M,0) + iθl : 0 ≤ i ≤ k

}
, lower left side,

Sur = {
x + (M,0) + kθr + iθl : 0 ≤ i ≤ M + k

}
, upper right side,

Sul = {
x − (M,0) + kθl + iθr : 0 ≤ i ≤ M + k

}
, the upper left side,

and includes the vertices on the sides Sb, Slr , Sll , Sur and Sul as well. Every edge
between vertices w and y in PM,k(x) will be included in the graph PM,k(x), if
and only if at least one of w and y is not in Sb ∪ Slr ∪ Sll ∪ Sur ∪ Sul . Define the
modified edge boundary ∂̃PM,k(x) as the set of edges whose both endpoints are in
the set Slr ∪ Sll ∪ Sur ∪ Sul . These are exactly the edges which go along the sides
Slr , Sll , Sur and Sul . See Figure 4. Note that in the special case k = 0, the pentagon
PM,0(x) collapses into a triangle.

FIG. 4. Pentagon PM,k(x).
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On the event T̂ n(0) = ∅ denote by xn the vertex in T̂ n(0) which minimizes
d̂ω(x, ∂Ĥ) among all x ∈ T̂ n(0). For integers n ≥ k > 0 and an even positive inte-
ger M , let An,M,k denote the event that:

(a) 1 ≤ |T̂ n(0)| ≤ M and
(b) the geodesics γ̂ (xn) intersects both of the sets {xn − (i − M, i) : 0 ≤ i ≤ k}

and {xn − (−i + M, i) : 0 ≤ i ≤ k}.
The event in (b) can be stated equivalently as the event that the path consisting
of the first k edges of the path γ̂ (xn) is not completely contained in either of the
cylinders Cl

M−2,k and Cr
M−2,k . Think of k above as being significantly larger than

M . For such values of k, the geodesics γ̂ (xn) will necessarily intersect at least one
of the above sets, but it might fail to intersect both if the γ̂ (xn) does not deviate
much from the direction −θl or −θr for a significant amount of time.

PROOF OF THEOREM 1.1 ONE DIMENSIONAL DIRECTED CASE. Assume that
P̂[|T̂ (0)| = ∞] > 0. First, we prove the following claim.

CLAIM. There is δ > 0 such that for M large enough there is kM satisfying

lim sup
n

P̂[An,M,k] ≥ δ for all k ≥ kM.

PROOF. Assume the claim is not true. Then one can find M and δ > 0 for
which there is a sequence k� → ∞ such that for all � ≥ 1 we have P̂[An,M,k�

] < δ

for n large enough. Moreover, we can assume that M and δ satisfy

(3.1) 2δ + M−1 < min
{
κ2/4, P̂

[∣∣T̂ (0)
∣∣ = ∞]2}

,

where κ is from Proposition 3.2. Observe that the event Ac
n,M,k implies that γ̂k(xn)

is contained either in the cylinder Cl
M,k(xn) or Cr

M,k(xn). Let Bn,M,k denote the
event that:

• 1 ≤ |T̂ n(0)| ≤ M ,
• there is an x ∈ T̂ n(0) such that the minimal top-bottom path in one of the cylin-

ders Cl
M,k(x) or Cr

M,k(x) has weight at most (1 − 2δ)k.

We use Lemma 2.2 in the case when the events AS are defined so that for all
x ∈ S minimal top-bottom path in one of the cylinders Cl

M,k(x) or Cr
M,k(x) has

weight at least (1 − 2δ)k. By Lemma 3.3, we can find k0 so that for n ≥ k0, we
have P̂[Bn,M,k0] ≤ δ. We can choose k0 so that P̂[An,M,k0] < δ for n large enough.
Observe that d̂ω(xn, ∂Ĥ) − d̂ω(xn−k0, ∂Ĥ) ≤ (1 − 2δ)k0 implies that λ(γ̂k0(xn)) ≤
(1 − 2δ)k0. Therefore, we have the inclusion{

1 ≤ ∣∣T̂ n(0)
∣∣ ≤ M, d̂ω(xn, ∂Ĥ) − d̂ω(xn−k0, ∂Ĥ) ≤ (1 − 2δ)k0

}
⊂ An,M,k0 ∪ Bn,M,k0 .
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By the bounds on the probability of An,M,k0 and Bn,M,k0 , and Lemma 2.1, we now
have

P̂
[
T̂ n(0) = ∅, d̂ω(xn, ∂Ĥ) − d̂ω(xn−k0, ∂Ĥ) ≤ (1 − 2δ)k0

] ≤ 2δ + M−1.

Now applying Lemma 3.1 with A = {|T̂ (0)| = ∞} and Xn = d̂ω(xn, ∂Ĥ)1{T̂ n(0) =∅}
yields that

P̂
[∣∣T̂ (0)

∣∣ = ∞, lim sup
n

d̂ω(xn, ∂Ĥ)

n
≥ 1 − 2

√
2δ + M−1

]
= P̂

[∣∣T̂ (0)
∣∣ = ∞] −

√
2δ + M−1 > 0.

Since 1 − 2
√

2δ + M−1 > 1 − κ , this gives a contradiction with Proposition 3.2.
For the basis of the construction of the events Ak in Lemma 2.6 take an even M

such that for any n

P̂
[∣∣T̂ n(0)

∣∣ ≥ M
] ≤ 1

M
≤ δP̂[T̂ n(0) =∅]

6

(guaranteed by Lemma 2.1), where δ is as above. For this particular value of M ,
find k0 and a subsequence n� such that P̂[An�,M,k0] ≥ δ. For these values of M and
k0 choose 0 < ξ < ess supω(e) such that the event Cn,M,k0 defined as:

• 1 ≤ |T̂ n(0)| ≤ M ,
• ω(e) < ξ for all e ∈ Cl

M,k0
(x) ∪ Cr

M,k0
(x) and all x ∈ T̂ n(0)

has probability at least

P̂
[
1 ≤ ∣∣T̂ n(0)

∣∣ ≤ M
] − δ

3
P̂

[
T̂ n(0) =∅

]
,

for every n > k0. The existence of such ξ is guaranteed by Lemma 2.2 and since
P̂[|T̂ (0)| = ∞] > 0 gives a lower bound on the probabilities P̂[T̂ n(0) = ∅]. Fi-
nally, define the event

A� = An�,M,k0 ∩ Cn�,M,k0 ∈ Fn�
.

Since both An�,M,k0 and Cn�,M,k0 are contained in {T̂ n�(0) = ∅}, the union bound
gives P̂[A�] ≥ δP̂[T̂ n�(0) = ∅]/3. To apply Lemma 2.6 and finish the proof,
we only need to observe that for an appropriately chosen N the probabilities
P̂[T̂ n�+N(0) = ∅|A�] are bounded away from zero uniformly in �. The rest of
the proof is devoted to this.

First, define the points yl
n�

and yr
n�

as yl
n�

= xn�
− (M,0) and yr

n�
= xn�

+ (M,0)

(recall that M is chosen to be even). Observe that on the event A� we have yl
n�

/∈
T̂ (0) and yr

n�
/∈ T̂ (0). Furthermore, on the event A� the path γ̂k0(xn�

) intersects
the sides of the cylinders {yl

n�
− iθl : 0 ≤ i ≤ k0} and {yr

n�
− iθr : 0 ≤ i ≤ k0}, so

choose points ql ∈ γ̂k0(xn�
)∩{yl

n�
− iθl : 0 ≤ i ≤ k0} and qr ∈ γ̂k0(xn�

)∩{yr
n�

− iθr :
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0 ≤ i ≤ k0}. By the definition of the event A� we have that both d̂ω(yl
n�

, ∂Ĥ) and
d̂ω(xn�

, ∂Ĥ) are between d̂ω(ql, ∂Ĥ) and d̂ω(ql, ∂Ĥ) + ξk0 and so by symmetry∣∣d̂ω

(
yl
n�

, ∂Ĥ
) − d̂ω(xn�

, ∂Ĥ)
∣∣ ≤ 2ξk0 and

(3.2) ∣∣d̂ω

(
yr
n�

, ∂Ĥ
) − d̂ω(xn�

, ∂Ĥ)
∣∣ ≤ 2ξk0.

Next, take ξ1 < ξ2 such that both probabilities P̂(ω(e) > ξ2) and P̂(ω(e) < ξ1) are
positive, and take a positive integer k1 such that k1 > 2ξk0/(ξ2 − ξ1).

Consider the pentagon PM,k1(xn�
) and denote its lower left, lower right upper

left and upper right sides with Sll , Slr , Sul , Sur . Consider the event

DM,k1(xn�
) = {

ω(e) > ξ2 : e ∈ PM,k1(xn�
)
} ∩ {

ω(e) < ξ1 : e ∈ ∂̃PM,k1(xn�
)
}
,

that is, we require all the edges in PM,k1(xn�
) to be heavier than ξ2 and all the edges

on the lower left, lower right, upper left and upper right sides of PM,k1(xn�
) to be

lighter than ξ1. Obviously, for fixed values of M,k1, ξ1, ξ2, on the event A� the
conditional probability P̂[DM,k1(xn�

)|Fn�
] is bounded away from zero, uniformly

in �. We show that given A�, on the event DM,k1(xn�
) we have (Sul ∪Sur)∩ T̂ (0) =

∅. Then T̂ n�+N(0) = ∅ for N = k1 + M , since otherwise for any y ∈ T̂ n�+N(0),
the path γ̂ (y) intersects T̂ n�(0), and in particular either Sul or Sur . Thus for N =
k1 + M we get the lower bound

P̂
[
T̂ n�+N(0) = ∅|A�

] ≥ P̂
[
DM,k1(xn�

)|A�

]
> 0,

which is uniform in �. The claim then follows by Lemma 2.6.
Assume the contrary, that for some z ∈ Sul we have {z ∈ T̂ (0)} ∩ A� ∩

DM,k1(xn�
) = ∅. On the intersection of these events denote p = T̂ nk (0) ∩ γ̂ (z).

The part of the geodesics γ̂ (z) between the points p to z contains at least k1 edges
from PM,k1(xn�

), the other edges might be a part of the side Sul . Considering the
path from yl

n�
to z following the edges of Sll and Sul it is an easy observation that

on the event DM,k1(xn�
) we have

d̂ω

(
yl
n�

, z
) ≤ d̂ω(p, z) − k1(ξ2 − ξ1).

Considering an even i = 0 such that yl
n�

∈ T̂ (i) observe that

d̂ω

(
z, (i,0)

) ≤ d̂ω

(
z, yl

n�

) + d̂ω

(
yl
n�

, (i,0)
)

≤ d̂ω(p, z) − k1(ξ2 − ξ1) + d̂ω

(
yl
n�

, ∂Ĥ
)

≤ d̂ω(p, z) − k1(ξ2 − ξ1) + d̂ω(xn�
, ∂Ĥ) + 2ξk0

< d̂ω(p, z) + d̂ω(p, ∂Ĥ) = d̂ω(z,0).

This gives the contradiction. The fact that Sur ∩ T̂ (0) = ∅ follows by symmetry.
�
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3.2. Undirected case. Let n be a positive integer and I a subset of consecutive
vertices on the level n, that is I = {(il, n), (il + 1, n), . . . , (ir , n)}. Let RI,k be the
rectangle with base I ∪ {(il − 1, n), (ir + 1, n)} and of height k, and Sb, Sl , Sr and
Su the bottom, the left, the right and the upper side of RI,k . More precisely, define
Sb, Sl , Sr and Su to be subgraphs with the sets of vertices

I ∪ {
(il − 1, n), (ir + 1, n)

}
,

{
(il − 1, j) : n ≤ j ≤ n + k − 1

}
,{

(ir + 1, j) : n ≤ j ≤ n + k − 1
}
,

{
(i, n + k − 1) : il − 1 ≤ i ≤ ir + 1

}
,

respectively. Set Sb, Sl , Sr and Su to be the subgraphs induced by their respective
sets of vertices, that is, they contain all edges between any two of their vertices.
Now define RI,k as a subgraph with the set of vertices{

(i, j) : il − 1 ≤ i ≤ ir + 1, n ≤ j ≤ n + k − 1
}
,

and include in RI,k all edges e = (x, y) between two vertices x and y of RI,k such
that e /∈ Sb ∪ Sl ∪ Sr ∪ Su. Define a modified boundary of RI,k to be the union of
subgraphs ∂̃RI,k = Sl ∪ Sr ∪ Su, that is, we do not include the bottom side in the
boundary.

PROOF OF THEOREM 1.1 ONE DIMENSIONAL UNDIRECTED CASE. Again
we apply Lemma 2.6. Assume that P[|T (0)| = ∞] > 0. By Lemma 2.5, we have
that

P
[⋂

n

{
T

n
(0) = ∅

}] = P
[∣∣T (0)

∣∣ = ∞]
> 0.

By Lemma 2.1 for M large enough and any n, we have P[0 < |T n
(0)| ≤ M] ≥

P[|T (0)| = ∞]/2. On the event T
n
(0) = ∅, denote the vertices T

n
(0) by (j, n)

for jl ≤ j ≤ jr and define yl
n = (jl − 1, n) and yr

n = (jr + 1, n). Denote il, ir ∈ ∂H

such that yl
n ∈ T

n
(il) and yr

n ∈ T
n
(ir). By definition, il = 0 and ir = 0, however

note that without further assumptions we can not claim that yl
n and yr

n are not in
T (0). Now by Lemma 2.2 we can find positive real numbers ξ and δ such that for
every n the event An defined as:

• 0 < |T n
(0)| ≤ M ,

• ω(e) < ξ , for all horizontal edges e with at least one endpoint in T
n
(0),

has probability at least δ. Without loss of generality, we can assume that there are
numbers ξ1 and ξ2 such that ξ1 < ξ < ξ2 and such that both probabilities P(ω(e) <

ξ1) and P(ω(e) > ξ2) are positive. We will show that for an appropriate choice of

N , the probabilities P[T n+N
(0) = ∅|An] are uniformly bounded away from zero,

which by Lemma 2.6 proves the claim. Fix an integer N with the property that

N >
(ξ + ξ1)M + 3ξ

ξ2 − ξ1
.
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Consider the rectangle R
T

n
(0),N

, and the event

Rn,N = {
ω(e) < ξ1, for all e ∈ ∂̃R

T
n
(0),N

} ∩ {
ω(e) > ξ2, for all e ∈ R

T
n
(0),L

}
.

Given the event An the width of T
n
(0) is bounded by M +2, and so the event Rn,N

puts constraints on weights of less than 2(M + 2)N edges. Thus P[Rn,N |An] >

δ, for some δ > 0 and all positive integers n. Next, we prove that on the event

Rn,N ∩ An we necessarily have T
n+N

(0) = ∅. By Lemma 2.6, this will finish the
proof.

Assume that there is a vertex x ∈ T
n+N

(0). Denote the vertices in geodesics
γ 
n+N

(x) by γ 
n+N
(x) = x0, x1, . . . , xk , and xi = (mi, ji), so that x0 = x, |xi−1 −

xi | = 1 and xk = (0,0). Take index i1 so that xi1 is on level n, xi1−1 is on level
n + 1, and xi does not go above level n for i > i1. More precisely, ji1−1 = n + 1,
ji1 = n and ji ≤ n for all i ≥ i1. Then it is a simple observation that xi1 ∈ T

n
(0).

Assume that there is an index i2 < i1 such that xi2 is also on level n, that is ji2 = n.
Take the largest such index i2, that is ji > n for all i2 < i < i1. Then observe that
we have one of two possibilities:

• either xi2 ∈ T
n
(0) and all edges in the part of γ 
n+N

(x) between the vertices xi2

and xi1 are in R
T

n
(0),N

, or
• for some index i0 such that i2 < i0 < i1 the point xi0 is on the boundary

∂̃R
T

n
(0),N

.

The first scenario is impossible, since the part of the geodesic γ 
n+N
(x) between

the points xi2 and xi1 would have the weight at least ξ2|i1 − i2|, while connecting
the points xi2 and xi1 with the horizontal line (with all the edges on the nth level)
has the smaller weight of at most ξ |i1 − i2|. Therefore, we know the second sce-
nario holds, and take the largest index i0 such that i2 < i0 < i1 and xi0 ∈ ∂̃R

T
n
(0),N

.
By the choice of i0 it is clear that all the vertices and edges in γ 
n+N

(x) between
xi0 and xi1 are contained in the rectangle R

T
n
(0),N

. Denote the points z1 = xi0 and
z2 = xi1 .

Observe that the part of γ 
n+N
(x) appearing after z2 coincides with the geodesic

γ 
n+N
(z2) = γ 
n

(z2). In particular, dω,
n+N
(z2, ∂H) = dω,
n(z2, ∂H). Connect-

ing yl
n to z2 by the shortest horizontal path and then using γ 
n

(z2) to connect to
∂H yields

(3.3) dω,
n

(
yl
n, il

)
< ξ

∣∣yl
n − z2

∣∣ + dω,
n(z2, ∂H).

Assuming that z1 is on the left side of the rectangle, z1 ∈ Sl , observe that the
part of the geodesic γ 
n+N

(x) between z1 and z2 has at least |z1 − yl
n| + |yl

n − z2|
edges in R

T
n
(0),N

, so on the event Rn,N ∩ An, the weight of this path is at least

ξ2(|z1 − yl
n| + |yl

n − z2|). Therefore,

(3.4) dω,
n+N
(z1, ∂H) ≥ ξ2

(∣∣z1 − yl
n

∣∣ + ∣∣yl
n − z2

∣∣) + dω,
n(z2, ∂H).
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On the other hand, the shortest path connecting z1 to yl
n has weight at most ξ1|z1 −

yl
n|. Then traversing the shortest path connecting yl

n to il which stays below level
n and making use of (3.3) gives

dω,
n+N
(z1, il) ≤ ξ1

∣∣z1 − yl
n

∣∣ + dω,
n

(
yl
n, il

)
< ξ1

∣∣z1 − yl
n

∣∣ + ξ
∣∣yl

n − z2
∣∣ + dω,
n(z1, ∂H).

This gives the contradiction with (3.4). The case z1 ∈ Sr is handled in the same
way by replacing the role of yl

n with yr
n.

The case z1 ∈ Su, when z1 is on the upper side of the rectangle is handled anal-
ogously. Observe that now the part of the geodesics γ 
n+N

(x) connecting z1 with

z2 has at least N edges in R
T

n
(0),N

so (3.4) is replaced by dω,
n+N
(z1, ∂H) ≥

ξ2N + dω,
n(z2, ∂H). On the other hand, the shortest path connecting z1 to yl
n

with the edges in ∂̃R
T

n
(0),N

which run along the upper and then along the left-
hand side of the rectangle has weight at most ξ1(M + N + 2). As in the previous
case, this yields

dω,
n+N
(z1, il) ≤ ξ1(M + N + 2) + dω

(
yl
n, il

)
< ξ1(M + N + 2) + ξ(M + 1) + dω,
n(z2, ∂H).

Thus, we obtain ξ1(M +N + 2)+ ξ(M + 1) ≥ ξ2N , which is false by the assump-
tion on N . This gives the contradiction and finishes the proof. �

4. General base graphs. In this section, we prove Theorem 1.1 in the general
case, where G is a Cayley graph of a finitely generated countable group. Recall that
d(·, ·) is the graph metric in G and BR(x) = {y ∈ G : d(x, y) ≤ R}. We will use the
notation

◦
BR(x) for the open ball in G of radius R around x, that is

◦
BR(x) = {y ∈

G : d(x, y) < R}. By SR(x) we will also denote the sphere in G of radius R around
x, that is SR(x) = {y ∈ G : d(x, y) = R}. Also, we will denote the projection of
elements of G ×Z

+ onto G by P(x, n) = x.

4.1. Directed case for general graphs. Observe that any path in G of length
k between x and y can be lifted to a directed path from (x, n + k) to (y, n) in
Ĝ. In particular, any closed path in G of length k containing a vertex x ∈ G, can
be lifted to a path between (x, n + k) and (x, n). In G there is certainly a closed
path of length k for any even k, so for even k there is a directed path between
(x, n + k) and (x, n). If G is bipartite, then actually (x, n) and (x, n + k) are
different components of Ĝ for odd k. For a nonbipartite graph G, let m denote
the length of the shortest closed path of odd length. Then any k ≥ 2m − 1 can be
written as a sum of a nonnegative multiple of m and a nonnegative multiple of 2,
and thus for any k ≥ 2m − 1 there is a closed path in G of length k. Thus if G

is nonbipartite, for k large enough there is a directed path between (x, n + k) and
(x, n) for any x and n. The smallest such k we denote by μG.
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For a fixed vertex x of G let mn = Ê[d̂ω((x, n),G)] denote the expected pas-
sage time from the vertex (x, n) to the base graph G. By stationarity, mn does not
depend on the choice of x ∈ G.

LEMMA 4.1. Let k be a positive integer, which we assume to be even if G is
bipartite. For any ε > 0 there exists an K > 0 (depending on ε and k) such that
for any x ∈ G and any positive integer n we have

P̂
[
d̂ω

(
(x, n + k),G

) − d̂ω

(
(x, n),G

)
< −K

] ≤ ε.

PROOF. First, observe that mn is an increasing sequence in n. Recalling
Gk = G × {k}, this follows from a rather obvious inequality d̂ω((x, n + k),Gk) <

d̂ω((x, n + k),G), since then

mn = Ê
[
d̂ω

(
(x, n + k),Gk

)]
< Ê

[
d̂ω

(
(x, n + k),G

)] = mn+k.

Denote the event {d̂ω((x, n+ k),G)− d̂ω((x, n),G) < −K} from the statement
by An,k;K . Now assume that there is a directed path between (x, n+ k) and (x, n).
Take such a directed path σ̂ from (x, n + k) to (x, n), and let λ(σ̂ ) = ∑

ê∈σ̂ ω(̂e)

be the sum of weights of all edges in σ̂ and observe that

d̂ω

(
(x, n + k),G

) − d̂ω

(
(x, n),G

) ≤ λ(σ̂ ).

One can bound d̂ω((x, n+ k),G)− d̂ω((x, n),G) from above by −K on the event
An,k;K and by λ(σ̂ ) on Ac

n,k;K . Applying the expectation to this inequality and
using the fact that λ(σ̂ ) is always positive, we get

0 ≤ mn+k − mn = Ê
[
d̂ω

(
(x, n + k),G

) − d̂ω

(
(x, n),G

)]
≤ −KP̂[An,k;K ] + Ê

[
λ(σ̂ )

]
,

which gives P̂[An,k;K ] ≤ Ê[λ(σ̂ )]/K . Since Ê[λ(σ̂ )] does not depend on n or K ,
this completes the proof when G is bipartite, and for all k ≥ μG, when G is not
bipartite. When G is not bipartite and k < μG, observe that the event {d̂ω((x, n +
k),G) − d̂ω((x, n),G) ≤ −K} is contained in the union of the events{

d̂ω

(
(x, n + k + μG),G

) − d̂ω

(
(x, n),G

) ≤ −K/2
}

and {
d̂ω

(
(x, n + k + μG),G

) − d̂ω

(
(x, n + k),G

) ≥ K/2
}
.

The probability of the first event is less than ε/2 for K large enough by the proven
part of the lemma. To bound the probability of the second event by ε/2, use the
fact that (x, n + k) and (x, n + k + μG) can be connected by a path σ̂ ′ of length
μG, and so, similarly as above, the second event implies that λ(σ̂ ′) ≥ K/2. Now
the desired bound for the second event follows by Markov inequality for K large
enough. �
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If G is a nonbipartite graph, let B ′
R(x) = BR(x) denote the graph-metric ball

of radius R around x ∈ G, and if G is a bipartite graph require additionally that
d(x, y) is even, that is, B ′

R(x) = {y ∈ G : d(x, y) ≤ R, and d(x, y) is even}. For a
fixed vertex x̂ = (x, n) set Dx̂,R;K to be the event for which

(4.1)
∣∣d̂ω

(
(y, n),G

) − d̂ω(x̂,G)
∣∣ ≤ K,

for all y ∈ B ′
R(x).

LEMMA 4.2. For any R > 0 and ε > 0, there exists K > 0 such that
P̂[Dx̂,R;K ] ≥ 1 − ε, for any x̂ ∈ Ĝ.

PROOF. Fix x̂ = (x, n). Observe that there exists a positive integer k, which
depends only on R, such that for each y ∈ B ′

R(x) there is a directed path σ̂
↓
y path

from (y, n) to (x, n− k) (assuming that n ≥ k). If G is bipartite simply take k ≥ R

to be even, and if G is not bipartite take k = R +μG. Mirroring the path σ̂
↓
y above

the level n, we obtain a directed path σ̂
↑
y from (x, n+k) to (y, n). Since the size of

B ′
R(x) is bounded and depends only on R, by a union bound we can find K1 > 0

such that with probability at least 1 − ε/2 we have both λ(σ̂
↓
y ) ≤ K1 and λ(σ̂

↑
y ) ≤

K1, for all y ∈ B ′
R(x). Next by Lemma 4.1, we can find K2 > 0 such that with

probability at least 1 − ε/2 we have both d̂ω((x, n),G) ≥ d̂ω((x, n − k),G) − K2
and d̂ω((x, n + k),G) ≥ d̂ω((x, n),G) − K2. Since

d̂ω

(
(x, n + k),G

) − λ
(
σ̂↑

y

) ≤ d̂ω

(
(y, n),G

) ≤ d̂ω

(
(x, n − k),G

) + λ
(
σ̂↓

y

)
,

the intersection of the above two events implies that∣∣d̂ω

(
(y, n),G

) − d̂ω(x̂,G)
∣∣ ≤ K1 + K2,

for all y ∈ B ′
R(x). This yields the claim for K = K1 + K2, and for n ≥ k. Since

the value of k depends only on the graph G and R, the cases n < k are handled by
increasing K if necessary. �

REMARK 4.3. It is well known that in general Cayley graphs, one can find
paths starting at a fixed vertex, which can not be extended (e.g., Lamplighter
graphs). In other words, there are vertices x and y such that every neighbor z

of y satisfies d(x, z) ≤ d(x, y), and therefore, for y ∈ ◦
BR(x), we might have

d(y,SR(x)) > R − d(x, y). However, note that by backtracking from y to x and
then moving to SR(x), there is path from y to SR(x) of length R + d(x, y) < 2R.
In particular, for every y ∈ ◦

BR(x) and every k ≥ 2R of the same parity as
d(y,SR(x)), there is a path from y to a point on SR(x). To handle the parity issue,
observe that for every y ∈ ◦

BR(x) and every k ≥ 2R, there is a path from y to a
point on SR(x) ∪ SR+1(x). Observe that for any R ≤ k ≤ 3R, for which k − R

is even and any y ∈ Sk(x) there is a path of length 2R between y and a point in
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SR(x). Again the parity assumption on k − R can be dropped if we consider the
paths to points in SR(x) ∪ SR+1(x) instead of SR(x). Combining the above ob-
servations, we see that for every R > 0 and every y ∈ B3R+1(x) there is a path of
length 2R from y to a point in SR(x) ∪ SR+1(x).

For a fixed vertex x̂ = (x, n) of Ĝ and positive integers R and L, we consider
several sets of vertices. The following set of vertices is considered as the set of
(lower) interior vertices:

Vi (x̂;R,L) =
L⋃

j=0

◦
BR+j (x) × {n + j}.

The set of interior edges Ei (x̂;R,L) is the set of all edges with at least one end-
point in Vi (x̂;R,L) and at least one endpoint strictly above the level n. We will
also consider the lower and the upper boundary vertices:

• Vlb(x̂;R,L) = ⋃L
j=0(SR+j (x) ∪ SR+j+1(x)) × {n + j},

• Vub(x̂;R,L) = ⋃2(R+L)
j=1 (BR+L+j+1(x) \ ◦

BR+L−j (x)) × {n + L + j},
where

◦
Br(x) = ∅, for r ≤ 0. The boundary vertex set is then Vb(x̂;R,L) =

Vlb(x̂;R,L) ∪ Vub(x̂;R,L), and the boundary edge set Eb(x̂;R,L) is the set of
edges whose both endpoints are in the set Vb(x̂;R,L).

The following technical lemma provides the core of the blocking path argu-
ment. We state and prove it separately, to make the proof of the main result more
readable. First, observe that for a bipartite graph G and two of its vertices x and
y, either all the paths from y to SR(x) have odd length, or all the paths from y to
SR(x) have even length [depending on the parity of d(x, y)+R]. In the latter case,
we will say that y and SR(x) have the same parity. Note that for any R exactly one
of SR(x) or SR+1(x) has the same parity as y.

LEMMA 4.4. For a fixed vertex x̂ = (x, n) ∈ Ĝ, and fixed positive integers R

and L, let α < β and K be three positive real numbers satisfying

(4.2) Lβ > (2R + 3L)α + K.

Assume that ω(̂e) < α for all ê ∈ Eb(x̂;R,L), and that ω(̂e) > β for all ê ∈
Ei (x̂;R,L). Assume that for some y ∈ ◦

BR(x), the vertex ŷ = (y, n) satisfies
d̂ω(ŷ′,G) ≤ d̂ω(ŷ,G) + K , for all ŷ′ = (y′, n) of the form:

• y′ ∈ SR(x) ∪ SR+1(x), if G is nonbipartite,
• y′ ∈ SR(x) if G is bipartite and y and SR(x) have the same parity,
• y′ ∈ SR+1(x) if G is bipartite and y and SR+1(x) have the same parity.

Then there is no vertex ẑ on the level n + 2R + 3L whose geodesic γ̂ (̂z) contains
the point ŷ.
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PROOF. If indeed there is a vertex ẑ = (z, n + 2R + 3L) for which ŷ ∈
γ̂ (̂z), then we necessarily have z ∈ ◦

B3R+3L(x), so in particular ẑ ∈ Vub(x̂;R,L).
If we denote the first 2R + 3L vertices in the projection P(γ̂ (̂z)) by z =
z1

0, z
1
1, . . . , z

1
2R+3L = y, then z1

2R+3L−i ∈ Bi(y). In particular, for 0 ≤ i < L we

have z1
2R+3L−i ∈ ◦

BR+i (x), so the last L vertices (last L edges) in the part of the
geodesics γ̂ (̂z) between ẑ and ŷ are in Vi (x̂;R,L) [Ei(x̂;R,L)]. This yields

(4.3) d̂ω(̂z,G) ≥ d̂ω(ŷ,G) + Lβ.

Since z ∈ ◦
B3R+3L(x), by Remark 4.3 one can find a path σ in G between z and

some w ∈ SR+L(x) ∪ SR+L+1(x) of length 2(R + L). If we denote the vertices
in the path σ by z = z2

0, z
2
1, . . . , z

2
2(R+L) = w, it is clear that z2

2(R+L)−i ∈ Bi(w).

In particular, this yields z2
2(R+L)−i ∈ BR+L+i+1(x) \ ◦

BR+L−i (x). Lift the path σ

to a path σ̂ from ẑ to (w,n + L). Now all the vertices in σ̂ are contained in the
set Vub(x̂;R,L) so λ(σ̂ ) ≤ 2α(R + L). Consider a path of length L which starts
at w, always decreases the distance from x and ends at w′ ∈ SR(x) ∪ SR+1(x).
The ith vertex of this path is in SR+L−i (x) ∪ SR+L−i+1(x). Therefore, a lift of
this path yields a path connecting ŵ to a point in (SR(x) ∪ SR+1(x)) × {n} with
all the vertices in Vlb(x̂;R,L). Using this path to extend σ̂ yields a path connect-
ing ẑ and the point ŵ′ = (w′, n) of total λ weight of at most α(2R + 3L). If G

is not bipartite, then d̂ω(ŵ′,G) ≤ d̂ω(ŷ,G) + K . If G is bipartite, then consider
the union of the projections of the considered path between ẑ and ŷ and the con-
structed path between ẑ and ŵ′. This union defines a path between y and w′ of
even length 2(2R + 3L), so y and w′ are of the same parity. Therefore, we again
have d̂ω(ŵ′,G) ≤ d̂ω(ŷ,G) + K . This yields

d̂ω(̂z,G) ≤ d̂ω(ŷ,G) + (2R + 3L)α − K.

However, this combined with (4.3) yields the contradiction with (4.2). �

PROOF OF THEOREM 1.1 IN THE GENERAL DIRECTED CASE. Without loss
of generality, we can assume that the bottom of the support of ω(̂e) is at 0. It
suffices to show that for each x ∈ G we have h(T̂ (x)) < ∞ almost surely. Assume
the opposite P̂[h(T̂ (x)) = ∞] > 0 and fix ε < P̂[h(T̂ (x)) = ∞]/4. Take M > 0
such that P̂[|T̂ n(x)| > M] ≤ ε. For a fixed R > 0, take KR > 0 so that

P̂[Dŷ,R;KR
] ≥ 1 − ε

M + 1

holds for every ŷ. For a given R fix a positive integer LR , as well as positive real
numbers αR and βR so that the probabilities P̂[ω(̂e) > βR] and P̂[ω(̂e) < αR] are
both strictly positive and

LRβR > (2R + 3LR)αR + 2KR.

This is possible since the lower edge of the support of ω(̂e) is at 0. Without loss of
generality, we can assume that KR , LR and βR are all nondecreasing in R, while
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αR is nonincreasing in R. Construct a sequence of even positive integers (Ri)i≥1
as R1 = 2 and Ri+1 = 6(Ri + Li + 1), where Li = LRi+1. Also set Ki = KRi+1,
as well as α = αRM+1 and β = βRM+1. Now it is clear that for every 1 ≤ i ≤ M ,

(4.4) Liβ > (2Ri + 2 + 3Li)α + 2Ki.

Observe that by the union bound the event D̃ŷ = ⋂M+1
i=1 Dŷ,Ri+1;Ki

has probability
at least 1 − ε for any ŷ. Now apply the mass transport principle by sending a
unit mass from y to x if (y, n) ∈ T̂ n(x) and if the event D̃ŷ fails. By the above
bound, the expected mass sent out of a vertex y is at most ε. The expected mass
received by the vertex x is an upper bound for the probability that there is a vertex
ŷ = (y, n) ∈ T̂ n(x) for which D̃ŷ fails. By the mass transport principle, we have

P̂
[
T̂ n(x) =∅,

⋃
ŷ∈T̂ n(x)

D̃c
ŷ

]
≤ ε.

Consider the event

An =
( ⋂

ŷ∈T̂ n(x)

D̃ŷ

)
∩ {

1 ≤ ∣∣T̂ n(x)
∣∣ ≤ M

}
.

Clearly An ⊂ {T̂ n(x) = ∅}, and the above bounds imply that P̂[T̂ n(x) = ∅] −
P̂[An] ≤ 2ε. Since ε < P̂[T̂ n(x) = ∅]/4, we obtain P̂[An] ≥ P̂[T̂ n(x) =∅]/2. We
will show that on the event An we have

(4.5) P̂
[
T̂ n+2RM+3LM (x) = ∅|Fn

] ≥ δ > 0,

where δ does not depend on the choice of x or n. Then by Lemma 2.6 the claim
will follow. Therefore, the rest of the proof is devoted to the proof of (4.5).

To end this, we will construct a bounded number of Vi , Vlb and Vub type sets,
of bounded radii, which are disjoint and enclose in their lower faces all the points
from T̂ n(x). Then we will use the event from Lemma 4.4 to perform the path
blocking. To start, fix any ordering of the vertices of G. On the event An we neces-
sarily have 1 ≤ |T̂ n(x)| ≤ M , so by the pigeonhole principle for each ŷ = (y, n) ∈
T̂ n(x) we can find an index 1 ≤ jy ≤ M so that for each z ∈ ◦

BRjy+1(y) \ ◦
BRjy

(y)

we have (z, n) /∈ T̂ n(x) (take, e.g., the smallest such 1 ≤ jy ≤ M for each y). Now
order the vertices of P(T̂ n(x)) in the decreasing order of the indices jy , that is,
for (y1, n), (y2, n) ∈ T̂ n(x) set y1 � y2 if jy1 > jy2 . If jy1 = jy2, then use the fixed
ordering of the vertices in G, that is y1 � y2 if y1 comes before y2 in the order-
ing of the vertices of G. Let y1 � y2 � · · · � y|T̂ n(x)| denote the above ordering
of the points in T̂ n(x). Set S1 = P(T̂ n(x)) = {y1, y2, . . . , y|T̂ n(x)|}. Starting with
y′

1 = y1, denote R′
1 = Rjy′

1
and remove from the set S1 all the vertices which are

contained in the ball
◦
BR′

1
(y′

1) to construct the set S2. Now repeat this starting
from S2. In general, given Si let y′

i be the first element of Si with respect to �
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ordering, take R′
i = Rjy′

i

and let Si+1 = Si \ ◦
BR′

i
(y′

i ). Stop the algorithm when

Sk+1 = ∅. We will also use the notation K ′
i = Kjy′

i

, L′
i = Ljy′

i

and ŷ′
i = (yi, n).

The algorithm returns k points y′
1, . . . , y

′
k in T̂ n(x), with the corresponding radii

R′
i . Moreover, the union of open balls

⋃k
i=1

◦
BR′

i
(y′

i ) cover the projection of T̂ n(x),
that is,

T̂ n(x) =
k⋃

i=1

( ◦
BR′

i

(
y′
i

) × {n}).
Also observe that R′

1 ≥ R′
2 ≥ · · · ≥ R′

k , and that, by the construction of the original
sequence (Ri) and the choice of the indices jy for (y, n) ∈ T̂ n(x), none of the

annuli
◦
B6(R′

i+L′
i+1)(y

′
i ) \ ◦

BR′
i
(y′

i ), 1 ≤ i ≤ k contain any point of P(T̂ n(x)).
We claim that the balls B3R′

i+3L′
i+1(y

′
i ), for i = 1, . . . , k are disjoint pairwise.

To show this, observe that for i < j we necessarily have y′
j ∈ Si , and in particular

y′
j /∈ ◦

BR′
i
(y′

i ). Since we also have y′
j /∈ ◦

B6(R′
i+L′

i+1)(y
′
i ) \ ◦

BR′
i
(y′

i ), it follows that
d(y′

j , y
′
i ) ≥ 6(R′

i + L′
i + 1). Since R′

i ≥ R′
j , and thus also L′

i ≥ L′
j , it follows that

the balls B3R′
i+3L′

i+1(y
′
i ) and B3R′

j+3L′
j+1(y

′
j ) are disjoint.

From this, it is clear that the sets of vertices Vi (ŷ
′
i;R′

i + 1,L′
i) ∪ Vb(ŷ

′
i;R′

i +
1,L′

i ), 1 ≤ i ≤ k are pairwise disjoint. The same is then also true for the edges sets
Ei (ŷ

′
i;R′

i + 1,L′
i ) ∪ Eb(ŷ

′
i;R′

i + 1,L′
i ), 1 ≤ i ≤ k. Therefore, given An, one can

define the event En for which:

• ω(̂e) < α for all ê ∈ ⋃k
i=1 Eb(ŷ

′
i;R′

i + 1,L′
i), and

• ω(̂e) > β for all ê ∈ ⋃k
i=1 Ei (ŷ

′
i;R′

i + 1,L′
i).

Since the event En puts constraints on at most M(2RM + 3LM)N vertices, where
N is the number of vertices in a ball of radius 3RM + 3LM + 1 in G, it is clear that
on the event An we have that P̂[En|Fn] is bounded away from 0, as n → ∞. To
show (4.5) and finish the proof it suffices to show that on the event An ∩En we nec-
essarily have T̂ n+2RM+3LM (x) = ∅. Assume the opposite, that An ∩ En happens
and T̂ n+2RM+3LM (x) = ∅ holds. Then there would have to be a geodesic from
Gn+2RM+3LM

to G passing through some point (z, n) of T̂ n(x), and let 1 ≤ i ≤ k

be the index such that (z, n) ∈ ◦
BR′

i
(y′

i ). Note that if G is bipartite we necessarily

have that d(y′
i , z) is even, since both (y′

i , n) and (z, n) are in T̂ n(x). Since R′
i is also

even, if G is bipartite, we have that z and SR′
i
(y′

i ) are of the same parity. We will
reach the contradiction, by applying Lemma 4.4, for x̂ := ŷ′

i , R := R′
i , L := L′

i ,
K := 2K ′

i and α and β as in the current proof. To justify the application, observe
that the condition (4.4) immediately implies (4.2). On the other hand, the event An

implies D̃
ŷ′
i
, and so in particular D

ŷ′
i ,R

′
i+1;K ′

i
holds. Therefore, if G is nonbipartite,

we have d̂ω((z′, n),G) ≤ d̂ω((z, n),G) + 2K ′
i for every z′ ∈ SR′

i
(y′

i ) ∪ SR′
i+1(y

′
i ).
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If G is bipartite, then we can conclude the same for every z′ ∈ SR′
i
(y′

i ) since R′
i is

even [as we argued above z and SR′
i
(y′

i ) are of the same parity]. �

4.2. Undirected case for general graphs. Let S be a set of vertices at the level
n, that is S ⊂ Gn. We define Clvn(S), the level n vertex closure of S, as the set of
vertices of the form (y, n) which are either elements of S, or have a neighbor in
S. The level n edge closure Clen(S) of S is defined as the set of edges connecting
two vertices in Clvn(S), and the level n vertex boundary ∂v

nS of S is defined as
Clvn(S) \ S. For L > 0, define the cylinder CL(S) with the base S and height L as
the subgraph of G whose vertices are (y, k) for y such that (y, n) ∈ Clvn(S) and k

such that n ≤ k ≤ n + L. The edge set of CL(S) consists of all edges of G which
connect any two vertices of CL(S). Furthermore, we define the side vertex and
edge boundary of CL(S) as

∂v
s CL(S) = {

(y, k) : y ∈ P
(
∂v
nS

)
, n < k ≤ n + L

}
and

∂e
s CL(S) = {(

y↓, k
) : y ∈ P

(
∂v
nS

)
, n < k ≤ n + L

}
,

respectively. Here (y↓, k) denotes the edge ((y, k), (y, k − 1)). The top vertex and
edge boundary of CL(S) as

∂v
t CL(S) = {

(y, n + L) : y ∈ P
(
Clvn(S)

)}
and

∂e
t CL(S) = {

(e, n + L) : e ∈ P
(
Clen(S)

)}
,

respectively. Here (e, n + L) denotes the edge e in G lifted to level n + L. Finally,
the interior vertex set Inv(CL(S)) and the interior edge set Ine(CL(S)) are defined
as the set of vertices of the form {(y, k) : y ∈ S,n < k < n + L}, and the set of
edges of CL(S) which are not in Clen(S) ∪ ∂e

s CL(S) ∪ ∂e
t CL(S), respectively.

PROOF OF THEOREM 1.1 IN THE GENERAL UNDIRECTED CASE. Assume
P[|T (x)| = ∞] > 0, so that

P
[⋂

n

{
T

n
(x) =∅

}] = P
[∣∣T (x)

∣∣ = ∞]
> 0.

By Lemma 2.1, we have for M large enough

P
[
1 ≤ ∣∣T n

(x)
∣∣ ≤ M

] = P
[
T

n
(x) =∅

] − P
[∣∣T n

(x)
∣∣ ≥ M

]
≥ P

[∣∣T (x)
∣∣ = ∞] − 1

M
≥ 1

2
P

[∣∣T (x)
∣∣ = ∞]

.

Given such a value of M . For κ > 0 and a fixed vertex x consider the event

Dn = {
1 ≤ ∣∣T n

(x)
∣∣ ≤ M,ω(e) < κ, for all e ∈ Clen

(
T

n
(x)

)}
.
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We apply (2.1) in Lemma 2.2 in the case when AS is the event defined as ω(e) < κ ,
for all e ∈ Clen(S). We obtain

P[Dn] ≥ P
[
1 ≤ ∣∣T n

(x)
∣∣ ≤ M

] − P
[
Ac

BM(x)×n

]
.

Since M is fixed, by taking κ large enough, but still smaller than the maximum of
the support of ω(e), we can make the term P[Ac

BM(x)×n] arbitrarily small, so that

P[Dn] ≥ P[|T (x)| = ∞]
3

,

for all n. Fix such a value of κ and take two values κ1 and κ2 such that κ1 < κ < κ2
and such that P[ω(e) < κ1] > 0 and P[ω(e) > κ2] > 0, and take an integer L such
that

L ≥ 3Mκ

κ2 − κ1
.

Consider the event Sn,L for which ω(e) < κ1 for all e ∈ ∂e
s CL(T

n
(x)) ∪

∂e
t CL(T

n
(x)) and ω(e) > κ2 for all e ∈ Ine(CL(T

n
(x))). If 1 ≤ |T n

(x)| ≤ M the
event Sn,L puts constraints on at most (3d + 2)ML edges, where d is the degree in
graph G. Moreover, these constraints are on the weights of edges outside of 
n, so
on the event Dn we have P[Sn,L|Fn] ≥ δ, for some δ > 0 and all n. By Lemma 2.6,

it is sufficient to show that on the event Dn ∩Sn,L we have that T
n+L

(x) = ∅, and
the rest of the proof is dedicated to this.

Assume that each of the events Dn, Sn,L and T
n+L

(x) = ∅ happen. Choose

a vertex y0 = (y, n + L) ∈ T
n+L

(x) such that the geodesic γ 
n+L
(y0) has the

smallest number of edges among all γ 
n+L
geodesics from a vertex in T

n+L
(x)

to G. Label the vertices in γ 
n+L
(y0) starting from y0 by y0, y1, . . . , ym = x.

Let k ≥ 1 be the smallest index such that yi ∈ 
n, for all i ≥ k, and denote
yk = (yk, n). It is easily observed that yk ∈ T

n
(x) and dω,
n+L

(yk) = dω,
n(yk).
Furthermore, the vertex yk−1 is the neighbor above the vertex yk , so in particular
yk−1 ∈ Inv(CL(T

n
(x))). We claim that we can find an index l, 0 ≤ l < k − 1 such

that yl ∈ ∂v
t CL(T

n
(x))∪ ∂v

s CL(T
n
(x))∪Clvn(T

n
(x)) and that yi ∈ Inv(CL(T

n
(x)))

for all l < i < k. Observe that it suffices to show that there is some index l such
that 0 ≤ l < k − 1 and

(4.6) yl ∈ ∂v
t CL

(
T

n
(x)

) ∪ ∂v
s CL

(
T

n
(x)

) ∪ Clvn
(
T

n
(x)

)
,

then we simply take l to be the largest such index. If for all 0 ≤ i ≤ k, we have yi ∈
CL(T

n
(x)), then necessarily y0 ∈ CL(T

n
(x)) ∩ Gn+L = ∂v

t CL(T
n
(x)), so (4.6) is

satisfied for l = 0. Otherwise, take j to be the largest index smaller than k such
that yj /∈ CL(T

n
(x)), and observe that then (4.6) is satisfied for l = j + 1.

In either case, we proved the existence of the index l satisfying (4.6) and
yi ∈ Inv(CL(T

n
(x))) for all l < i < k. Now we argue that the event Dn ∩ Sn,L
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implies that yl /∈ Clvn(T
n
(x)), so that yl ∈ ∂v

t CL(T
n
(x)) ∪ ∂v

s CL(T
n
(x)). Assume

that yl ∈ Clvn(T
n
(x)) and project the path yl, yl+1, . . . , yk onto G to obtain a path

in G whose vertices we denote by z0, z1, . . . , zr with r ≤ k − l. The path con-
necting vertices yl = (z0, n), (z1, n), . . . , (zr , n) = yk has weight at most rκ . The
sequence yl, yl+1, . . . , yk defines a path consisting of exactly r “horizontal” edges
in Ine(CL(T

n
(x))). The total sum of weights of these edges is at least rκ2 > rκ . In

particular the path (z0, n), (z1, n), . . . , (zr , n) connecting yl and yk is lighter than
the part of the geodesic connecting these two vertices, which yields a contradic-
tion. Therefore, we showed that yl ∈ ∂v

t CL(T
n
(x)) ∪ ∂v

s CL(T
n
(x)).

Let j be the height of yl , that is yl = (z0, j). The path yl, yl+1, . . . , yk consists
of exactly r horizontal edges and at least j − n vertical edges, all of which are in
Ine(CL(T

n
(x))). On the event Dn ∩ Sn,L the total weight of this path is at least

(r + j − n)κ2, and since this path is a part of the geodesic through yl we obtain

(4.7) dω,
n+L
(yl,G) ≥ dω,
n+L

(yk,G) + (r + j − n)κ2.

Consider the first case when yl = (z0, j) ∈ ∂v
s CL(T

n
(x)), so that in particu-

lar (z0, n) ∈ ∂v
nT

n
(x). Comparing the geodesic γ 
n+L

(z0, n) from (z0, n) to G

with the concatenation of the path (z0, n), (z1, n), . . . , (zr , n) and the geodesic
γ 
n+L

(yk) from yk to G, we have

dω,
n+L

(
(z0, n),G

) ≤ dω,
n+L
(yk,G) + rκ.

Furthermore, the vertical path connecting edges yl and (z0, n) has weight at most
(j − n)κ1, which gives

dω,
n+L
(yl,G) ≤ dω,
n+L

(
(z0, n),G

) + (j − n)κ1

≤ dω,
n+L
(yk,G) + rκ + (j − n)κ1.

This is a contradiction with (4.7).
Now assume that yl /∈ ∂v

s CL(T
n
(x)), so that yl ∈ ∂v

t CL(T
n
(x)) and (z0, n) ∈

T
n
(x). In this case, (4.7) is satisfied for j = n + L and r = 0, that is,

(4.8) dω,
n+L
(yl,G) ≥ dω,
n+L

(yk,G) + Lκ2.

Take a vertex z′ in P(∂v
nT

n
(x)) such that (z′, n) can be connected to both (z0, n)

and (zr , n) = yk by paths with edges in Clen(T
n
(x)) of lengths at most M and

2M , respectively. To construct this vertex observe that (z0, n) ∈ T
n
(x), |T n

(x)| ≤
M and the ball BM(z0) has more than M elements. Therefore, we can actually
find a vertex (z′, n) ∈ ∂v

nT
n
(x) which can be connected to (z0, n) by a path in

Clen(T
n
(x)) of length at most M . Extending this path through (z0, n), . . . , (zr , n)

creates a path in Clen(T
n
(x)) between (z′, n) and (zr , n) = yk of length at most

2M . Again, comparing the geodesic γ 
n+L
(z′, n) with the concatenation of the

above path between (z′, n) and yk , and the geodesic γ 
n+L
(yk) now gives

dω,
n+L

((
z′, n

)
,G

) ≤ dω,
n+L
(yk,G) + 2Mκ.
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Combined with (4.8) this yields

dω,
n+L
(yl,G) ≥ dω,
n+L

((
z′, n

)
,G

) + Lκ2 − 2Mκ.

However, we will obtain a contradiction by showing that yl and (z′, n) can be con-
nected by a path whose total weight is strictly less that Lκ2 − 2Mκ . To construct
this path lift the path in Clen(T

n
(x)) of length at most M connecting (z0, n) and

(z′, n) by height L, to obtain a path in ∂e
t CL(T

n
(x)) connecting yl and (z′, n+L).

On the event Dn ∩ Sn,L this path has total weight at most Mκ1. Then connect
the points (z′, n + L) and (z′, n) by a vertical path which contains L edges in
∂e
s CL(T

n
(x)), and whose total weight is thus at most Lκ1. Concatenating these

two paths gives a path between yl and (z′, n) of total weight at most (M + L)κ1.
By the choice of L we have (M + L)κ1 < Lκ2 − 2Mκ , which finishes the proof.

�

5. Tree height and shape. In this section, we first prove Theorems 1.2
and 1.3. Given Theorem 1.1, the first proof is rather short.

PROOF OF THEOREM 1.2. By Theorem 1.1, we have that

lim
n→∞wn

(
T (x)

) = 0 a.s.

If we assume that E[w(T (x))] < ∞, since wn(T (x)) ≤ w(T (x)), we obtain that
E[wn(T (x))] < ∞. By the dominated convergence theorem, E[wn(T (x))] → 0.
This is a contradiction of Lemma 2.4. �

PROOF OF THEOREM 1.3(i). The proof follows easily from the observation
that w(T̂ (x)) ≤ φG(h(T̂ (x))), and Theorem 1.2. �

For the proofs of Theorem 1.3 in the undirected case and Theorem 1.4, we are
using results about full lattice first passage percolation by Kesten [13]. For the sake
of readability, we will use a weak interpretation of Kesten’s result. Let PZ

2
be the

product measure of μ over the edges of the full planar lattice Z
2. Let BZ

2
(x, t)

be the ball of radius t around x in the first passage percolation metric induced
by PZ

2
, that is, BZ

2
(x, t) = {y ∈ Z

2 : dZ
2

ω (y, x) < t}, where dZ
2

ω (y, x) is the min-
imal weight of any nearest neighbor path in Z

2 connecting x and y. Abbreviate
B(x, t) = {y ∈ H : dω(y, x) < t}. Since the measure P is a restriction of PZ

2
, we

abuse notation and consider B(x, t) measurable events under the measure PZ
2
.

PROOF OF THEOREM 1.3(ii). For simplicity, we write the proof for the case
G = Z, the case G = Z

d follows the same proof idea. Assume for the sake of
contradiction that E[h(T (0))] < ∞. Then

(5.1) ∞ > E
[
2h

(
T (0)

)] =
∞∑

x=0

P
[
h
(
T (0)

)
>

x

2

]
>

1

2

∞∑
x=−∞

P
[
h
(
T (x)

)
>

|x|
2

]
.
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By Borel–Cantelli, we obtain that P-a.s. there exists some R > 0 such that
h(T (x)) <

|x|
2 for all |x| > R. The contradiction is reached by showing that in

fact for all but finitely many x ∈ Z the tree T (x) is contained in the Euclidean ball
of radius 2|x|

3 around x, and thus H is not covered. The rest of the proof is devoted
to this.

The key ingredient in the proof is Kesten’s result ([13], Theorem 2). For any

vector of Euclidean length 1, ‖ξ‖2 = 1, let m(ξ) = limn→∞ dZ
2

ω (�nξ�,0)

n
, where for

(u, v) ∈ R
2, �(u, v)� = (�u�, �v�). It is known (by convexity) that for every unit

vector ρ ∈ R
2, m(ρ) ≥ m(0,1).

Let x ∈ Z s.t., h(T (x)) ≤ |x|
2 . Consider a vertex y = (u, v) ∈ H such that v ≤ |x|

2

and ‖y − x‖2 >
2|x|

3 . By [13], Theorem 2, for x large enough we have

dω(y, x) ≥ dZ
2

ω (y, x) >
7|x|
12

m

(
y − x

‖y − x‖2

)
≥ 7|x|

12
m(0,1)

with probability higher than 1 − e−c|x|1/4
. On the other hand with the same prob-

ability dZ
2

ω (y, (u,0)) <
13|x|

24 m(0,1). The geodesic between y and (u,0) in Z
2

is either contained in H and then dω(y, (u,0)) <
13|x|

24 m(0,1), or it makes the

first intersection with ∂H at some (u1,0), and then dω(y, (u1,0)) <
13|x|

24 m(0,1).

Thus with probability higher than 1 − 2e−c|x|1/4
, it holds that y /∈ T (x). By Borel–

Cantelli all but finite number of trees T (x) are contained in the Euclidean ball of
radius 2|x|

3 around x. �

REMARK 5.1. Note that the above result leaves the possibility that for G = Z
d

the kth moments of h(T (0)) are finite for 1 ≤ k ≤ d − 1. At this points it is not
clear what is the smallest value of k for which E[h(T (0))k] = ∞, or how tree
heights behave as the dimension d increases.

The next lemma is a weaker version of results found in [1]. We present a proof
for the sake of completeness.

LEMMA 5.2. For every t > 0, PZ
2
-a.s.,⋃

x∈Z
T (x, t) = ⋃

x∈Z
B(x, t) = ⋃

x∈Z
BZ

2
(x, t).

PROOF. First note that for every x ∈ Z and t > 0,

T (x, t) ⊂ B(x, t) ⊂ BZ
2
(x, t).

For the other direction, let y ∈ BZ
2
(x, t). It suffices to show that y ∈ B(x′, t) for

some x′ ∈ Z. Then, if y ∈ T (x′, t) we are done, and otherwise y ∈ T (x′′, t) for
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some x′′ ∈ Z with dω(x′′, y) ≤ dω(x′, y) < t , so in particular y ∈ B(x′′, t). To
show the existence of such x′ observe that there exists a path from x to y, with
edges e1, . . . , en in Z

2 connecting x and y, satisfying
∑n

i=1 ω(ei) < t . If this path
is contained in H, then it is clear that y ∈ B(x, t) and set x′ = x. Assuming that
this path is not contained in H, consider the last edge in H

c
and abbreviate it el .

If x′ is the vertex in Z incident to both el and el+1, then the path el+1, . . . , en is
contained in B(x′, t), that is y ∈ B(x′, t) and we are done. �

We can now prove Theorem 1.4.

PROOF OF THEOREM 1.4. By Lemma 5.2,

(5.2)
(
∂ in

⋃
x∈Z

T (x, t)

)
∩ ([−t, t] ×Z+

) =
(
∂ in

⋃
x∈Z

BZ
2
(x, t)

)
∩ ([−t, t] ×Z+

)
.

Therefore, we can replace (∂ in ⋃
x∈Z T (x, t)) ∩ ([−t, t] × Z+) in the definition of

the event Cd,t by (∂ in ⋃
x∈Z BZ

2
(x, t))∩ ([−t, t]×Z+). By [13], Theorem 2, there

exists some compact convex set D′ and c > 0 such that for D1
t = ((1− t−0.1)tD′)∩

Z
2 and D2

t = ((1 + t−0.1)tD′) ∩Z
2

(5.3) PZ
2[D1

t ⊂ BZ
2
(0, t) ⊂ D2

t

] ≥ 1 − e−ct1/4
.

Now let d be the highest point of D′, that is, d = max{y ∈R : ∃x ∈ R, (x, y) ∈D′}.
Consider the box Bt = ([−3dt,3dt] × [0,3dt]) ∩Z

2, thus by union bound,

(5.4) PZ
2[∀x ∈ Bt , x +D1

t ⊂ BZ
2
(x, t) ⊂ x +D2

t

] ≥ 1 − 1

2
e−ct1/5

.

Furthermore, consider the event that for every x ∈ B′
t = [−t, t]× [2dt,∞) the ball

BZ
2
(x, t) does not intersect ∂H. Then the probability of this event is bounded by

(5.5) PZ
2[∀x ∈ B′

t ,B
Z

2
(x, t) ∩ ∂H= ∅

] ≥ 1 − 2t
∑

s>2td

e−cs1/4 ≥ 1 − 1

2
e−ct1/5

.

Assume that both the events in (5.4) and (5.5) hold. Let

y = (v,w) ∈
(
∂ in

⋃
x∈Z

BZ
2
(x, t)

)
∩ ([−t, t] ×Z+

)
.

In particular, BZ
2
(y, t) intersects ∂H. By the event in (5.4) it is obvious that w >

dt (1 − t−0.1), because otherwise the point y would be in the interior of the ball
BZ

2
((v,0), t). If w > 2dt , then by the event in (5.5) the set BZ

2
(y, t) does not

intersect ∂H, which gives the contradiction. Therefore, assume that w ≤ 2dt . If
w ≥ dt (1 + t−0.1), then by the event in (5.4) again the set BZ

2
(y, t) does not

intersect ∂H, which again yields the contradiction. This finished the proof. �
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REMARK 5.3. Note that by the recent results of Ahlberg [2], one can relax the
condition (1.1) in the undirected case of Theorem 1.3 and in Theorem 1.4. Namely
it is sufficient to assume that E[ω(e)d+1+ε] < ∞ for any ε > 0.

REMARK 5.4. As for the shape of
⋃

x T (x, t), the proof of Theorem 1.4 triv-
ially generalizes to higher dimensions, that is, G = Z

d . More precisely, there is
some d > 0, such that the set(

∂ in
⋃

x∈Zd

T (x, t)

)
∩ ([−t, t]d ×Z+

)
is contained in

[−t, t]d × t
[
d − 2t−1/(2d+5),d + 2t−1/(2d+5)],

with probability of at least 1 − e−ct1/5
, for some c > 0.

REMARK 5.5. Recent advances in the study of first passage percolation with
no regularity assumptions [6, 9] suggest possible generalization of our main re-
sults.

REMARK 5.6. Possible connections might arise between the directed model
discussed in this paper and directed polymers in random environment at zero tem-
perature [10, 11, 14]. In a recent paper, Biskup and Procaccia [5] proved a shape
theorem at zero temperature, for a self-interacting random walk, who’s interac-
tions are through the random weight of the walk’s boundary. The limit shape is a
function of the first passage percolation norm.
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