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#### Abstract

This paper considers a stochastic approximation algorithm, with decreasing step size and martingale difference noise. Under very mild assumptions, we prove the nonconvergence of this process toward a certain class of repulsive sets for the associated ordinary differential equation (ODE). We then use this result to derive the convergence of the process when the ODE is cooperative in the sense of Hirsch [SIAM J. Math. Anal. 16 (1985) 423-439]. In particular, this allows us to extend significantly the main result of Hofbauer and Sandholm [Econometrica 70 (2002) 2265-2294] on the convergence of stochastic fictitious play in supermodular games.


1. Introduction. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be an $\mathbb{R}^{d}$-valued stochastic approximation process [Robbins and Monro (1951), Kiefer and Wolfowitz (1952)] whose general form can be written as

$$
\begin{equation*}
x_{n+1}-x_{n}=\frac{1}{n+1}\left(F\left(x_{n}\right)+U_{n+1}\right), \tag{1}
\end{equation*}
$$

where $F: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a vector field and $\left(U_{n}\right)$ an $\mathbb{R}^{d}$-valued martingale differences sequence. Originally, Robbins-Monro algorithms were designed for finding the zeroes of a given deterministic function. They are now widely used in several fields (including signal processing, learning and game theory, optimization, etc.) either as stochastic algorithms or models of learning and evolution.

To obtain information on the behavior of the sample paths $\left(x_{n}\right)$ it is natural to compare them to the trajectories of the ordinary differential equation

$$
\begin{equation*}
\dot{x}=F(x) . \tag{2}
\end{equation*}
$$

This method-usually referred to as the ODE method—was first introduced in Ljung (1977) and has been developed by many authors [including Kushner and Clark (1978), Benveniste, Metivier and Priouret (1990), Duflo (1996), Kushner and Yin (2003)] for very simple dynamics (e.g., linear or gradient-like).

In a series of papers initiated in the late 1990s, the first author and collaborators have formulated an approach to stochastic approximation based on notions

[^0]of dynamical system theory, showing that the asymptotic behavior of $\left(x_{n}\right)$ can be described with a great deal of generality through (2), beyond gradients and simple dynamics. We refer the reader to the survey paper [Pemantle (2007)] for a recent introduction to this approach including several examples, references and discussion of the literature; and to Benaïm (1999) for a comprehensive presentation.

One of the key results is that limit sets of $\left(x_{n}\right)$ are almost surely internally chain transitive (ICT) in the sense of Conley (1978). Examples of ICT sets include equilibria, periodic orbits and omega limit sets of (2) but also possibly more complicated sets.

On the other hand, due to the stochastic nature of (1), not every ICT set is likely to be the limit set of $\left(x_{n}\right)$ because the noise may push the process away from certain "unstable" sets. A first result in this direction has been obtained by Pemantle (1990) [see also Brandière and Duflo (1996) and Tarrès (2001)] who proved that, under natural assumptions on $\left(U_{n}\right),\left(x_{n}\right)$ has zero probability to converge toward a linearly unstable equilibrium of (2), provided $F$ is $C^{2}$. This later result has been extended to linearly unstable periodic orbits by Benaïm and Hirsch (1995) and to $C^{2}$ normally hyperbolic repulsive sets in Benaïm (1999).

The characterization of the limit sets of (1) in terms of ICT sets and the nonconvergence results toward unstable equilibria and periodic orbit have been successfully used by a number of authors for analyzing stochastic approximation processes in ecology, game theory, engineering and elsewhere [see, e.g., Section 4 of Pemantle (2007)].

The present paper continues this line of research. Our main motivation is to investigate the behavior of $\left(x_{n}\right)$ when $F$ is cooperative; meaning that $F$ is $C^{k}$, $k \geq 1$, and

$$
\frac{\partial F_{i}}{\partial x_{j}} \geq 0 \quad \text { for } i \neq j
$$

Stochastic approximation processes associated to a cooperative vector field arise as models of learning and evolution in neural networks [Sadeghi (1998)], coordination games [Benaïm and Hirsch (1999a)], supermodular games [Hofbauer and Sandholm (2002)], proportional fair sharing algorithms [Kushner and Whiting (2004)] and Bayesian games [Beggs (2009)].

We will prove (Theorem 4.4 and Corollary 4.6 in Section 4) that, under certain conditions on $\left(U_{n}\right)$ :

THEOREM A. If $F$ is cooperative and irreducible, then $\left(x_{n}\right)$ converges almost surely to the zeroes of $F$.

This answers (partially) a conjecture raised in Benaïm (2000). In the context of learning in games, this implies the (almost sure) convergence of the method of stochastic fictitious play for supermodular games in full generality, a property conjectured by Hofbauer and Sandholm (2002).

The program leading to the proof of Theorem A began several years ago. The first step has been to identify ICT sets of cooperative vector fields. This has been achieved through the papers Hirsch (1999), Benaïm and Hirsch (1999b) and Benaïm (2000), relying heavily on the seminal work of Hirsch on cooperative dynamics. In brief, an ICT set for a cooperative vector field is either an arc of equilibria (generically an isolated equilibrium) or is contained in a normally repulsive $C^{1}$ hypersurface (trajectories are exponentially repelled, in a normal direction).

The second step consists in ruling out such repelling sets as possible limit sets of (1). The main difficulty is that the techniques used in the proof of the nonconvergence results mentioned above require smoother manifold (typically $C^{2}$ ) than can be proved for cooperative vector fields. In Section 3 of this paper we will prove (Theorem 3.12) that, under certain technical assumptions:

THEOREM B. Let $\Gamma$ be a compact invariant subset of a $C^{1}$ normally repulsive manifold, for a $C^{k}, k \geq 1$ vector field $F$. Then, with probability 1 , the limit set of $\left(x_{n}\right)$ cannot be contained in $\Gamma$.

Note that there is no assumption here that $F$ is cooperative. In particular (see Section 3), this later result can be applied to extend the nonconvergence results of Pemantle (1990) and Benaïm and Hirsch (1995) to linearly unstable equilibria (or periodic orbits) when $F$ is merely $C^{1}$.

The price to pay is that we require a stronger condition on the noise sequence. The proof is completely different and relies on diffusion approximation techniques rather than on martingale estimates.

The paper is organized as follows. Section 2 sets up the notation and the necessary background on stochastic approximations. Section 3 is devoted to the precise statement and proof of Theorem B. Section 4 proves the main results on cooperative stochastic approximations (Theorem A) and Section 5 applies this to prove the convergence of stochastic fictitious play for supermodular game in full generality. Certain technical results are postponed to the Appendix.
2. Background, notation and hypotheses. Let $F$ denote a locally Lipschitz vector field on $\mathbb{R}^{d}$. By standard results, the Cauchy problem $\frac{d y}{d t}=F(y)$ with initial condition $y(0)=x$ admits a unique solution $t \rightarrow \Phi_{t}(x)$ defined on an open interval $J_{x} \subset \mathbb{R}$ containing the origin. For simplicity in the statement of our results we furthermore assume that $F$ is globally integrable, meaning that $J_{x}=\mathbb{R}$ for all $x \in \mathbb{R}^{d}$. This holds in particular if $F$ is sublinear; that is,

$$
\begin{equation*}
\limsup _{\|x\| \rightarrow \infty} \frac{\|F(x)\|}{\|x\|}<\infty \tag{3}
\end{equation*}
$$

We let $\Phi=\left\{\Phi_{t}\right\}_{t \in \mathbb{R}}$ denote the flow induced by $F$.

A continuous map $\chi: \mathbb{R}_{+} \rightarrow \mathbb{R}^{d}$ is called an asymptotic pseudo-trajectory (APT) for $\Phi$ [Benaïm and Hirsch (1996)] if, for any $T>0$,

$$
\lim _{t \rightarrow+\infty} d_{\chi}(t, T)=0
$$

where

$$
\begin{equation*}
d_{\chi}(t, T)=\sup _{h \in[0, T]}\left\|\chi(t+h)-\Phi_{h}(\chi(t))\right\| . \tag{4}
\end{equation*}
$$

In other terms, for any $T>0$, the curve joining $\chi(t)$ to $\chi(t+T)$ shadows the trajectory of the semiflow starting from $\chi(t)$ with arbitrary accuracy, provided $t$ is large enough.

REMARK 2.1. Assume that $\Phi_{1}$ restricted to $\chi\left(\mathbb{R}_{+}\right)$is uniformly continuous. This holds in particular if $\chi$ or $F$ are bounded maps. Then

$$
\lim _{t \rightarrow \infty} d_{\chi}(t, 1)=0 \quad \Longleftrightarrow \quad \forall T>0 \quad \lim _{t \rightarrow \infty} d_{\chi}(t, T)=0
$$

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space equipped with some nondecreasing sequence of $\sigma$-algebras $\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Throughout this paper we will consider an $\left(\mathcal{F}_{t}\right)_{t^{-}}$ adapted continuous-time stochastic process $X=(X(t))_{t \geq 0}$ living in $\mathbb{R}^{d}$ verifying the following condition:

HYPOTHESIS 2.2. There exists a map $\omega: \mathbb{R}_{+}^{3} \rightarrow \mathbb{R}_{+}$such that:
(i) For any $\delta>0, T>0$,

$$
\mathbb{P}\left(\sup _{s \geq t} d_{X}(s, T) \geq \delta \mid \mathcal{F}_{t}\right) \leq \omega(t, \delta, T),
$$

(ii) $\lim _{t \rightarrow \infty} \omega(t, \delta, T)=0$.

A sufficient condition ensuring that Hypothesis 2.2 holds is that

$$
\begin{equation*}
\mathbb{P}\left(d_{X}(t, T) \geq \delta \mid \mathcal{F}_{t}\right) \leq \int_{t}^{t+T} r(s, \delta, T) d s \tag{5}
\end{equation*}
$$

for some $r: \mathbb{R}^{3} \mapsto \mathbb{R}_{+}$such that

$$
\int_{0}^{\infty} r(s, \delta, T) d s<\infty
$$

In this case

$$
\omega(t, \delta, T)=\int_{t}^{\infty} r(s, \delta, T) d s
$$

The proof of the following proposition is obvious.

Proposition 2.3. Under Hypothesis 2.2, $X$ is almost surely an asymptotic trajectory for $\Phi$.

Example 2.4 (Diffusion processes). Let $X$ be solution to the stochastic differential equation

$$
d X(t)=F(X(t)) d t+\sqrt{\gamma(t)} d B_{t}
$$

where $F$ is a globally Lipschitz vector field, $\left(B_{t}\right)$ a standard Brownian motion on $\mathbb{R}^{d}$ and $\gamma: \mathbb{R}_{+} \mapsto \mathbb{R}_{+}$a decreasing continuous function [or more generally a $\left(B_{t}\right)_{t}$-adapted decreasing process]. Assume that (almost surely)

$$
\int_{0}^{+\infty} \exp \left(\frac{-c}{\gamma(t)}\right) d t<+\infty
$$

for all $c>0$. Then (5) is satisfied with

$$
r(t, \delta, T)=C \exp \left(-\frac{\delta^{2} C(T)}{\gamma(t)}\right)
$$

where $C$ and $C(T)$ are positive constants. This is proved in Benaïm (1999), Proposition 7.4.

EXAMPLE 2.5 (Robbins-Monro algorithms). Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space equipped with an increasing sequence of $\sigma$-algebra $\left(\mathcal{F}_{n}\right)$. Let $\left(U_{n}\right)$ be an $\left(\mathcal{F}_{n}\right)$-adapted sequence of $\mathbb{R}^{d}$-valued random variables such that

$$
\mathbb{E}\left(U_{n+1} \mid \mathcal{F}_{n}\right)=0 \quad \text { and } \quad \sup _{n} \mathbb{E}\left(\left\|U_{n}\right\|^{2}\right)<\infty
$$

Let $F$ be a globally Lipschitz vector field and $\left(x_{n}\right)_{n}$ be solution to (1) with $x_{0}$ measurable with respect to $\mathcal{F}_{0}$.

Set $\gamma_{n}=\frac{1}{n}, \tau_{n}=\sum_{i=1}^{n} \gamma_{i}$,

$$
X\left(\tau_{i}+s\right):=x_{i}+s \frac{x_{i+1}-x_{i}}{\gamma_{i+1}} \quad \text { for } i \in \mathbb{N}, s \in\left[0, \gamma_{i+1}\right]
$$

and

$$
\bar{\gamma}\left(\tau_{i}+s\right):=\gamma_{i+1} \quad \text { for } s \in\left[0, \gamma_{i+1}[.\right.
$$

The continuous-time process $X$ is almost surely an asymptotic pseudo-trajectory of the flow induced by $F$ [see Benaïm (1999), Proposition 4.2 for a proof]. Additionally, we have the following result [see Benaïm (1999) and more specifically Benaïm (2000)]:

Proposition 2.6. There exists some constant B such that condition (5) holds with

$$
r(s, \delta, T)=\frac{B \bar{\gamma}(s)}{\delta^{2}}
$$

for any $s \geq \tau_{k_{0}}$, and $k_{0}=\left[\frac{2}{B \delta^{2}}\right]+1$.
2.1. The limit set theorem. A set $L \subset \mathbb{R}^{d}$ is said to be invariant (resp., positively invariant) for $\Phi$ provided $\Phi_{t}(L) \subset L$ for all $t \in \mathbb{R}$ (resp., $t \in \mathbb{R}_{+}$).

Let $L$ be an invariant set for $\Phi$. We let $\Phi^{L}$ denote the restriction of $\Phi$ to $L$. That is, $\Phi_{t}^{L}(x)=\Phi_{t}(x)$ for all $x \in L$ and $t \in \mathbb{R}$. Note that with such a notation, $\Phi=\Phi^{\mathbb{R}^{d}}$.

An attractor for $\Phi^{L}$ is a nonempty compact invariant set $A \subset L$ having a neighborhood $U$ in $L$ such that

$$
\lim _{t \rightarrow \infty} \operatorname{dist}\left(\Phi_{t}^{L}(x), A\right)=0
$$

uniformly in $x \in U$. Note that if $L$ is compact, $L$ is always an attractor for $\Phi^{L}$. An attractor for $\Phi^{L}$ distinct from $L$ is called a proper attractor.

The basin of attraction of $A$ for $\Phi^{L}$ is the open set (in $L$ ) consisting of every $x \in L$ for which $\lim _{t \rightarrow \infty} \operatorname{dist}\left(\Phi_{t}(x), A\right)=0$.

A global attractor for $\Phi$ is an attractor whose basin is $\mathbb{R}^{d}$. If such an attractor exists, $\Phi$ (resp., $F$ ) is called a dissipative flow (resp., vector field).

A compact invariant set $L$ is said to be internally chain-transitive or attractorfree if $\Phi^{L}$ has no proper attractor [see, e.g., Conley (1978)]. Note that such a set is necessarily connected.

A fundamental property of asymptotic pseudo-trajectories is given by the following result due to Benaïm (1996) for stochastic approximation processes and Benaïm and Hirsch (1996) for APT. We refer to Benaïm (1999) for a proof and more details; and also to Pemantle (2007) for a recent overview and some applications.

TheOrem 2.7. Let $\chi$ be a bounded APT; then its limit set

$$
\mathcal{L}(\chi)=\bigcap_{t \geq 0} \overline{\chi([t, \infty[)}
$$

is internally chain-transitive.
Corollary 2.8. Under Hypothesis 2.2, the limit set of $X$ is almost surely internally chain-transitive on the event $\left\{\sup _{t \geq 0}\|X(t)\|<\infty\right\}$.

REmARK 2.9. If $X$ is as in Example 2.4 or 2.5, with $F$ locally Lipschitz (instead of globally Lipschitz), then the conclusion of Corollary 2.8 holds true.
3. Nonconvergence toward normally hyperbolic repulsive sets. Throughout this section we assume that $F$ is a $C^{1}$ vector field and call $\Phi$ the flow induced by $F$.

A submanifold $S \subset \mathbb{R}^{d}$ is locally invariant if there exists a neighborhood $U$ of $\Gamma$ in $\mathbb{R}^{d}$ and a positive time $t_{0}$ such that

$$
\Phi_{t}(U \cap S) \subset S
$$

for all $|t| \leq t_{0}$. We let $\mathcal{G}(k, d)$ denote the Grassman manifold of $k$-dimensional planes in $\mathbb{R}^{d}$. For $p \in S$, the tangent space of $S$ in $p$ is denoted $T_{p} S$.

DEFINITION 3.1. A compact invariant set $\Gamma \subset \mathbb{R}^{d}$ is called a normally hyperbolic repulsive set if $\Gamma \subset S$, where $S$ is a locally invariant $C^{1},(d-k)$-dimensional $(k \in\{1, \ldots, d\})$ submanifold of $\mathbb{R}^{d}$ and there exists a continuous map

$$
p \in \Gamma \mapsto E_{p}^{u} \in \mathcal{G}(k, d)
$$

such that:
(i) for any $p \in \Gamma$, we have $\mathbb{R}^{d}=T_{p} S \oplus E_{p}^{u}$,
(ii) for any $t \in \mathbb{R}$ and any $p \in \Gamma, D \Phi_{t}(p) E_{p}^{u}=E_{\Phi_{t}(p)}^{u}$,
(iii) there exist positive constants $\lambda$ and $C$ such that, for any $p \in \Gamma, w \in E_{p}^{u}$ and $t \geq 0$, we have

$$
\left\|D \Phi_{t}(p) w\right\| \geq C e^{\lambda t}\|w\|
$$

The two basic examples of normally hyperbolic sets are the following. For more details, see Benaïm (1999), Section 9.

EXAMPLE 3.2 (Linearly unstable equilibria). Let $p$ be an equilibrium of (2). That is, $F(p)=0$. Then $\mathbb{R}^{d}$ can be written as the direct sum of $E_{p}^{s}, E_{p}^{c}$ and $E_{p}^{u}$, the generalized eigenspaces corresponding to the eigenvalues of the jacobian matrix $D F(p)$ having, respectively, negative real parts, null real parts and positive real parts. Equilibrium $p$ is said to be linearly unstable if $E_{p}^{u} \neq\{0\}$. In addition, by classical results in stable manifolds theory, there exists a $C^{1}\left(C^{k}\right.$ if $F$ is $\left.C^{k}\right)$ locally invariant manifold $S$, tangent to $E_{p}^{s} \oplus E_{p}^{c}$ at $p$. Clearly $\mathbb{R}^{d}=T_{p} S \oplus E_{p}^{u}$ and point (iii) is easily verified, since $E_{p}^{u}$ is the direct sum of eigenspaces associated to eigenvalues with positive real parts; see Figure 1.

REMARK 3.3. If $E_{p}^{u}=\mathbb{R}^{d}$, then $S=\{p\}$ is a zero-dimensional manifold.
EXAMPLE 3.4 (Hyperbolic linearly unstable periodic orbit). Let $\Gamma \subset \mathbb{R}^{d}$ be a periodic orbit of period $T$. The Floquet multipliers of $\Gamma$ are the eigenvalues of $D \Phi_{T}(p)$ for any $p \in \Gamma$. The unity is always a Floquet multiplier and $\Gamma$ is called hyperbolic if the other multipliers all have moduli different from 1. It is called linearly unstable if at least one has modulus strictly greater than 1 . If both assumptions are checked, then, for each $p \in \Gamma, \mathbb{R}^{d}$ can be written as the direct sum of three vector spaces $E_{p}^{s}, E_{p}^{c}$ and $E_{p}^{u}$, invariant under $D \Phi_{t}(p)$ and such that:
(i) the dimension of $E_{p}^{u}$ is at least one and the map $p \mapsto E_{p}^{u}$ is $C^{1}$ (since $F$ is $C^{1}$ ),
(ii) for any $t \geq 0, w \in E_{p}^{u}$, we have $\left\|D \Phi_{t}(p) w\right\| \geq C e^{\lambda t}\|w\|$,


FIG. 1. Hyperbolic linearly unstable equilibrium, with $\Gamma=\{p\}, d=2, k=1$.
(iii) $E_{p}^{c}=\operatorname{Span}(F(p))$,
(iv) the stable manifold $S$ defined as the union over $p \in \Gamma$ of the local stable manifolds in $p$ is $C^{1}$, locally invariant and $T_{p} S=E_{p}^{s} \oplus E_{p}^{c}$; see Figure 2.

As a consequence, $\Gamma$ is a normally hyperbolic repulsive set.
REMARK 3.5. If $E_{p}^{s}=\{0\}$, then $S=\Gamma$.
3.1. Nonconvergence: Sufficient conditions. We now give a general result, which states that, for a certain class of stochastic processes, convergence to normally hyperbolic repulsive sets occurs with null probability. Namely, let $X$ be a continuous-time $\left(\mathcal{F}_{t}\right)$-adapted process verifying Hypothesis 2.2.

HYPOTHESIS 3.6. There exists a map $\gamma: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$with $\lim _{t \rightarrow \infty} \gamma(t)=0$ such that:
(i) For every ball $O \subset \mathbb{R}^{d}$, there exists $c>0$ such that

$$
\liminf _{t \rightarrow \infty} \mathbb{P}\left(\left.\frac{X(t+1)-\Phi_{1}(X(t))}{\sqrt{\gamma(t)}} \in O \right\rvert\, \mathcal{F}_{t}\right)>c
$$

almost surely.
(ii) There exists $a>0$ such that

$$
\limsup _{t \rightarrow \infty} \omega(t, a \sqrt{\gamma(t)}, T)<1
$$



FIG. 2. Hyperbolic linearly unstable periodic orbit, with $d=3, k=1$.

Remark 3.7. In Hypothesis 3.6 it suffices to assume that condition (i) holds on the event $\left\{X\left(\mathbb{R}^{+}\right) \subset U\right\}$ where $U$ is a given neighborhood of $\Gamma$.

In order to understand this later hypothesis, let us describe a simple example.
Example 3.8 (Linear diffusion processes). Let $A$ be a positive parameter and $X$ be solution to the stochastic differential equation

$$
d X(t)=A X(t) d t+e^{-t / 2} d B_{t} .
$$

Notice that this is a particular case of Example 2.4, with $F(x)=A x$ and $\gamma(t)=$ $e^{-t}$. Hence $X(t)$ satisfies Hypothesis 2.2 with

$$
\omega(t, \delta, T)=\int_{t}^{+\infty} C \exp \left(-\frac{\delta^{2} C(T)}{e^{-s}}\right)
$$

Thus

$$
\omega(t, a \sqrt{\gamma(t)}, T)=\int_{t}^{\infty} C \exp \left(-a^{2} e^{-t / 2} C(T) e^{s}\right) d s
$$

and condition (ii) in Hypothesis 3.6 is clearly satisfied. Let now

$$
Y(t+1):=\frac{X(t+1)-\Phi_{1}(X(t))}{\sqrt{\gamma(t)}}=e^{t / 2}\left(X(t+1)-e^{A} X(t)\right)
$$

A straightforward computation gives

$$
X(t)=e^{A t} \int_{0}^{t} e^{-(A+1 / 2) s} d B_{s}+X(0)
$$

Consequently we have

$$
Y(t+1)=e^{A(t+1)+t / 2} \int_{t}^{t+1} e^{-(A+1 / 2) s} d B_{s}
$$

Hence $Y(t+1)$ is a Gaussian random variable with variance

$$
\sigma_{A}^{2}=\frac{e^{2 A}}{2 A+1}\left(1-e^{-(2 A+1)}\right),
$$

which is independent of $t$ and positive. Therefore condition (i) of Hypothesis 3.6 holds.

THEOREM 3.9. Let $X$ be a continuous $\left(\mathcal{F}_{t}\right)$-adapted process verifying Hypotheses 2.2 and 3.6. Then

$$
\mathbb{P}(X(t) \rightarrow \Gamma)=0
$$

The proof of Theorem 3.9 is given in the next subsection. We now state two applications of this result, including Example 3.8. The proofs of Theorems 3.10 and 3.12 are technical and are postponed to the Appendix.

THEOREM 3.10. Let $X$ be as in Example 2.4. Set $l(t)=\log (\gamma(t))$. Assume that:
(i) Function l is subadditive: $l(t+s) \leq l(t)+l(s)$. This holds in particular if $l$ is concave and $l(0)=0$.
(ii) There exist constants $a \geq b>0$ such that $-a \leq \dot{l}(t) \leq-b$.

Then Hypothesis 3.6 holds. In particular, the conclusion of Theorem 3.9 holds.
For the specific case of the Robbins-Monro algorithm, an additional assumption on the noise is needed. Let $\mathcal{S}^{+}\left(\mathbb{R}^{d}\right)$ denote the set of symmetric definite positive matrices on $\mathbb{R}^{d}$.

HYPOTHESIS 3.11. There exist a neighborhood $U$ of $\Gamma$ and a continuous map

$$
Q: U \rightarrow \mathcal{S}^{+}\left(\mathbb{R}^{d}\right)
$$

such that $\mathbb{E}\left(U_{n+1} U_{n+1}^{T} \mid \mathcal{F}_{n}\right)=Q\left(x_{n}\right)$ on the event $\left\{x_{n} \in U\right\}$.
THEOREM 3.12. Let $\left(x_{n}\right)_{n}$ be solution to (1). Assume that $\mathbb{E}\left(\left\|U_{n}\right\|^{2 p} \mid \mathcal{F}_{n-1}\right)$ is almost surely bounded for some $p>1$, and that Hypothesis 3.11 holds. Then the associated interpolated process $X(t)_{t \geq 0}$ satisfies Hypothesis 3.6 and therefore, the conclusion of Theorem 3.9 holds.
3.2. Proof of Theorem 3.9. For further analysis, it is convenient to extend the map $p \rightarrow E_{p}^{u}$ to a neighborhood of $\Gamma$ and to approximate it by a smooth map. More precisely, it is shown in Benaïm [(1999), Section 9.1] that there exists a neighborhood $\mathcal{N}_{0} \subset U$ of $\Gamma$ and a $C^{1}$ bundle

$$
\tilde{E}^{u}=\left\{(p, v) \in S \cap \mathcal{N}_{0} \times \mathbb{R}^{d}: v \in \tilde{E}_{p}^{u}\right\}
$$

where $\tilde{E}_{p}^{u} \in \mathcal{G}(k, d)$ such that:
(i) for all $p \in S \cap \mathcal{N}_{0}, \mathbb{R}^{d}=T_{p} S \oplus \tilde{E}_{p}^{u}$;
(ii) the map $H: \tilde{E}^{u} \mapsto \mathbb{R}^{d}$ defined by $H(p, v)=p+v$ induces a $C^{1}$ diffeormorphism from a neighborhood of the zero section $\left\{(p, 0) \in \tilde{E}^{u}\right\}$ onto $\mathcal{N}_{0}$.
Let now $V: \mathcal{N}_{0} \mapsto \mathbb{R}_{+}$be the map defined by $V(x)=\|v\|$ for $H^{-1}(x)=(p, v)$. The form of $V$ implies that there exists $L>0$ such that

$$
\begin{equation*}
d(x, S) \leq V(x) \leq L d(x, S) \tag{6}
\end{equation*}
$$

for all $x \in \mathcal{N}_{0}$. Then according to Lemma 9.3 in Benaïm (1999) there exist a bounded neighborhood $\mathcal{N}_{1} \subset \mathcal{N}_{0}$ of $\Gamma$, and numbers $T>0, \rho>1$ such that

$$
\begin{equation*}
\forall x \in \mathcal{N}_{1} \quad V\left(\Phi_{T}(x)\right) \geq \rho V(x) \tag{7}
\end{equation*}
$$

Given a neighborhood $\mathcal{N} \subset U$ of $\Gamma$, we let

$$
\operatorname{Out}_{\epsilon}=\operatorname{Out}_{\epsilon}(\mathcal{N}, S):=\{x \in \mathcal{N} \mid d(x, S \cap \mathcal{N}) \geq \epsilon\}
$$

and

$$
\ln _{\epsilon}=\ln _{\epsilon}(\mathcal{N}, S):=\mathcal{N} \backslash \text { Out }_{\epsilon} .
$$

Lemma 3.13. (i) There exist a bounded neighborhood $\mathcal{N} \subset U$ of $\Gamma, T>0$ and $\rho>1$ such that, for all $\epsilon>0$,

$$
\Phi_{T}\left(\operatorname{Out}_{\epsilon}(\mathcal{N}, S)\right) \cap \mathcal{N} \subset \operatorname{Out}_{\rho \epsilon}(\mathcal{N}, S)
$$

In particular, every compact invariant subset contained in $\mathcal{N}$ lies in $S$.
(ii) For all $R>0$, there exist a finite set $\left\{v_{1}, \ldots, v_{n}\right\} \subset \mathbb{R}^{d}$ and a Borel map $I: \Gamma \mapsto\{1, \ldots, n\}$ such that for all $p \in \Gamma$ and $v \in B\left(v_{I(p)}, 1\right)$,

$$
p+\epsilon v \in \text { Out }_{R \epsilon} .
$$

Proof. Choose $k \in \mathbb{N}$ such that $\rho^{k}>L$ and $\mathcal{N} \subset \mathcal{N}_{1}$ be small enough so that $\Phi_{k T}(\mathcal{N}) \subset \mathcal{N}_{1}$. Then, using (6) and (7) for all $x \in \mathcal{N}$,

$$
d\left(\Phi_{k T}(x), S\right) \geq \frac{1}{L} V\left(\Phi_{k T}(x)\right) \geq \frac{\rho^{k}}{L} V(x) \geq \frac{\rho^{k}}{L} d(x, S)
$$

Replacing $T$ by $k T$ and $\rho$ by $\frac{\rho^{k}}{L}$ gives the result.

We now prove the second assertion. Given $R>0$, let $f: \Gamma \mapsto \mathbb{R}^{d}$ be a measurable function such that for all $p \in \Gamma, f(p) \in \tilde{E}_{p}^{u}$ and $\|f(p)\|=L(R+2)$ where $L$ is the constant appearing in (6). The bundle $\tilde{E}^{u}$ being locally trivial, it is not hard to construct such a function. By compactness of $\bar{f}(\Gamma)$, there exists a finite set $\left\{v_{1}, \ldots, v_{n}\right\} \subset f(\Gamma)$ such that $f(\Gamma) \subset \bigcup_{i=1}^{n} B\left(v_{i}, 1\right)$. For $p \in \Gamma$, set

$$
I(p)=\min \left\{i=1, \ldots, n:\left\|f(p)-v_{i}\right\| \leq 1\right\}
$$

Then, for $I(p)=i$ and $v \in B\left(v_{i}, 1\right)$,

$$
d(p+\epsilon f(p), S) \leq d(p+\epsilon v, S)+\epsilon \| f(p)-v) \| \leq d(p+\epsilon v, S)+2 \epsilon
$$

On the other hand, by (6),

$$
d(p+\epsilon f(p), S) \geq \frac{1}{L} V(p+\epsilon f(p))=\frac{\epsilon\|f(p)\|}{L}=\epsilon(R+2) .
$$

Hence

$$
d(p+\epsilon v, S) \geq R \epsilon
$$

Corollary 3.14. Let $\mathcal{N}, T$ and $\rho$ be as in Lemma 3.13, and set $\delta=(\rho-$ $1)>0$. Let $\chi$ be an asymptotic pseudo-trajectory verifying:
(i) $\chi(0) \in \mathrm{Out}_{\epsilon}$,
(ii) for all $t \geq 0, d_{\chi}(t, T) \leq \delta \epsilon$.

Then $\chi$ eventually leaves $\mathcal{N}$.

Proof. Suppose that $\chi$ remains in $\mathcal{N}$. We claim that $\chi(k T) \in$ Out $_{\epsilon}$ for all $k \in \mathbb{N}$. If $\chi(k T) \in$ Out $_{\epsilon}$, then $\Phi_{T}(\chi(k T)) \in$ Out $_{\rho \epsilon}$ by Lemma 3.13. Hence $\chi(k T+$ $T) \in$ Out $_{\epsilon}$ since $d_{\chi}(k T, T) \leq \delta \epsilon$. This proves the claim by induction on $k$. Now, by the limit set Theorem 2.7 and Lemma 3.13, the limit set of $\chi$ lies in $S$ and we have reached a contradiction.

Throughout the remainder of the section we let $\mathcal{N}, T$ and $\rho$ be as in Lemma 3.13 and $\delta=(\rho-1)>0$. Recall that $X$ is a continuous-time $\left(\mathcal{F}_{t}\right)$-adapted process verifying Hypothesis 2.2. We call $E_{t}$ the event

$$
E_{t}=\{\forall s \geq t: X(s) \in \mathcal{N}\}
$$

Lemma 3.15. (i) On the event $\left\{X(t) \in \mathrm{Out}_{\epsilon}\right\}$,

$$
\mathbb{P}\left(E_{t} \mid \mathcal{F}_{t}\right) \leq \omega(t, \delta \epsilon, T)
$$

(ii)

$$
\mathbb{P}\left(E_{t} \mid \mathcal{F}_{t}\right) \leq 1-[1-\omega(t+1, \delta \epsilon, T)] \mathbb{P}\left(X(t+1) \in \text { Out }_{\epsilon} \mid \mathcal{F}_{t}\right)
$$

Proof. Since $X$ is an asymptotic pseudo-trajectory which satisfies

$$
\mathbb{P}\left(\exists s \geq t: d_{X}(s, T) \geq \delta \varepsilon \mid \mathcal{F}_{t}\right) \leq \omega(t, \delta \varepsilon, T)
$$

the first inequality follows from Corollary 3.14. Now

$$
\begin{aligned}
& \mathbb{P}\left(E_{t} \mid \mathcal{F}_{t}\right) \leq \mathbb{P}\left(E_{t+1} \mid \mathcal{F}_{t}\right) \\
& \quad=\mathbb{P}\left(E_{t+1} ; X(t+1) \in \text { Out }_{\epsilon} \mid \mathcal{F}_{t}\right)+\mathbb{P}\left(E_{t+1} ; X(t+1) \in \ln _{\epsilon} \mid \mathcal{F}_{t}\right) \\
& \quad=\mathbb{E}\left(\mathbb{P}\left(E_{t+1} \mid \mathcal{F}_{t+1}\right) \mathbf{1}_{X(t+1) \in \mathrm{Out}_{\epsilon}} \mid \mathcal{F}_{t}\right)+\mathbb{E}\left(\mathbb{P}\left(E_{t+1} \mid \mathcal{F}_{t+1}\right) \mathbf{1}_{X(t+1) \in \ln _{\epsilon}} \mid \mathcal{F}_{t}\right) \\
& \quad \leq \omega(t+1, \delta \epsilon, T) \mathbb{P}\left(X(t+1) \in \mathrm{Out}_{\epsilon} \mid \mathcal{F}_{t}\right)+\mathbb{P}\left(X(t+1) \in \ln _{\epsilon} \mid \mathcal{F}_{t}\right)
\end{aligned}
$$

LEMMA 3.16. Assume that there exist a map $\epsilon: \mathbb{R}_{+} \mapsto \mathbb{R}_{+}$with

$$
\lim _{t \rightarrow \infty} \epsilon(t)=0
$$

and constants $c>0$ and $c^{\prime}<1$ such that for targe enough,
(i) $\mathbb{P}\left(X(t+1) \in \operatorname{Out}_{\epsilon(t)} \mid \mathcal{F}_{t}\right) \geq c$ on the event $\left\{X(t) \in \ln _{\epsilon(t)}\right\}$.
(ii)

$$
\omega(t, \delta \in(t), T)<c^{\prime}
$$

Then

$$
\mathbb{P}(X(t) \rightarrow \Gamma)=0
$$

Proof. One has

$$
\{X(t) \rightarrow \Gamma\} \subset \bigcup_{n \in \mathbb{N}} E_{n}
$$

and it suffices to prove that $\mathbb{P}\left(E_{n}\right)=0$ for all $n \in \mathbb{N}$.
For all $t \geq n, E_{n} \subset E_{t}$. Thus

$$
\mathbb{P}\left(E_{n} \mid \mathcal{F}_{t}\right) \leq \mathbb{P}\left(E_{t} \mid \mathcal{F}_{t}\right) \leq \max \left(c^{\prime}, 1-\left(1-c^{\prime}\right) c\right)
$$

where the last inequality follows from the assumptions and Lemma 3.15. Now, by a classical Martingale result,

$$
1>\max \left(c^{\prime}, 1-\left(1-c^{\prime}\right) c\right) \geq \lim _{t \rightarrow \infty} \mathbb{P}\left(E_{n} \mid \mathcal{F}_{t}\right) \rightarrow \mathbf{1}_{E_{n}}
$$

almost surely. Hence the result.

We are now ready to prove Theorem 3.9. We shall prove that the assumptions of Lemma 3.16 are fulfilled with $\epsilon(t)=\frac{\sqrt{\gamma(t)}}{\alpha}$, where $\alpha=\frac{\delta}{a}$ and $a$ is given by Hypothesis 3.6(ii). Condition (ii) of the lemma is clearly verified.

To check condition (i) we assume that $X(t) \in \ln _{\epsilon(t)}$. Hence (for $t$ large enough), $\Phi_{1}(X(t))$ lies in $\mathcal{N}_{0} \subset \mathcal{N}$ and we can write

$$
\Phi_{1}(X(t))=p(t)+v(t)
$$

with $(p(t), v(t)) \in \tilde{E}_{p(t)}^{u}$ (see the beginning of the section). Then, by the triangle inequality,

$$
d(X(t+1), S) \geq d(p(t)+\alpha \epsilon(t) Y(t+1), S)-\|v(t)\|
$$

with

$$
Y(t+1)=\frac{X(t+1)-\Phi_{1}(X(t))}{\alpha \epsilon(t)} .
$$

Now

$$
\|v(t)\|=V\left(\Phi_{1}(X(t))\right) \leq L d\left(\Phi_{1}(X(t), S)\right) \leq M \epsilon(t)
$$

where the first inequality follows from the Lipschitz continuity of the map $V$ [see (6)], and the second from the Lipschitz continuity of $\Phi_{1}$ and invariance of $S$. Thus

$$
\frac{d(X(t+1), S)}{\epsilon(t)} \geq U_{t}-M
$$

where

$$
U_{t}=\frac{d(p(t)+\alpha \epsilon(t) Y(t+1), S)}{\epsilon(t)} .
$$

Let $R=\frac{1+M}{\alpha}$ and call $\left(v_{i}\right)_{i=1, \ldots, n}$ the finite set of vectors given by Lemma 3.13(ii). Then, by Hypothesis 3.6(ii), there exists $c>0$ such that

$$
\mathbb{P}\left(Y(t+1) \in B\left(v_{i}, 1\right) \mid \mathcal{F}_{t}\right) \geq c \quad \forall i
$$

almost surely. Consequently,

$$
\begin{aligned}
\mathbb{P}\left(U_{t} \geq(1+M) \mid \mathcal{F}_{t}\right) & =\mathbb{P}\left(p(t)+\alpha \epsilon(t) Y(t+1) \in \text { Out }_{R \alpha \epsilon(t)} \mid \mathcal{F}_{t}\right) \\
& \geq \mathbb{P}\left(Y(t+1) \in B\left(v_{I(p(t))}, 1\right) \mid \mathcal{F}_{t}\right) \geq c
\end{aligned}
$$

This proves that condition (i) of the lemma is verified.
4. Application to cooperative dynamics. Throughout this section we assume that $F$ is $C^{1}$ and that for all $x \in \mathbb{R}^{d}$ the Jacobian matrix $D F(x)=\left(\frac{\partial F_{i}}{\partial x_{j}}(x)\right)$ has nonnegative off-diagonal entries and is irreducible. Such a vector field $F$ is said to be cooperative and irreducible; see Hirsch (1985). We refer the reader to Hirsch and Smith (2006) for a recent survey on the subject. We furthermore assume that $F$ is dissipative, meaning that it admits a global attractor.

For $x, y \in \mathbb{R}^{d}, x \geq y$ means that $x_{j} \geq y_{j}$ for all $j$. If, additionally, $x \neq y$, we write $x>y$. If $x_{j}>y_{j}$ for all $j$, it is denoted $x \gg y$. Given two sets $A, B \subset \mathbb{R}^{d}$,
we write $A \leq B$ provided $x \leq y$ for all $x \in A$ and $y \in B$. Set $A$ is called unordered if for all $x, y \in A, x \leq y \Rightarrow x=y$.

The vector field $F$ being cooperative and irreducible, its flow has positive derivatives; see Hirsch (1985), Hirsch and Smith (2006). That is, $D \Phi_{t}(x) \gg 0$ for $x \in \mathbb{R}^{d}$ and $t>0$. This implies that it is strongly monotonic in the sense that $\phi_{t}(x) \gg \phi_{t}(y)$ for all $x>y$ and $t>0$.

We let $\mathcal{E}$ denote the equilibria set of $F$. A point $p \in \mathcal{E}$ is called linearly unstable if the Jacobian matrix $D F(p)$ has at least one eigenvalue with positive real part. We let $\mathcal{E}^{+}$denote the set of such equilibria and $\mathcal{E}^{-}=\mathcal{E} \backslash \mathcal{E}^{+}$.

An equilibrium point $p \in \mathcal{E}$ is said to be asymptotically stable from below if there exists $x<p$ such that $\phi_{t}(x) \rightarrow p$. The subset of equilibria which satisfy this property is denoted $\mathcal{E}_{\text {asb }}$. Note that if $p \in \mathcal{E}_{\text {asb }}$, then there exists a nonempty open set of initial conditions from which the solution trajectories converge to $p$. In particular, $\mathcal{E}_{\text {asb }}$ is countable. Given $p \in \mathcal{E}_{\text {asb }}$, we introduce the set of points whose limit set dominates $p$ :

$$
V(p):=\{x \mid \omega(x) \geq p\},
$$

and we let $S_{p}$ denote its boundary: $S_{p}:=\partial V(p)$. The following proposition is basically due to Hirsch [(1988), Theorem 2.1], but the $C^{1}$ regularity was proved by Terescak (1996). Our statement follows from Proposition 3.2 in Benaïm (2000), where more details can be found.

Proposition 4.1. There exists a unique equilibrium $p^{*} \in \mathcal{E}_{\text {asb }}$ such that $V\left(p^{*}\right)=\mathbb{R}^{d}$. For any other $p \in \mathcal{E}_{\text {asb }} \backslash\left\{p^{*}\right\}, S_{p}$ is a $C^{1}$ unordered invariant hypersurface, diffeomorphic to $\mathbb{R}^{d-1}$.

For $p \in \mathcal{E}_{\text {asb }} \backslash\left\{p^{*}\right\}$, we let $\mathcal{R}\left(\Phi^{S_{p}}\right)$ denote the chain-recurrent set of $\Phi$ restricted to $S_{p}$; or equivalently, the union of all internally chain-transitive sets contained in $S_{p}$. We also set

$$
\mathcal{R}_{p}^{\prime}=\mathcal{R}\left(\Phi^{S_{p}}\right) \backslash\left\{\mathcal{E}^{-} \cap S_{p}\right\}
$$

The first part of the next theorem is proved in Benaïm (2000) (see the proof of Proposition 3.2) and the second part restates Theorem 3.3 in the same paper [relying heavily on Hirsch (1999)].

THEOREM 4.2. For any $p \in \mathcal{E}_{\text {asb }} \backslash\left\{p^{*}\right\}$, the set $\mathcal{R}_{p}^{\prime}$ is a repulsive normally hyperbolic set (in the sense of Section 3). Any internally chain-transitive set is either an ordered arc included in $\mathcal{E}^{-}$or is contained in $\mathcal{R}_{p}^{\prime}$ for some $p \in \mathcal{E}_{\text {asb }} \backslash$ $\left\{p^{*}\right\}$.

REMARK 4.3. By a result of Jiang (1991), if $F$ is real analytic, it cannot have a nondegenerate ordered arc of equilibria.

As a consequence of these results we get the following:
THEOREM 4.4. Let $X$ be a continuous $\left(\mathcal{F}_{t}\right)$-adapted stochastic process verifying Hypotheses 2.2 and 3.6. Then, on the event $\left\{\sup _{t}\|X(t)\|<\infty\right\}$, the limit set of $X$ is almost surely an ordered arc contained in $\mathcal{E}^{-}$. In case $F$ is real analytic, $X(t)$ converges almost surely to an equilibrium $p \in \mathcal{E}^{-}$.

Proof. Follows from Theorems 2.7, 4.2 and 3.9.

Corollary 4.5. Let $X$ be the process given in Example 2.4 with $-a \leq$ $\frac{\dot{\gamma}(t)}{\gamma(t)} \leq-b$ and $a \geq b>0$. Then the conclusions of Theorem 4.4 hold.

Let $\Lambda$ denote the global attractor of $F$.
COROLLARY 4.6. Let $\left(x_{n}\right)$ be the Robbins-Monro algorithm given in Example 2.5. Assume that Hypothesis 3.11 holds where $U$ is a neighborhood of $\Lambda$. Then the conclusions of Theorem 4.4 hold.

## 5. Stochastic fictitious play in supermodular games.

5.1. General settings. Let us consider an $N$-persons game in normal form. Player $i$ 's action set is finite and denoted $A^{i} ; \Delta^{i}$ is the mixed strategies set:

$$
\Delta^{i}:=\left\{x^{i}=\left(x^{i}(\alpha)\right)_{\alpha \in A^{i}} \mid x^{i}(\alpha) \geq 0, \sum_{\alpha \in A^{i}} x^{i}(\alpha)=1\right\}
$$

and $u^{i}: A^{i} \mapsto \mathbb{R}$ his utility function. The set of action profiles (resp., mixed strategy profiles) is denoted $A:=X_{i=1}^{N} A^{i}$ (resp., $\Delta:=X_{i=1}^{N} \Delta^{i}$ ). The utility functions $\left(u^{i}\right)_{i=1, \ldots, N}$ are defined on $A$ but linearly extended to $\Delta$ :

$$
x=\left(x^{1}, \ldots, x^{N}\right) \in \Delta \mapsto u^{i}(x):=\sum_{a=\left(a^{1}, \ldots, a^{N}\right) \in A} u^{i}(a) x^{1}\left(a^{1}\right) \cdots x^{N}\left(a^{N}\right) .
$$

We call $G(N, A, u)$ the game induced by these parameters.
Standing notation. As usual in game theory, we let $a^{-i}=\left(a^{j}\right)_{j \neq i}, x^{-i}=$ $\left(x^{j}\right)_{j \neq i}, A^{-i}=Х_{j \neq i} A^{j}$, etc. We may write $\left(a^{i}, a^{-i}\right)$ for $a=\left(a^{1}, \ldots, a^{N}\right)$ and so on.
5.2. Perturbed best response dynamic. To shorten notation let us take the point of view of player 1. A choice function for player 1 is a continuously differentiable $\operatorname{map} C: \mathbb{R}^{A^{1}} \mapsto \Delta^{1}$.

We say that $C$ is a stochastic choice function if there exists a positive probability density $f: \mathbb{R}^{A^{1}} \mapsto \mathbb{R}^{+}$such that for all $\Pi \in \mathbb{R}^{A^{1}}, C(\Pi)$ is the law of the random variable

$$
\underset{\beta \in A^{1}}{\arg \max }(\Pi(\beta)+\varepsilon(\beta))
$$

where $\varepsilon \in \mathbb{R}^{A^{1}}$ is a random variable having distribution $f(x) d x$. A classical example of stochastic choice function is the Logit map:

$$
L(\Pi)(\alpha)=\frac{\exp \left(\eta^{-1} \Pi(\alpha)\right)}{\sum_{\beta \in A^{1}} \exp \left(\eta^{-1} \Pi(\beta)\right)}
$$

It is induced by an extreme value density [see Fudenberg and Levine (1998) and Hofbauer and Sandholm (2002)].

Given a choice function $C$, the smooth (or perturbed) best response associated to $C$ is the map $\mathbf{b r}^{1}: \Delta^{-1} \mapsto \Delta^{1}$ defined by

$$
\mathbf{b r}^{1}(y)=C\left(u^{1}(\cdot, y)\right) .
$$

In the remainder of the section, an $N$-tuple of perturbed best response maps is given and we let br: $\Delta \mapsto \Delta$ denote the map defined by

$$
\mathbf{b r}(x):=\left(\mathbf{b r}^{1}\left(x^{-1}\right), \ldots, \mathbf{b r}^{N}\left(x^{-N}\right)\right)
$$

Let $T \Delta$ be the tangent space to $\Delta$. The perturbed best response vector field is the smooth vector field $F: \Delta \mapsto T \Delta$, defined as

$$
\begin{equation*}
F(x)=-x+\mathbf{b r}(x) \tag{8}
\end{equation*}
$$

REMARK 5.1. By construction, $F$ can be defined as a vector field on $\mathbb{R}^{A}$ which satisfies condition (3) and is dissipative with a global attractor contained in $\Delta$.

The set of perturbed Nash equilibria is the set of $x \in \Delta$ such that $F(x)=0$. It will be referred to as PNE.
5.3. Stochastic fictitious play. Let $a_{n}=\left(a_{n}^{1}, \ldots, a_{n}^{N}\right) \in A$ denote the action profile realized at stage $n$ and $\bar{x}_{n} \in \Delta$ be the empirical distribution of moves up to time $n$ :

$$
\bar{x}_{n}:=\left(\frac{1}{n} \sum_{m=1}^{n} \delta_{a_{m}^{1}}, \ldots, \frac{1}{n} \sum_{m=1}^{n} \delta_{a_{m}^{N}}\right) .
$$

From now on, we assume that agents play repeatedly and independently. That is,

$$
\mathbb{P}\left(a_{n+1}=\left(a^{1}, \ldots, a^{N}\right) \mid \mathcal{F}_{n}\right)=\prod_{i=1}^{N} \mathbb{P}\left(a_{n+1}^{i}=a^{i} \mid \mathcal{F}_{n}\right),
$$

where $\left(\mathcal{F}_{n}\right)_{n}=\sigma\left(a_{1}, \ldots, a_{n}\right)$ (or any other $\sigma$-field representing the history up to time $n$ ). We furthermore assume that

$$
\begin{equation*}
\mathbb{P}\left(a_{n+1}^{i}=\cdot \mid \mathcal{F}_{n}\right)=\mathbf{b r}^{i}\left(\bar{x}_{n}^{-i}\right) \tag{9}
\end{equation*}
$$

where $\bar{x}_{n}^{-i}$ are the empirical moves of player $i$ opponents up to time $n$.
This type of adaptive behavior is called Stochastic Fictitious Play (SFP) and was originally introduced in Fudenberg and Kreps (1993). The concept behind is that players use fictitious play strategies in a game where payoff functions are perturbed by some random variables in the spirit of Harsanyi (1973). We refer the reader to Fudenberg and Levine (1998) for more details.

A simple computation gives

$$
\begin{equation*}
\bar{x}_{n+1}=\bar{x}_{n}+\frac{1}{n+1}\left(F\left(\bar{x}_{n}\right)+U_{n+1}\right), \tag{10}
\end{equation*}
$$

where $F$ is the perturbed best response vector field (8) and $U_{n+1}$ is a bounded martingale difference given by

$$
U_{n+1}:=\left(\delta_{a_{n+1}^{1}}, \ldots, \delta_{a_{n+1}^{N}}\right)-\mathbf{b r}\left(\bar{x}_{n}\right) .
$$

Equation (10) in connection with stochastic approximation theory has been used by many authors for analyzing the behavior of SFP for different classes of games, including $2 \times 2$ games [Fudenberg and Kreps (1993), Benaïm and Hirsch (1999a)] and Potential and zero-sum games [Hofbauer and Sandholm (2002)]. One of the main questions is to prove whether or not $\bar{x}_{n}$ converges to the set of PNE. We will address this question below for the so-called class of supermodular games.

By an obvious abuse of language, we will say that an $m \times m$ matrix $A$ is positive definite if, for any $\zeta \in T \Delta$, we have

$$
\zeta \neq 0 \quad \Longrightarrow \quad \zeta^{T} A \zeta>0
$$

In the following, the set of matrices which are positive definite in this sense is denoted $\mathcal{S}^{+}(T \Delta)$.

LEMMA 5.2. Assume that for each $i$, the choice function of player $i$ takes values into the interior of $\Delta^{i}$ (notice that this property is always satisfied for stochastic choice functions). Then there exists a continuous function $Q: \Delta \rightarrow \mathcal{S}^{+}(T \Delta)$ such that

$$
\mathbb{E}\left(U_{n+1} U_{n+1}^{T} \mid \mathcal{F}_{n}\right)=Q\left(\bar{x}_{n}\right) .
$$

Proof. Let, for $x \in \Delta$ and $i \in\{1, \ldots, N\}, Q^{i}(x)$ denote the quadratic form on $T \Delta^{i}$ defined by

$$
Q^{i}(x)\left(\zeta^{i}\right)=\sum_{\alpha \in A^{i}}\left\langle\delta_{\alpha}-\mathbf{b r}^{i}\left(x^{-i}\right), \zeta^{i}\right\rangle^{2} \mathbf{b r}^{i}\left(x^{-i}\right)_{\alpha} .
$$

Equivalently, $Q^{i}(x)\left(\zeta^{i}\right)$ is the variance of $\alpha \mapsto\left\langle\delta_{\alpha}, \zeta^{i}\right\rangle$ under the law $\mathbf{b r}^{i}\left(x^{-i}\right)$. Let $Q(x)$ denote the quadratic form on $T \Delta$ defined by

$$
Q(x)(\zeta)=\sum_{i=1}^{N} Q^{i}(x)\left(\zeta^{i}\right)
$$

Since $\mathbf{b r}^{i}\left(x^{-i}\right)_{\alpha}>0$ and $\left\{\delta_{\alpha}-\mathbf{b r}^{i}\left(x^{-i}\right): \alpha \in A^{i}\right\}$ spans $T \Delta^{i}, Q^{i}(x)$ is nondegenerate for all $i$. Hence $Q(x)$ is nondegenerate.
5.4. Supermodular games. We assume here that for each $i=1, \ldots, N$ the action set $A^{i}$ is equipped with a total ordering denoted $\leq$; and we focus our attention on games such that, for a given player, the reward he obtains by switching to a higher action increases when his opponents choose higher strategies. Such games are called supermodular and arise in many economic applications; see, for example, Topkis (1979) or Milgrom and Roberts (1990).

DEFINITION 5.3. We say that the game $G(N, A, u)$ is (strictly) supermodular if, for any pair of distinct players $(i, j)$ and any action profiles $a=\left(a^{1}, \ldots, a^{N}\right)$ and $b=\left(b^{1}, \ldots, b^{N}\right)$ such that $a^{i}>b^{i}$ and $a^{-i}=b^{-i}$, the quantity $u^{i}(a)-u^{i}(b)$ is (strictly) increasing in $a^{j}=b^{j}$, for $j \neq i$.

REMARK 5.4. In the particular case where each action set $A^{i}$ is equal to the couple $\{0,1\}$, the state space is the hypercube $[0,1]^{N}$ and these games have been defined as coordination games in Benaïm and Hirsch (1999a).

In the remainder of this section we set $A^{i}=\left\{1, \ldots, m^{i}\right\}$. Let $B^{i}: \mathbb{R}^{m^{i}} \mapsto \mathbb{R}^{m^{i}-1}$ be the operator defined by

$$
B_{j}^{i}(u)=\sum_{k=j+1}^{m^{i}} u_{k}, \quad j=1, \ldots, m^{i}-1
$$

Similarly let $B: X_{i=1}^{N} \mathbb{R}^{m^{i}} \mapsto X_{i=1}^{N} \mathbb{R}^{m^{i}-1}$ be defined by $B\left(x^{1}, \ldots, x^{N}\right)=$ $\left(B^{1}\left(x^{1}\right), \ldots, B^{N}\left(x^{N}\right)\right)$. Note that $B$ induces a one-to-one map from $\Delta$ onto $B(\Delta)$. By abuse of notation we write $B^{-1}$ its inverse. The following result is proved in Hofbauer and Sandholm (2002).

TheOrem 5.5 [Hofbauer and Sandholm (2002)]. Assume that $G(N, A, u)$ is strictly supermodular and that for each $i, \mathbf{b r}^{i}$ is associated to a stochastic choice function. Then, the vector field $G: B(\Delta) \mapsto B(T \Delta)$, defined by

$$
G(y)=B F\left(B^{-1}(y)\right)=-y+B \mathbf{b r}\left(B^{-1}(y)\right)
$$

is cooperative and irreducible.

Hofbauer and Sandholm then used this theorem combined with results from Benaïm (2000) to describe the limit set of stochastic fictitious play for supermodular game. In view of the new results obtained in this paper and specifically in Section 4, we are now able to improve notably their results and to prove the convergence of stochastic fictitious play for supermodular games in full generality.

THEOREM 5.6. Assume that the assumptions of Theorem 5.5 are satisfied. Then the limit set of $\left(\bar{x}_{n}\right)_{n}$ is almost surely an ordered arc of PNE that is not linearly unstable. If we furthermore assume that the choice functions are real analytic (e.g., in the logit case), then $\left(\bar{x}_{n}\right)_{n}$ almost surely converges toward a PNE that is not linearly unstable.

Proof. Set $\bar{y}_{n}=B \bar{x}_{n}$. Then

$$
\bar{y}_{n+1}-\bar{y}_{n}=\frac{1}{n+1}\left(G\left(\bar{y}_{n}\right)+V_{n+1}\right)
$$

with $V_{n}=B U_{n}$. Then

$$
\mathbb{E}\left(V_{n+1}^{t} V_{n+1} \mid \mathcal{F}_{n}\right)=B Q\left(B^{-1}\left(\bar{y}_{n}\right)\right)^{t} B .
$$

By Lemma 5.2 and Theorem 5.5, the conditions to apply Corollary 4.6 are met.

## APPENDIX

A.1. Proof of Theorem 3.10. The assumptions on $\gamma$ easily imply that

$$
\frac{\gamma(t)}{\gamma(s+t)} \geq \frac{1}{\gamma(s)} \geq e^{b s}
$$

Thus

$$
\omega(t, a \sqrt{\gamma(t)}, T) \leq C \int_{0}^{\infty} \exp \left(-a^{2} e^{b s} C(T)\right)
$$

and condition (iii) of Hypothesis 3.6 holds. Let

$$
A_{s}^{t}=\left[D F\left(\Phi_{s}\left(X_{t}\right)\right)-\frac{1}{2} \frac{\dot{\gamma}(t+s)}{\gamma(t+s)}\right]
$$

and let $\left\{Y_{s}^{t}, s \geq 0\right\}$ be solution to

$$
d Y_{s}^{t}=A_{s}^{t} Y_{s}^{t}+d B_{t+s}
$$

with initial condition $Y_{0}^{t}=0$. Condition (i) of Hypothesis 3.6 follows from the following lemma.

Lemma A. 1.

$$
\lim _{t \rightarrow \infty} \mathbb{P}\left(\left.\sup _{0 \leq s \leq 1}\left\|Y_{s}^{t}-\frac{X_{t+s}-\Phi_{s}\left(X_{t}\right)}{\sqrt{\gamma(t+s)}}\right\| \geq \epsilon \right\rvert\, \mathcal{F}_{t}\right)=0
$$

In particular, Hypothesis 3.6(i) holds with $Y(t)=Y_{1}^{t-1}$ for all $t \geq 1$.
Proof. Set $\alpha(s)=1 / \sqrt{\gamma(s)}, Z_{s}^{t}=X_{t+s}-\Phi_{s}\left(X_{t}\right)$ and $\hat{Y}_{s}^{t}=\alpha(t+s) Z_{s}^{t}$. Then

$$
\begin{aligned}
d Z_{s}^{t} & =\left(F\left(X_{t+s}\right)-F\left(\Phi_{s}\left(X_{t}\right)\right)\right) d s+\sqrt{\gamma(t+s)} d B_{t+s} \\
& =\left[D F\left(\Phi_{s}\left(X_{t}\right)\right) Z_{s}^{t}+o\left(\left\|Z_{s}^{t}\right\|\right)\right] d s+\sqrt{\gamma(t+s)} d B_{t+s}
\end{aligned}
$$

Hence

$$
d \hat{Y}_{s}^{t}=\left[D F\left(\Phi_{s}\left(X_{t}\right)\right)+\frac{\dot{\alpha}(t+s)}{\alpha(t+s)}\right] \hat{Y}_{s}^{t}+d B_{t+s}+\alpha(t+s) o\left(\left\|Z_{s}^{t}\right\|\right)
$$

where $o(z)=z \eta(z)$ and $\lim _{z \rightarrow 0} \eta(z)=\eta(0)=0$. Then

$$
Y_{s}^{t}-\hat{Y}_{s}^{t}=\int_{0}^{s} A_{u}^{t}\left(Y_{u}^{t}-\hat{Y}_{u}^{t}\right) d u+\int_{0}^{s} \alpha(t+u) o\left(\left\|Z_{u}^{t}\right\|\right) d u
$$

Thus, by Gronwall's inequality,

$$
\sup _{0 \leq s \leq 1}\left\|Y_{s}^{t}-\hat{Y}_{s}^{t}\right\| \leq e^{K} R_{t}
$$

with

$$
R_{t}=\sup _{0 \leq s \leq 1} \alpha(t+s) o\left(\left\|Z_{s}^{t}\right\|\right)
$$

and

$$
\begin{equation*}
K=\sup _{s, t}\left\|A_{s}^{t}\right\| \leq\|D F\|+\frac{a}{2} . \tag{11}
\end{equation*}
$$

To conclude the proof it remains to show that

$$
\mathbb{P}\left(R_{t} \geq \delta \mid \mathcal{F}_{t}\right) \rightarrow 0
$$

as $t \rightarrow \infty$.
It follows from the estimate given in Example 2.4 that

$$
\mathbb{P}\left(\sup _{0 \leq s \leq 1}\left\|Z_{s}^{t}\right\| \geq \delta \mid \mathcal{F}_{t}\right) \leq \int_{t}^{t+1} C \exp \left(\frac{-\delta^{2} C(1)}{\gamma(s)}\right) d s \leq C \exp \left(-\frac{\delta^{2} C(1)}{\gamma(t+1)}\right)
$$

Thus

$$
\begin{aligned}
\mathbb{P}\left(\sup _{0 \leq s \leq 1} \alpha(t+s)\left\|Z_{s}^{t}\right\| \geq R \mid \mathcal{F}_{t}\right) & \leq \mathbb{P}\left(\left.\left\|Z_{s}^{t}\right\| \geq \frac{R}{\alpha(t+1)} \right\rvert\, \mathcal{F}_{t}\right) \\
& \leq C \exp \left(-R^{2} C(1)\right)
\end{aligned}
$$

Now,

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{0 \leq s \leq 1} \alpha(t+s)\left\|Z_{s}^{t}\right\| \eta\left(\left\|Z_{s}^{t}\right\|\right) \geq \delta \mid \mathcal{F}_{t}\right) \\
& \quad \leq \mathbb{P}\left(\sup _{0 \leq s \leq 1} \alpha(t+s)\left\|Z_{s}^{t}\right\| \geq R \mid \mathcal{F}_{t}\right)+\mathbb{P}\left(\left.\sup _{0 \leq s \leq 1} \eta\left(\left\|Z_{s}^{t}\right\|\right) \geq \frac{\delta}{R} \right\rvert\, \mathcal{F}_{t}\right) \\
& \quad \leq C \exp \left(-R^{2} C(1)\right)+\mathbb{P}\left(\left.\sup _{0 \leq s \leq 1} \eta\left(\left\|Z_{s}^{t}\right\|\right) \geq \frac{\delta}{R} \right\rvert\, \mathcal{F}_{t}\right) .
\end{aligned}
$$

Since $\lim _{z \rightarrow 0} \eta(z)=0$,

$$
\limsup _{t \rightarrow \infty} \mathbb{P}\left(\sup _{0 \leq s \leq 1} \alpha(t+s)\left\|Z_{s}^{t}\right\| \eta\left(\left\|Z_{s}^{t}\right\|\right) \geq \delta \mid \mathcal{F}_{t}\right) \leq C \exp \left(-R^{2} C(1)\right)
$$

and since $R$ is arbitrary, this proves the result.
It remains to prove that condition (ii) of Hypothesis 3.6 holds.
Lemma A.2. Let $\Sigma$ be an $n \times n$ self-adjoint positive definite matrix and

$$
f_{\Sigma}(x)=\frac{\exp \left(-(1 / 2)\left\langle\Sigma^{-1} x, x\right\rangle\right)}{\sqrt{\operatorname{det}(\Sigma)(2 \pi)^{n}}}
$$

the density of a centered Gaussian vector with covariance $\Sigma$. Let $0<\alpha \leq \beta$, respectively, denote the smallest and largest eigenvalues of $\Sigma$. Then

$$
f_{\Sigma}(x) \geq\left(\frac{\alpha}{\beta}\right)^{n / 2} f_{\alpha I d}(x)
$$

Proof. Follows from the estimates $\operatorname{det}(\Sigma) \leq \beta^{n}$ and $\left\langle\Sigma^{-1} x, x\right\rangle \leq \frac{\|x\|^{2}}{\alpha}$.
Since $Y_{s}^{t}$ is a linear function of $\left\{B_{t+u}, 0 \leq u \leq s\right\}$, it is a Gaussian vector under the conditional probability $\mathbb{P}\left(\cdot \mid \mathcal{F}_{t}\right)$. By Itô's formulas, its covariance matrix is solution to

$$
\frac{d \Sigma_{s}^{t}}{d s}=A_{s}^{t} \Sigma_{s}^{t}+\Sigma_{s}^{t} A_{s}^{t *}+I d
$$

with initial condition $\Sigma_{0}^{t}=0$, where $A_{s}^{t *}$ stands for the transpose of $A_{s}^{t}$. It is then easy to check that

$$
\Sigma_{s}^{t}=\int_{0}^{s} U^{t}(u) U^{t *}(u) d u
$$

where $U^{t}(s)$ is the solution to

$$
\begin{equation*}
\frac{d U}{d s}=A_{s}^{t} U, \quad U(0)=I d \tag{12}
\end{equation*}
$$

Using (12) we see that $U^{t}(s)$ is invertible and that its inverse $\left(U^{t}(s)\right)^{-1}$ solves

$$
\frac{d V}{d s}=-V A_{s}^{t}, \quad V(0)=I d
$$

Using again (12) combined with the estimate (11) and Gronwall's lemma, we get

$$
\left\|U^{t}(s)\right\| \leq e^{K s}
$$

Similarly,

$$
\left\|\left(U^{t}(s)\right)^{-1}\right\| \leq e^{K s}
$$

It follows that for all vector $h$,

$$
e^{-K s}\|h\| \leq\left\|U^{t}(s) h\right\| \leq e^{K s}\|h\|
$$

Hence

$$
a\|h\|^{2} \leq\left\langle\Sigma_{1}^{t} h, h\right\rangle \leq b\|h\|^{2}
$$

where $a=\int_{0}^{1} e^{-2 K u} d u$ and $b=\int_{0}^{1} e^{2 K u} d u$. The result then follows from Lemma A.2.
A.2. Proof of Theorem 3.12. Recall that $\left(\mathcal{F}_{n}\right)_{n}$ is a given filtration to which the stochastic process $\left(x_{n}\right)_{n}$ is adapted. Let $m_{n}:=\sup \left\{k \in \mathbb{N} \mid \tau_{k} \leq n\right\}$ and call $\left(\mathcal{G}_{n}\right)_{n}$ the sigma algebra $\left(\mathcal{F}_{m_{n}}\right)_{n}$. Let $n \geq 1$ and $k_{n}:=m_{n+1}-m_{n}$. We denote by $t_{j}^{n}$ the quantity $\tau_{m_{n}+j}-\tau_{m_{n}}\left(j=0, \ldots, k_{n}\right)$ and $t_{n}:=t_{k_{n}}^{n}$. Notice that $\left|t_{n}-1\right| \leq \gamma_{m_{n}}$.

For the continuous-time interpolated process induced by a discrete process $\left(x_{n}\right)_{n}$, Hypothesis 3.6 is satisfied if there exists a vanishing positive sequence $(\gamma(n))_{n}$ and a $\mathcal{G}_{n}$-adapted random sequence $\left(Y_{n}\right)_{n}$ such that:
(i) for any $\alpha>0$,

$$
\lim _{n \rightarrow+\infty} \mathbb{P}\left(\left.\left\|\frac{x_{m_{n+1}}-\Phi_{t_{n}}\left(x_{m_{n}}\right)}{\sqrt{\gamma(n)}}-Y_{n+1}\right\|>\alpha \right\rvert\, \mathcal{G}_{n}\right)=0
$$

(ii) for any open ball $O \subset \mathbb{R}^{d}$, there exists a positive number $\delta$ such that

$$
\liminf _{n \rightarrow+\infty} \mathbb{P}\left(Y_{n+1} \in O \mid \mathcal{G}_{n}\right)>\delta \quad \text { almost surely }
$$

(iii) there exists $a>0$ such that

$$
\limsup _{n \rightarrow+\infty} \omega(n, a \sqrt{\gamma(n)}, T)<1
$$

Let $\gamma(n):=\sum_{k=1}^{k_{n}} \gamma_{m_{n}+k}^{2}$. First, by Proposition 2.6, the map $\omega$ corresponding to the process $\left(x_{n}\right)_{n}$ is given by

$$
\omega(n, \delta, T)=\frac{B \int_{n}^{+\infty} \bar{\gamma}(u) d u}{\delta^{2}}
$$

Hence,

$$
\omega(n, a \sqrt{\gamma(n)}, T) \leq \frac{B}{a^{2}} \frac{\sum_{m_{n}}^{+\infty} \gamma_{i}^{2}}{\sum_{m_{n}+1}^{m_{n+1} \gamma_{i}^{2}}} .
$$

Since

$$
\limsup _{n} \frac{\sum_{m_{n}}^{+\infty} \gamma_{i}^{2}}{\sum_{m_{n}+1}^{m_{n}+1} \gamma_{i}^{2}}<+\infty
$$

the quantity $\omega(n, a \sqrt{\gamma(n)}, T)$ is smaller than 1 , for $a$ large enough. The next lemma corresponds to Lemma A.1.

LEmmA A.3. Point (i) is satisfied for this choice of $(\gamma(n))_{n}$ and the random sequence $\left(Y_{n}\right)_{n}$ given by

$$
\frac{1}{\sqrt{\gamma(n-1)}} \sum_{j=1}^{k_{n-1}} \gamma_{m_{n-1}+j}\left(\prod_{k=j+1}^{k_{n-1}}\left(I_{d}+\gamma_{m_{n-1}+k} D F\left(\phi_{t_{k-1}^{n-1}}\left(x_{m_{n-1}}\right)\right)\right)\right) U_{m_{n-1}+j}
$$

PRoof. Set $\hat{Y}_{n+1}:=\frac{x_{m_{n+1}}-\phi_{t_{n}}\left(x_{m_{n}}\right)}{\sqrt{\gamma(n)}}$. We have, for $j=0, \ldots, k_{n}-1$,

$$
\phi_{t_{j+1}^{n}}\left(x_{m_{n}}\right)-\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)=\gamma_{m_{n}+j+1} F\left(\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right)+\mathcal{O}\left(\gamma_{m_{n}+j}^{2}\right) .
$$

Then, denoting

$$
\hat{Y}_{j}^{n}:=\frac{1}{\sqrt{\gamma(n)}}\left(x_{m_{n}+j}-\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right) \quad\left(j=0, \ldots, k_{n}\right),
$$

we have

$$
\begin{aligned}
\hat{Y}_{j+1}^{n}-\hat{Y}_{j}^{n}= & \frac{\gamma_{m_{n}+j+1}}{\sqrt{\gamma(n)}}\left[F\left(x_{m_{n}+j}\right)-F\left(\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right)+U_{m_{n}+j+1}\right] \\
& +\mathcal{O}\left(\frac{\gamma_{m_{n}+j+1}^{2}}{\sqrt{\gamma(n)}}\right) .
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
\hat{Y}_{j+1}^{n}-\hat{Y}_{j}^{n}= & \gamma_{m_{n}+j+1}\left(D F\left(\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right) \hat{Y}_{j}^{n}+\frac{R^{n}(j)}{\sqrt{\gamma(n)}}+\frac{U_{m_{n}+j+1}}{\sqrt{\gamma(n)}}\right) \\
& +\mathcal{O}\left(\frac{\gamma_{m_{n}+j+1}^{2}}{\sqrt{\gamma(n)}}\right) \quad\left(j=0, \ldots, k_{n}-1\right),
\end{aligned}
$$

where

$$
R^{n}(j):=F\left(x_{m_{n}+j}\right)-F\left(\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right)-D F\left(\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right) \cdot\left(x_{m_{n}+j}-\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right) .
$$

By a recursive argument,

$$
\begin{aligned}
\hat{Y}_{n+1}-Y_{n+1}= & \hat{Y}_{k_{n}}^{n}-Y_{n+1} \\
= & \frac{1}{\sqrt{\gamma(n)}} \sum_{j=1}^{k_{n}} \gamma_{m_{n}+j}\left(\prod_{k=j+1}^{k_{n}}\left(I_{d}+\gamma_{m_{n}+k} D F\left(\phi_{t_{k-1}^{n}}\left(x_{m_{n}}\right)\right)\right)\right) R^{n}(j) \\
& +\mathcal{O}\left(e^{-n / 2}\right)
\end{aligned}
$$

since $\hat{Y}_{0}^{n}=0$ and $\sum_{j=0}^{k_{n}-1} \frac{\gamma_{m_{n}+j+1}}{\sqrt{\gamma(n)}}=\sqrt{\gamma(n)}=\mathcal{O}\left(e^{-n / 2}\right)$.
Recall that $\sum_{j=1}^{k_{n}} \gamma_{m_{n}+j} \leq 1+\gamma_{m_{n+1}}$ and $D F$ is bounded. Consequently, there exists a real number $K$ such that for $n$ large enough,

$$
\begin{aligned}
& \frac{1}{\sqrt{\gamma(n)}}\left\|\sum_{j=1}^{k_{n}} \gamma_{m_{n}+j}\left(\prod_{k=j+1}^{k_{n}}\left(I_{d}+\gamma_{m_{n}+k} D F\left(\phi_{t_{k-1}^{n}}\left(x_{m_{n}}\right)\right)\right)\right) R^{n}(j)\right\| \\
& \leq e^{K} \frac{1}{\sqrt{\gamma(n)}} \sup _{j=1, \ldots, k_{n}} R^{n}(j)=e^{K} R_{n},
\end{aligned}
$$

where $R_{n}:=\frac{1}{\sqrt{\gamma(n)}} \sup _{j=1, \ldots, k_{n}} R^{n}(j)$. By an application of results due to Benaim [see Benaïm (1999), Proposition 4.1, formula (11) and identity (13) with $q=2$ ], we have

$$
\mathbb{E}\left(\sup _{j=0, \ldots, k_{n}-1}\left\|x_{m_{n}+j}-\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right\|^{2} \mid \mathcal{G}_{n}\right) \leq C \gamma(n),
$$

where $C$ is some positive constant. Additionally, by definition of $D F$,

$$
R^{n}(j)^{2} \leq h\left(\left\|x_{m_{n}+j}-\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right\|^{2}\right)
$$

for some function $h: \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}_{+}^{*}$, strictly increasing and such that $h(x) / x \rightarrow_{x \rightarrow 0^{+}}$ $0^{+}$. An immediate consequence is that

$$
\begin{aligned}
\mathbb{P}\left(R_{n}\right. & \left.\geq \alpha \mid \mathcal{G}_{n}\right) \\
& \leq \mathbb{P}\left(\sup _{j=0, \ldots, k_{n}-1} h\left(\left\|x_{m_{n}+j}-\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right\|^{2}\right) \geq \alpha^{2} \gamma(n) \mid \mathcal{G}_{n}\right) \\
& \leq \mathbb{P}\left(\sup _{j=0, \ldots, k_{n}-1}\left\|x_{m_{n}+j}-\phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right\|^{2} \geq h^{-1}\left(\alpha^{2} \gamma(n)\right) \mid \mathcal{G}_{n}\right) \\
& \leq \frac{C \gamma(n)}{h^{-1}\left(\alpha^{2} \gamma(n)\right)} \rightarrow_{n \rightarrow+\infty} 0,
\end{aligned}
$$

which proves the result.
To simplify notation, we call $E$ the Euclidean space $\mathbb{R}^{d}$. Given $n \in \mathbb{N}$, the random variable $x_{n}$ can be written $h_{n}\left(U_{1}, \ldots, U_{n}\right)$, where $h_{n}:\left(E^{n},\left(\mathcal{B}_{E}\right)^{n}\right) \rightarrow$
$\left(E, \mathcal{B}_{E}\right)$ is a measurable function. We denote by $\mathcal{P}_{U}$ the probability distribution induced by the measurable process $U=\left(U_{n}\right)_{n}:(\Omega, \mathcal{F}) \rightarrow\left(E^{\mathbb{N}},\left(\mathcal{B}_{E}\right)^{\mathbb{N}}\right)$. We keep the notation $\mathcal{F}_{n}$ for the sigma field $\left(\mathcal{B}_{E}\right)^{n} \times E^{\mathbb{N}}$ when it does not imply any ambiguity.

Proposition A.4. There exists a function $P_{n}:\left(\mathcal{B}_{E}\right)^{\mathbb{N}} \times E^{\mathbb{N}} \rightarrow[0,1]$ called $a$ regular conditional distribution of $U$ given $\mathcal{F}_{n}$ in the sense that, for any $u \in E^{\mathbb{N}}$, $P_{n}(\cdot, u)$ is a probability measure on $\left(E^{\mathbb{N}},\left(\mathcal{B}_{E}\right)^{\mathbb{N}}\right)$ and that, for any $B \in\left(\mathcal{B}_{E}\right)^{\mathbb{N}}$, the random variable $P_{n}(B, \cdot)$ is $\mathcal{F}_{n}$-measurable with

$$
\mathbb{P}_{n}(B, \cdot)=\mathbb{P}_{U}\left(B \mid \mathcal{F}_{n}\right)(\cdot) \quad \mathbb{P}_{U} \text {-almost surely }
$$

For convenience, given $u \in E^{\mathbb{N}}$, we denote by $\mathbb{P}_{n}^{u}$ the probability measure $\mathbb{P}_{n}(\cdot, u)$ and $\mathbb{E}_{n}^{u}$ the corresponding expectation. Given a measurable function $y:\left(E^{\mathbb{N}},\left(\mathcal{B}_{E}\right)^{\mathbb{N}}\right) \rightarrow\left(E, \mathcal{B}_{E}\right)$, we have

$$
\mathbb{E}_{n}^{\cdot}(y)=\mathbb{E}_{U}\left(y \mid \mathcal{F}_{n}\right)=\mathbb{E}\left(y(U) \mid \mathcal{F}_{n}\right)(\cdot) \quad \mathbb{P}_{U} \text {-a.s. }
$$

LEMMA A.5. Let $k<i$ be two natural numbers and $y:\left(E^{\mathbb{N}},\left(\mathcal{B}_{E}\right)^{\mathbb{N}}\right) \rightarrow$ $\left(E, \mathcal{B}_{E}\right)$ be a measurable function. There exists a subset $\Omega_{0}(y) \subset E^{\mathbb{N}}$ such that $\mathbb{P}_{U}\left(\Omega_{0}(y)\right)=1$ and, for any $u_{0} \in \Omega_{0}(y), \mathbb{E}_{k}^{u_{0}}\left(y \mid \mathcal{F}_{i}\right)$ and $\mathbb{E}_{U}\left(y \mid \mathcal{F}_{i}\right)$ are $\mathbb{P}_{U}-$ almost surely equal.

Proof. The random variable $z:=\mathbb{E}_{U}\left(y \mid \mathcal{F}_{i}\right)$ is $\mathcal{F}_{i}$-measurable. Pick a countable $\pi$-class $\mathcal{D}$ such that $\sigma(\mathcal{D})=\mathcal{F}_{k}$. Given $A \in \mathcal{D}$, we claim that there exists a set $\Omega_{0}(y, A)$ such that $\mathbb{P}_{U}\left(\Omega_{0}(y, A)\right)=1$ and, for any $u_{0} \in \Omega_{0}(y, A)$, we have:
(1) $\mathbb{E}_{k}^{u_{0}}\left(\mathbb{E}\left(\mathbb{I}_{A} y \mid \mathcal{F}_{i}\right)\right)=\mathbb{E}_{U}\left(\mathbb{E}\left(\mathbb{I}_{A} y \mid \mathcal{F}_{i}\right) \mid \mathcal{F}_{k}\right)\left(u_{0}\right)$,
(2) $\mathbb{E}_{k}^{u_{0}}\left(\mathbb{I}_{A} y\right)=\mathbb{E}_{U}\left(\mathbb{I}_{A} y \mid \mathcal{F}_{k}\right)\left(u_{0}\right)$,
(3) $\mathbb{I}_{A} \mathbb{E}_{U}\left(y \mid \mathcal{F}_{i}\right)=\mathbb{E}_{U}\left(\mathbb{I}_{A} y \mid \mathcal{F}_{i}\right) \mathbb{P}_{k}^{u_{0}}$-a.s.

Let us construct $\Omega_{0}(y, A)$. First, there exist two sets $\Omega_{0}^{1}(y, A)$ and $\Omega_{0}^{2}(y, A)$ on which, respectively, points (1) and (2) are satisfied and such that $\mathbb{P}_{U}\left(\Omega_{0}^{j}(y, A)\right)=$ $1, j=1,2$. Now for the last point, one must first consider a set $\Omega^{3}(y, A)$ such that $\mathbb{P}_{U}\left(\Omega^{3}(y, A)\right)=1$ and, for any $u \in \Omega^{3}(y, A)$,

$$
\mathbb{I}_{A}(u) \mathbb{E}_{U}\left(y \mid \mathcal{F}_{i}\right)(u)=\mathbb{E}_{U}\left(\mathbb{I}_{A} y \mid \mathcal{F}_{i}\right)(u)
$$

Then, by definition of $\mathbb{P}_{k}^{u_{0}}$, there exists a set $\Omega_{0}^{3}(y, A)$ [which depends on $\left.\Omega^{3}(y, A)\right]$ such that $\mathbb{P}_{U}\left(\Omega_{0}^{3}(y, A)\right)=1$ and, for any $u_{0} \in \Omega_{0}^{3}(y, A)$,

$$
\mathbb{P}_{k}^{u_{0}}\left(\Omega^{3}(y, A)\right)=\mathbb{P}_{U}\left(\Omega^{3}(y, A) \mid \mathcal{F}_{k}\right)\left(u_{0}\right)=1
$$

Finally, pick $\Omega_{0}(y, A):=\Omega_{0}^{1}(y, A) \cap \Omega_{0}^{2}(y, A) \cap \Omega_{0}^{3}(y, A)$.

Now take

$$
\Omega_{0}(y):=\bigcap_{A \in \mathcal{D}} \Omega(y, A)
$$

By countability of $\mathcal{D}$, we have $\mathbb{P}_{U}\left(\Omega_{0}(y)\right)=1$. There remains to prove that, for any $u_{0} \in \Omega_{0}(y)$,

$$
\begin{aligned}
\int_{A} z d \mathbb{P}_{k}^{u_{0}} & =\int_{A} y d \mathbb{P}_{k}^{u_{0}} \quad \text { for any } A \in \mathcal{D}, \\
\mathbb{E}_{k}^{u_{0}}\left(\mathbb{I}_{A} z\right) & =\mathbb{E}_{k}^{u_{0}}\left(\mathbb{I}_{A} \mathbb{E}_{U}\left(y \mid \mathcal{F}_{i}\right)\right) \\
& =\mathbb{E}_{k}^{u_{0}}\left(\mathbb{E}_{U}\left(\mathbb{I}_{A} y \mid \mathcal{F}_{i}\right)\right) \\
& =\mathbb{E}_{U}\left(\mathbb{E}_{U}\left(\mathbb{I}_{A} y \mid \mathcal{F}_{i}\right) \mid \mathcal{F}_{k}\right)\left(u_{0}\right) \\
& =\mathbb{E}_{U}\left(\mathbb{I}_{A} y \mid \mathcal{F}_{k}\right)\left(u_{0}\right) \\
& =\mathbb{E}_{k}^{u_{0}}\left(\mathbb{I}_{A} y\right) .
\end{aligned}
$$

The second equality follows from point (3), the third from point (1) and the fifth from point (2). The lemma is proved.

The following result is due to Hall and Heyde (1980) [see Theorems 3.4 or 2, page 351, in Chow and Teicher (1998) for a version adapted to our situation]. It is a central limit result for double arrays. We apply it to prove point (ii).

THEOREM A. 6 (Hall and Heyde). For any $n \geq 1$, let $k_{n}$ be a positive integer and $\left(\Omega_{n}, \mathcal{F}^{n}, \mathbb{P}_{n}\right)$ a probability space. Consider $\mathcal{F}_{1}^{n} \subset \mathcal{F}_{2}^{n} \subset \cdots \subset \mathcal{F}_{k_{n}}^{n} \subset \mathcal{F}^{n}$ an increasing family of sigma fields and $\left(y_{j}^{n}\right)_{j=1, \ldots, k_{n}} a\left(\mathcal{F}_{j}^{n}\right)_{j=1, \ldots, k_{n}}$-adapted family of random variables. Assume that:

* for $j=1, \ldots, k_{n}$,

$$
\mathbb{E}_{n}\left(y_{j}^{n} \mid \mathcal{F}_{j-1}^{n}\right)=0,
$$

* we have

$$
\sum_{j=1}^{k_{n}} \mathbb{E}_{n}\left(\left\|Y_{j}^{n}\right\|^{2} \mathbb{I}_{\left\|Y_{j}^{n}\right\|>\varepsilon} \mid \mathcal{F}_{j-1}^{n}\right) \xrightarrow[n \rightarrow+\infty]{\text { dist. }} 0
$$

* there exists a positive, $\mathcal{F}_{1}^{n}$-adapted random sequence $\left(w_{n}\right)_{n}$ such that

$$
\sum_{i=1}^{k_{n}} \mathbb{E}_{n}\left(y_{j}^{n}\left(y_{j}^{n}\right)^{T} \mid \mathcal{F}_{j-1}^{n}\right)-w_{n} \xrightarrow[n \rightarrow+\infty]{\text { dist. }} 0
$$

* there exists a positive random matrix $\eta$, defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$, which satisfies

$$
\sum_{j=1}^{k_{n}} \mathbb{E}_{n}\left(y_{j}^{n}\left(y_{j}^{n}\right)^{T} \mid \mathcal{F}_{j-1}^{n}\right) \xrightarrow[n \rightarrow+\infty]{\text { dist. }} \eta
$$

Then, denoting $y_{n+1}:=\sum_{j=1}^{k_{n}} y_{j}^{n}$, the sequence $\left(y_{n}\right)_{n}$ converges in distribution to some random variable y defined on $(\Omega, \mathcal{F}, \mathbb{P})$ and whose characteristic function is given by $\mathbb{E}\left(e^{-(1 / 2) t^{T} \eta t}\right)$. In particular,

$$
\lim _{n \rightarrow+\infty} \mathbb{E}_{n}\left(e^{i\left\langle t, y_{n+1}\right\rangle}\right)=\mathbb{E}\left(e^{-(1 / 2) t^{T} \eta t}\right)
$$

Let us get back to our settings. Let $n \in \mathbb{N}$ and $j \in\left\{1, \ldots, k_{n}\right\}$. Consider the measurable functions $y_{j}^{n}:\left(E^{\mathbb{N}},\left(\mathcal{B}_{E}\right)^{\mathbb{N}}\right) \rightarrow\left(E, \mathcal{B}_{E}\right)$, given by

$$
y_{j}^{n}(u):=\frac{\gamma_{m_{n}+j}}{\sqrt{\gamma(n)}}\left(\prod_{k=j+1}^{k_{n}}\left(I_{d}+\gamma_{m_{n}+k} D F\left(\phi_{t_{k-1}^{n}}\left(x_{m_{n}}\right)\right)\right)\right) u_{m_{n}+j},
$$

where $x_{n}=h_{n}\left(u_{1}, \ldots, u_{n}\right)$. Finally, call $y_{n}:=\sum_{j=1}^{k_{n}} y_{j}^{n}$.
Corollary A.7. Given an open ball $O$ in $E$, there exist $\delta>0$ and a set $\Omega_{0}$ such that $\mathbb{P}_{U}\left(\Omega_{0}\right)=1$ and, for any $u_{0} \in \Omega_{0}$,

$$
\liminf _{n} \mathbb{P}_{U}\left(y_{n+1} \in O \mid \mathcal{G}_{n}\right)\left(u_{0}\right)>\delta
$$

Proof. Let $\Omega_{0}$ be the set

$$
\bigcap_{n \in \mathbb{N}, j=1, \ldots, k_{n}, r \in \mathbb{Q}} \Omega_{0}\left(y_{j}^{n},\left\|y_{j}^{n}\right\|^{2} \mathbb{I}_{\left\|y_{j}^{n}\right\|>r}, y_{j}^{n}\left(y_{j}^{n}\right)^{T}, \mathbb{I}_{\left\|x_{m_{n}+j}-\Phi_{t_{j}^{n}}\left(x_{m_{n}}\right)\right\|>r}, \mathbb{I}_{y_{n} \in O}\right)
$$

By countability, $\mathbb{P}\left(\Omega_{0}\right)=1$. Pick $u_{0} \in \Omega_{0}$. We apply Theorem A. 6 to $\left(\Omega_{n}, \mathcal{F}^{n}\right.$, $\left.\mathbb{P}_{n}\right):=\left(E^{\mathbb{N}},\left(\mathcal{B}_{E}\right)^{\mathbb{N}}, \mathbb{P}_{m_{n}}^{u_{0}}\right), \mathcal{F}_{j}^{n}=\mathcal{F}_{m_{n}+j}$ and the double array of random variables $\left(y_{j}^{n}\right)_{n, j}$.

We now verify that the assumptions required to apply Theorem A. 6 hold. First of all,

$$
\mathbb{E}_{m_{n}}^{u_{0}}\left(y_{j}^{n} \mid \mathcal{F}_{j-1}^{n}\right)=\mathbb{E}_{U}\left(y_{j}^{n} \mid \mathcal{F}_{j-1}^{n}\right)=0 \quad \text { a.s. }
$$

Second, let

$$
\Pi_{n, j}:=\prod_{k=j+1}^{k_{n}}\left(I_{d}+\gamma_{m_{n}+k} D F\left(\phi_{t_{k-1}^{n}}\left(x_{m_{n}}\right)\right)\right)
$$

A simple computation gives

$$
e^{-2\|D F\|_{\infty}} \leq\left\|\Pi_{n, j}\right\| \leq e^{\|D F\|_{\infty}}
$$

Recall that there exists $p>1$ such that the sequence of random variables $\left(\mathbb{E}_{U}\left(\left\|u_{n}\right\|^{2 p} \mid \mathcal{F}_{n-1}\right)\right)_{n}$ is almost surely bounded. Hence, taking $q$ such that
$1 / p+1 / q=1$ and choosing $r \in \mathbb{Q}$,

$$
\begin{aligned}
\mathbb{E}_{U}\left(\left\|y_{j}^{n}\right\|^{2} \mathbb{I}_{\left\|y_{j}^{n}\right\|>r} \mid \mathcal{F}_{j-1}^{n}\right) & \leq \mathbb{E}_{U}\left(\left\|y_{j}^{n}\right\|^{2 p} \mid \mathcal{F}_{j-1}^{n}\right)^{1 / p_{1}} \mathbb{P}_{U}\left(\left\|y_{j}^{n}\right\|^{2 p}>r^{2 p} \mid \mathcal{F}_{j-1}^{n}\right)^{1 / q} \\
& \leq \frac{1}{r^{2 p / q}} \mathbb{E}_{U}\left(\left\|y_{j}^{n}\right\|^{2 p} \mid \mathcal{F}_{j-1}^{n}\right) \\
& \leq \frac{1}{r^{2 p / q}} \frac{\gamma_{m_{n}+j}^{2 p}}{\gamma(n)} e^{\|D F\|_{\infty}} \mathbb{E}_{U}\left(\left\|u_{m_{n}+j}\right\|^{2 p} \mid \mathcal{F}_{j-1}^{n}\right) \\
& \leq C(r) \frac{\gamma_{m_{n}+j}^{2 p}}{\gamma(n)} \mathbb{E}_{U}\left(\left\|u_{m_{n}+j}\right\|^{2 p} \mid \mathcal{F}_{j-1}^{n}\right)
\end{aligned}
$$

Consequently,

$$
\sum_{j=1}^{k_{n}} \mathbb{E}_{U}\left(\left\|y_{j}^{n}\right\|^{2} \mathbb{I}_{\left\|y_{j}^{n}\right\|>r} \mid \mathcal{F}_{j-1}^{n}\right) \leq C(r) \sup _{j} \gamma_{m_{n}+j}^{2(p-1)} \sup _{j} \mathbb{E}_{U}\left(\left\|u_{m_{n}+j}\right\|^{2 p} \mid \mathcal{F}_{j-1}^{n}\right)
$$

which converges to 0 almost surely. Since $u_{0}$ belongs to the set $\Omega_{0}\left(\left\|y_{j}^{n}\right\|^{2} \mathbb{I}_{\left\|y_{j}^{n}\right\|>r}\right)$, for any $j=1, \ldots, k_{n}$,

$$
\sum_{j=1}^{k_{n}} \mathbb{E}_{m_{n}}^{u_{0}}\left(\left\|y_{j}^{n}\right\|^{2} \mathbb{I}_{\left\|y_{j}^{n}\right\|>r} \mid \mathcal{F}_{j-1}^{n}\right)=\sum_{j=1}^{k_{n}} \mathbb{E}_{U}\left(\left\|y_{j}^{n}\right\|^{2} \mathbb{I}_{\left\|y_{j}^{n}\right\|>r} \mid \mathcal{F}_{j-1}^{n}\right) \quad \mathbb{P}_{U} \text {-a.s. }
$$

and the second point holds.
From now on, we call

$$
W_{n}:=\sum_{j=1}^{k_{n}} \mathbb{E}_{U}\left(\left(y_{j}^{n}\right)\left(y_{j}^{n}\right)^{T} \mid \mathcal{F}_{j-1}^{n}\right)
$$

We have

$$
\begin{aligned}
& \mathbb{E}_{U}\left(\left(y_{j}^{n}\right)\left(y_{j}^{n}\right)^{T} \mid \mathcal{F}_{j-1}^{n}\right) \\
& \quad=\frac{1}{\gamma(n)} \gamma_{m_{n}+j}^{2} \Pi_{n, j} \mathbb{E}_{U}\left(u_{m_{n}+j} u_{m_{n}+j}^{T} \mid \mathcal{F}_{j-1}^{n}\right) \Pi_{n, j}^{T} \\
& \quad=\frac{1}{\gamma(n)} \gamma_{m_{n}+j}^{2} \Pi_{n, j} Q\left(x_{m_{n}+j-1}\right) \Pi_{n, j}^{T} .
\end{aligned}
$$

Consequently,

$$
W_{n}=\frac{1}{\gamma(n)} \sum_{j=1}^{k_{n}} \gamma_{m_{n}+j}^{2} \Pi_{n, j} Q\left(x_{m_{n}+j-1}\right) \Pi_{n, j}^{T}
$$

Let $w_{n}$ be the $\mathcal{F}_{n, 1}$-measurable random variable defined by

$$
w_{n}:=\frac{1}{\gamma(n)} \sum_{j=1}^{k_{n}} \gamma_{m_{n}+j}^{2} \Pi_{n, j} Q\left(\phi_{t_{j-1}^{n}}\left(x_{m_{n}}\right)\right) \Pi_{n, j}^{T}
$$

Pick $r \in \mathbb{Q}$. By definition of $\Omega_{0}$ and Assumption 2.2(i),

$$
\begin{aligned}
& \mathbb{P}_{m_{n}}^{u_{0}}\left(\sup _{j=1, \ldots, k_{n}}\left\|\phi_{t_{j-1}^{n}}\left(x_{m_{n}}\right)-x_{m_{n}+j-1}\right\|>r\right) \\
& \quad=\mathbb{P}\left(\sup _{j=1, \ldots, k_{n}}\left\|\phi_{t_{j-1}^{n}}\left(x_{m_{n}}\right)-x_{m_{n}+j-1}\right\|>r \mid \mathcal{G}_{n}\right) \\
& \quad \leq \omega(n, r, 1) \rightarrow 0,
\end{aligned}
$$

which implies that

$$
W_{n}-w_{n} \xrightarrow[n \rightarrow+\infty]{\text { dist. }} 0
$$

Since the application $Q$ takes values in $\left[\Lambda^{-} I_{d}, \Lambda^{+} I_{d}\right]$ and $\left\|\Pi_{n, j}\right\|$ is bounded above and away from zero, we have

$$
0<a^{-} \leq \Pi_{n, j} Q\left(x_{m_{n}+j-1}\right) \Pi_{n, j}^{T} \leq a^{+}<+\infty
$$

$W_{n}$ is a convex combination of such quantities, therefore is bounded. Pick some increasing sequence of integers $\left(n_{p}\right)_{p}$. Without loss of generality, we may assume that $\left(W_{n_{p}}\right)_{p}$ converges in distribution to some random variable $\eta^{u_{0}}$, defined on the probability space induced by $U$ and which takes values in $\mathcal{S}^{+}(E) \cap\left[a^{-} I_{d}, a^{+} I_{d}\right]$.

Now by Theorem A.6,

$$
y_{n_{p}} \xrightarrow[p \rightarrow+\infty]{\mathcal{L}} y^{u_{0}}
$$

with $\mathbb{E}_{U}\left(e^{i\left\langle t, y^{u} 0\right\rangle}\right)=\mathbb{E}\left(e^{-(1 / 2) t^{T} \eta^{u_{0} t}}\right)$. In particular, by definition of $\Omega_{0}$,

$$
\lim _{p} \mathbb{P}_{U}\left(y_{n_{p}+1} \in O \mid \mathcal{G}_{n_{p}}\right)\left(u_{0}\right)=\lim _{p} \mathbb{P}_{n_{p}}^{u_{0}}\left(y_{n_{p}+1} \in O\right)=\mathbb{P}\left(y^{u_{0}} \in O\right)>\delta,
$$

where $\delta$ depends on the parameters $a^{-}$and $a^{+}$but not on $u_{0} \in \Omega_{0}$ and $\left(n_{p}\right)_{p}$. The proof is complete.

## REFERENCES

Beggs, A. (2009). Learning in Bayesian games with binary actions. B. E. J. Theor. Econ. 9 Art. 33, 30. MR2550500

BENAÏM, M. (1996). A dynamical system approach to stochastic approximations. SIAM J. Control Optim. 34 437-472. MR1377706
Benaïm, M. (1999). Dynamics of stochastic approximation algorithms. In Séminaire de Probabilités, XXXIII. Lecture Notes in Math. 1709 1-68. Springer, Berlin. MR1767993
BENAÏM, M. (2000). Convergence with probability one of stochastic approximation algorithms whose average is cooperative. Nonlinearity 13 601-616. MR1758990
Benaïm, M. and Hirsch, M. W. (1995). Dynamics of Morse-Smale urn processes. Ergodic Theory Dynam. Systems 15 1005-1030. MR1366305
Benaïm, M. and Hirsch, M. W. (1996). Asymptotic pseudotrajectories and chain recurrent flows, with applications. J. Dynam. Differential Equations 8 141-176. MR1388167

Benaïm, M. and Hirsch, M. W. (1999a). Mixed equilibria and dynamical systems arising from fictitious play in perturbed games. Games Econom. Behav. 29 36-72. MR1729309
Benaïm, M. and Hirsch, M. W. (1999b). Stochastic approximation algorithms with constant step size whose average is cooperative. Ann. Appl. Probab. 9 216-241. MR1682576
Benveniste, A., Metivier, M. and Priouret, P. (1990). Stochastic Approximations and Adaptive Algorithms. Springer, Berlin.
Brandière, O. and DuFlo, M. (1996). Les algorithmes stochastiques contournent-ils les pièges? Ann. Inst. Henri Poincaré Probab. Stat. 32 395-427. MR1387397
Chow, Y. and Teicher, H. (1998). Probability: Independence, Interchangeability, Martingales. Springer, New York.
Conley, C. (1978). Isolated Invariant Sets and the Morse Index. CBMS Regional Conference Series in Mathematics 38. Amer. Math. Soc., Providence, RI. MR0511133
DuFlo, M. (1996). Algorithmes Stochastiques. Mathématiques \& Applications (Berlin) [Mathematics \& Applications] 23. Springer, Berlin. MR1612815
Fudenberg, D. and Kreps, D. M. (1993). Learning mixed equilibria. Games Econom. Behav. 5 320-367. MR1227915
Fudenberg, D. and Levine, D. K. (1998). The Theory of Learning in Games. MIT Press Series on Economic Learning and Social Evolution 2. MIT Press, Cambridge, MA. MR1629477
Hall, P. and Heyde, C. (1980). Martingale Limit Theorem and Its Application. Academic Press, New York.
Harsanyi, J. C. (1973). Games with randomly disturbed payoffs: A new rationale for mixedstrategy equilibrium points. Internat. J. Game Theory 2 1-23. MR0323363
Hirsch, M. W. (1985). Systems of differential equations that are competitive or cooperative. II. Convergence almost everywhere. SIAM J. Math. Anal. 16 423-439. MR0783970
Hirsch, M. W. (1988). Systems of differential equations which are competitive or cooperative. III. Competing species. Nonlinearity $151-71$. MR0928948
HIRSCH, M. W. (1999). Chain transitive sets for smooth strongly monotone dynamical systems. Dynam. Contin. Discrete Impuls. Systems 5 529-543. MR1678276
Hirsch, M. W. and Smith, H. L. (2006). Asymptotically stable equilibria for monotone semiflows. Discrete Contin. Dyn. Syst. 14 385-398. MR2171717
Hofbauer, J. and Sandholm, W. H. (2002). On the global convergence of stochastic fictitious play. Econometrica 70 2265-2294. MR1939897
Jiang, J. F. (1991). Attractors in strongly monotone flows. J. Math. Anal. Appl. 162 210-222. MR1135272
Kiefer, J. and Wolfowitz, J. (1952). Stochastic estimation of the maximum of a regression function. Ann. Math. Statist. 23 462-466. MR0050243
Kushner, H. J. and Clark, D. S. (1978). Stochastic Approximation Methods for Constrained and Unconstrained Systems. Applied Mathematical Sciences 26. Springer, New York. MR0499560
KUShner, H. J. and Whiting, P. A. (2004). Convergence of proportional-fair sharing algorithms under general conditions. IEEE Transactions on Wireless Communications 3 1250-1259.
Kushner, H. J. and Yin, G. G. (2003). Stochastic Approximation and Recursive Algorithms and Applications, 2nd ed. Applications of Mathematics (New York) 35. Springer, New York. MR1993642
LJUng, L. (1977). Analysis of recursive stochastic algorithms. IEEE Trans. Automat. Control AC-22 551-575. MR0465458
Milgrom, P. and Roberts, J. (1990). Rationalizability, learning, and equilibrium in games with strategic complementarities. Econometrica 58 1255-1277. MR1080810
PEMANTLE, R. (1990). Nonconvergence to unstable points in urn models and stochastic approximations. Ann. Probab. 18 698-712. MR1055428
Pemantle, R. (2007). A survey of random processes with reinforcement. Probab. Surv. 4 1-79. MR2282181

Robbins, H. and Monro, S. (1951). A stochastic approximation method. Ann. Math. Statist. 22 400-407. MR0042668
SADEGHI, A. A. (1998). Asymptotic behavior of self-organizing maps with nonuniform stimuli distribution. Ann. Appl. Probab. 8 281-299. MR1620374
TARRÈS, P. (2001). Pièges des algorithmes stochastiques et marches aléatoires renforcées par sommets. Ph.D. thesis, ENS Cachan.
TERESCAK, I. (1996). Dynamics of C 1 smooth strongly monotone discrete-time dynamical systems. Preprint.
TOPKIS, D. M. (1979). Equilibrium points in nonzero-sum n-person submodular games. SIAM J. Control Optim. 17 773-787. MR0548704

Institut de Mathématiques
Université de Neuchâtel
Rue Emile-Argand 11
Neuchâtel
Switzerland
E-MAIL: michel.benaim@unine.ch mathieu.faure@unine.ch


[^0]:    Received December 2010; revised September 2011.
    ${ }^{1}$ Supported by the Swiss National Science Foundation Grant 200021-103625/1.
    MSC2010 subject classifications. Primary 62L20, 37C50; secondary 37C65, 91A12.
    Key words and phrases. Stochastic approximation, cooperative systems, stochastic fictitious play, supermodular games.

