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Abstract. We show that for all positive 8 the semigroups of 8-Dyson Brownian motions of different dimensions are intertwined.
The proof relates B-Dyson Brownian motions directly to Jack symmetric polynomials and omits an approximation of the former by
discrete space Markov chains, thereby disposing of the technical assumption 8 > 1 in (Probab. Theory Related Fields 163 (2015)
413-463). The corresponding results for f-Dyson Ornstein—Uhlenbeck processes are also presented.

Résumé. Nous montrons que pour tout 8 > 0, les semigroupes des B-mouvements browniens de Dyson sont entrelacés. La preuve
consiste a relier directement les S-mouvements browniens de Dyson aux polyndmes symétriques de Jack, et évite donc un argument
d’approximation par des chaines de Markov a espace d’état discret, ce qui permet de se débarrasser de I’hypothese technique
B > 1 faite dans (Probab. Theory Related Fields 163 (2015) 413—463). Les résultats correspondants pour les processus S-Ornstein
Uhlenbeck de Dyson sont aussi présentés.
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1. Introduction

For a fixed 8 > 0 consider the system of stochastic differential equations

1

dx™M ) = b dt+dB™M @), i=1,2,...,N, (1.1)

[ 2 1;1\/ XM - xM l
J#

with initial condition satisfying X\™0) < X" (©0) < --- < x{(0) and where B™ = (8™ B{M ... BN is
a standard N-dimensional Brownian motion. For 8 = 1,2,4 it has been shown by Dyson [13] that the equation
(1.1) describes the evolution of eigenvalues of random symmetric matrices whose entries follow real, complex, and
quaternion Brownian motions, respectively. More generally, one can make sense of the unique strong solution to (1.1)
for all 8 > 0 (see [9, Theorem 3.1] and also the alternative proof in [2, Proposition 4.3.5] for 8 > 1). We refer to the
latter as the N-dimensional B-Dyson Brownian motion and write P (1), t = 0, for the associated Markov transition
operators, emphasizing the dependence on dimension and omitting the explicit dependence on f.
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More recently, Dyson Brownian motions have been used to establish a variety of universality conjectures in random
matrix theory, such as universality of the local eigenvalue statistics in the bulk and at the edge of the spectrum of
symmetric Wigner matrices (see [16] and [8], respectively), universality of the local statistics in the bulk and at the
edge of non-critical S-ensembles with smooth external potentials (see [8]) and the universality of the bulk statistics
and the distribution of the second largest eigenvalue of dense Erdos—Rényi random graphs (see [14,15]) among others.

Concurrently, it was observed in [4] that for 8 = 2 and densely packed initial conditions X }N) 0) = X;N) 0) =

=X §VN) (0), the largest coordinate process X EVN) in an N-dimensional Dyson Brownian motion has the same dis-
tribution as the rightmost particle in the Brownian totally asymmetric simple exclusion process (TASEP) started from
the same densely packed initial condition. This connection reveals that the fixed time fluctuations of the rightmost par-
ticle in the Brownian TASEP are governed by the same distribution as those of the largest eigenvalue of a Hermitian
random matrix, namely the Tracy—Widom distribution TW.

The seminal paper [29] explains the relation between the (8 = 2)-Dyson Brownian motion and the Brownian
TASEP by constructing a process (X l.(k), 1 <i <k < N) taking values in the Gelfand-Tseitlin cone

GV = {(x® 1 <i<k<N)eRVOVHD2 k< bl <k <i<k<N-1) (1.2)

and starting from 0 € G™) such that each “level” X® = (X gk), Xék), . ¢ ,Ek)) performs a k-dimensional (8 = 2)-
Dyson Brownian motion, whereas the “diagonal” (X (1), X %2), X EVN)) forms the Brownian TASEP with N particles.
We refer to (X i(k), 1 <i <k < N) as the (8 = 2)-multilevel Dyson Brownian motion. The construction in [29] relies

on the fact that for § =2 and any k > 1 the semigroups P(k)(t), t >0, and P(k+l)(t), t > 0, are intertwined. More
specifically, there exists a stochastic kernel L® (x(k“), dx (k)) such that

L(k)P(k)(t) — P(k+1)(t)L(k), t>0. (1.3)

Figure 1 provides an illustration of the intertwining relationship (1.3).

By now intertwinings have been used to construct a number of important “multilevel” processes. For discrete space
Markov chains the procedure is based on the coupling of Diaconis and Fill [11] and has been applied to construct
multilevel Markov chains describing the growth of two-dimensional random surfaces, see [5—7,19] and the references
therein. Such random surfaces are of great interest as members of the (2+ 1)-dimensional Kardar—Parisi—Zhang (KPZ)
universality class and yield insights into solutions of the KPZ stochastic partial differential equation.

The construction of multilevel processes with continuous state space presents additional technical challenges, be-
cause the transition operators of the underlying Markov processes are usually not available in closed form (the situa-
tion of [29] being a notable exception). For this reason, there are only three known examples in the continuous space
setting: the two-dimensional Whittaker growth model of [24], the 8 = 2 multilevel Dyson Brownian motion of [29]
and the 8 > 2 multilevel Dyson Brownian motions of [19]. The article [24] is the only one where the intertwining
relationship behind the multilevel continuous space process is established directly and in the absence of explicit for-
mulas for the transition operators. In contrast, [29] relies on such explicit formulas and the proof in [19] is based on
an approximation by discrete space Markov chains.

P(k+l)(t)
X(k—i—l)(o) S X(k+1)(t)

L® L®

PO (1)
X©O©0) ——— x®)

Fig. 1. Intertwining of P® ang pk+D),
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In this article we make progress towards the construction of multilevel Dyson Brownian motions for all positive
B by extending the intertwining relationship (1.3) to all 8 > 0. In contrast with [19], our proof works directly with
B-Dyson Brownian motions rather than their discrete space approximations. In the process, we provide formulas for
how B-Dyson Brownian motion generators and semigroups act on Jack symmetric polynomials. Our formulas seem to
be the first to connect Jack symmetric polynomials directly to S-Dyson Brownian motions, rather than to the closely
related Calogero—Sutherland model as in [3], [18, Chapter 12] or to functions of symmetric, Hermitian, quaternion
Hermitian matrices as in [25, Section 4].

To state our main result we need the following set of notations. We define the chambers

k+1 k+1 k+1
W(k-‘rl) = {x(k+1) c ]Rk-l—l :x{ ) Sxé ) <x[£+1 )}’ (14)

WO (D) o (8 @ RE yFD < (0 < (D L iy (15)
for x &+ ¢ WD 1n addition, we fix g > 0 and for each x*+1 ¢ WE+D we write

AR (HHD ®Y FB*k+1D/2) [T (kD -y fesny=#

k+1 J i
Fe/2 I<i<j<k+l
k k41
x 1‘[ (k) (k) l—“—[ k) _ (k+1)|ﬁ/2 1 (1.6)
I<i<j<k i=1j=1

for the Dixon—Anderson conditional probability density of x® on W® (x*+D)y given x**+1D where I'(-) stands for
the gamma function. The density A® (x*+1 ) has been introduced independently in [12] and [1] and for 8 =1, 2,4
describes the conditional distribution of the eigenvalues of the k x k corner in a (k + 1) x (k + 1) random matrix from
the Gaussian orthogonal, unitary, symplectic ensemble, respectively (see also [17] for a more detailed discussion and
generalizations).

Our main result reads as follows.

Theorem 1.1. Let 8 > 0. Then, with the Dixon-Anderson conditional probability density of (1.6), the stochastic
kernel L® (x*+D _ dx®) .= A® (x*+D x®y dx® jntertwines the semigroups P® and P*+Y of the k-dimensional
and the (k + 1)-dimensional B-Dyson Brownian motions, respectively. In other words, one has the following equalities
of probability measures:

LOPO @) =pEEDHL® >0, (1.7)

Remark 1.2. An iteration of (1.7) shows that for all 1 < k < n, the following equality holds

n—1
(1_[ LW) PO = P"“(r)(l_[ U"”) £>0, (1.8)

m=k m=k

Remark 1.3. The general results on intertwinings of diffusion processes in [26] (see, in particular, [26, Theorem 5])
suggest that one should be able to realize the intertwining relationships (1.7) for k =1,2,..., N — 1 by a coupling
of B-Dyson Brownian motions of dimensions 1,2,..., N to a multilevel process on G™N) | Moreover, an iterative
application of the formulas in [26, Theorem 5] leads one to conjecture that the generator of such a coupling should be
given by

1 B/2 — B/2 —
2 (“ Z Z ROEENG) 9 L+ Z Z x&FD _,® 9 xkHDs (1.9)
I<i<k< 1<i<k<N j#i X J 1<i<k+1=<N j= 1% j

endowed with the reflecting boundary conditions described in [29]. Processes of this type have indeed been constructed
in [29] for B =2 and in [19] for B > 2 and one should view them as G®¥)-valued analogues of Bessel processes of
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dimensions d = 1 and d > 1, respectively. This analogy suggests that for 8 < 2 a process with generator (1.9) should
no longer be a semimartingale. The construction of such a process appears challenging: the non-reversibility of the
process in conjunction with the reflecting boundary conditions rule out non-symmetric Dirichlet form techniques (note
that the process constructed in [21, Exercise 11.2.14, Theorem IV.3.5] is absorbed at the boundary); on the other hand,
the singularity of the coefficients together with the inapplicability of localization techniques as in [19] prevent one
from directly building the coupling from known processes.

We conclude the introduction by presenting the version of Theorem 1.1 for 8-Dyson Ornstein—Uhlenbeck pro-
cesses. Fix a B > 0 and consider the system of stochastic differential equations

(N)
1 YU) N
dY.(N)(t)zé E — dt +dB! )(l), (1.10)
l 2 1<j=<N (N)(t) (N)(f) 2 l
J#i

i=1,2,..., N, with initial condition ¥\ (0) < ¥\ (0) <--. < ¥\" (0) and where B™ = (B, B™ ..., BIYV)
is a standard N-dimensional Brownian motion as before. We call the unique strong solution of (1.10) (see [9, The-
orem 3.1]) the N-dimensional B8-Dyson Ornstein—Uhlenbeck process and denote the associated Markov transition

operators by Q(N )(1), t > 0. For the densely packed initial condition YI(N )(0) = YZ(N) 0)=..-= Y](\,N ) (0) =0 and
t > 0, the joint density of YI(N)(t), Yz(N) ®,..., YZEJN) () is proportional to
(N)\2
N) (N) o)
Il b Hexp( 2601 - —f/ﬂ>)
1<i<k<N

(see [3, equation (5.45a)]) and is known as the (scaled) Gaussian B-ensemble.

Proposition 1.4. Let 8 > 0. Then, with the notations of Theorem 1.1 and the previous paragraph, one has the inter-
twining relationships

LM @)= o*D(HL® >0, (1.11)
forallk > 1.

Remark 1.5. As in Remark 1.2, (1.8) holds with P%®) and P replaced by Q*) and Q) respectively.

The rest of the paper is structured as follows. In Section 2 we present some facts about Jack symmetric polynomials
that are needed in the proof of Theorem 1.1. Section 3 is then devoted to the proof of Theorem 1.1. In Section 4 we
present a simpler proof for the case 8 = 1 based on the random matrix interpretation of § = 1 Dyson Brownian
motions. Finally, in Section 5 we give the proof of Proposition 1.4.

2. Preliminaries on Jack symmetric polynomials

We start with the definition of Jack symmetric polynomials following [3, Section 2], but replacing the parameter o
there by 6 := 1/« as in [25].

Definition 2.1. Let 6 := /2 and consider the differential operator

Zz ——i-ZGZ Z

i=1 % i=11<j<k
JF#L

2.1
Zl_Z] 3Z, ( )

acting on symmetric polynomials in k variables. It is known (see [28, Theorem 3.1]) that the eigenfunctions of this
operator can be indexed by non-decreasing positive integer sequences k = (k;j,i < ¥£), with k] > kp > --- > >0
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and [ < k, such that the lexicographically leading monomial with a non-zero coefficient in the eigenfunction J, (-; 8)

is zj'z5% -+ -z} and J(-; 0) is normalized according to

l

C((k+1—0)0+«;)
Je(1;0) = (k+1— —1)/0) =671 2.2
(1:6) 1‘!}1‘[1 +1—i+(—1)/6) H TGEI=09) 22)
Here, 1 is the k-dimensional vector whose components are all equal to 1 and |«| := Zf’:l ki. The eigenfunction

Jic (5 0) is called the Jack symmetric polynomial in k variables with parameters «, 6.

Remark 2.2. Jack symmetric polynomials can be also defined as the eigenfunctions of the Sekiguchi differential
operators

1 A
det[zf J (zi— +(k— )0+ u>:| 2.3)
H]§i<j§k(zi —zj) dzi 1<i,j<k

in the space of symmetric polynomials in k variables (see, e.g., [25, Section 1] and the references therein). The
equivalence of the two definitions follows from the fact that the operator (2.1) can be recovered by an affine trans-
formation of the operator multiplying #*~2 in the expansion of (2.3) in powers of the auxiliary variable u (see [22,
Example VI.3.3]).

We proceed to the definition of the generalized binomial coefficients associated with shifts of Jack symmetric
polynomials (see [25, remark on p. 73] for more details).

Definition 2.3. The coefficients (;)9 in the expansion
lic|
Je(1 0 Jo(z;0
Jek+2;6) ZZ K\ Jo(z:0) 2.4)
CIt) = o)y Uy (1 6)
are referred to as the generalized binomial coefficients.

Remark 2.4. Note that the definition of (';)9 does not depend on the particular normalization of the Jack symmetric
polynomials.

Next, we state three identities for Jack symmetric polynomials from [3, equations (2.13a), (2.13b), (2.13d)] that
will be employed in the proofs of Theorem 1.1 and Proposition 1.4.

Proposition 2.5. The differential operators

By:%Za%MZ P 2.5)
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act on Jack symmetric polynomials in k variables with parameter 6 as follows:

Jieiry (25 0)
BiJe(z;0) = Jc(14; 6 U 2.6
125 0) = Je (1 )Z<x(,)> o (1609 (2.6)
Jieiy (2;0)
BoJe(z:0) = Jo (15: 0 ki— 1+ (k—i)o)—2—"—~ 2.7
2@ 0) = Je(le )Z(m) k=00) 5 o) @
B3Jie(z;0) = |«|Ji (z: 0). (2.8)

Here k; is the sequence obtained from « by replacing k; by k; — 1 unless i =1 and «; = 1 in which case we drop «;
from k. We have also set (K ))9 = 0 whenever k(;y is no longer a non-decreasing positive sequence.

The last ingredient we need is a formula for the action of the Dixon—Anderson conditional probability density
of (1.6) on the Jack symmetric polynomials in k variables. A proof of this formula can be found in [25, Section 6]
(note that the particular normalization of the Jack symmetric polynomials is irrelevant here).

Proposition 2.6. With A® of (1.6) and 6 = B/2 one has for every x*tD e W*+D and sequence «,

k .
I'(k+1)6 r'(k+1-19)6 i
/ A(k)(x(k—&-l)’x(k))JK(x(k);Q)dx(k)ZJK(x(k-H)’ (k+1) )l | ((k+ l.) +K’), 2.9)
Wk (xk+1)y rae) I'(k+2—i)0+«;)

i=1

where we use the convention k; = 0 whenever i exceeds the length of k.

3. Proof of Theorem 1.1

This section is devoted to the proof of Theorem 1.1. For § = 2 the result of Theorem 1.1 has been established in [29,
Section 3] by a direct computation exploiting the explicit formulas for the transition densities of the (8 = 2)-Dyson
Brownian motions. Later, the statement of Theorem 1.1 was shown to hold for 8 > 1 in [19, Proposition 1.3]. The
proof there relies on a construction of a sequence of continuous time Markov chains realizing a discrete version of the
intertwining (1.7) in the sense of [11]. This sequence of Markov chains is then shown to be tight, with every limit point
realizing the intertwining (1.7). As announced in the introduction, our proof is direct and uses only the properties of
Jack symmetric polynomials stated in Section 2.

Proof of Theorem 1.1. Step 1. To obtain the theorem we are going to show that for a measure-determining class
of test functions, the integrals of these functions with respect to the probability measures on both sides of (1.7) are
the same. We start by proving the corresponding identity with the Jack symmetric polynomials in k variables as test
functions and the semigroups P®)(r), t > 0, and P**+D(r), r > 0, in (1.7) replaced by their respective generators.
More specifically, with

k
AR = — + 0 3.1
Z zz&w% 3.1
= i=11<j<k
J#
our first aim is to show
LOAB g (;0) = ADLEED 5 (. 9). (3.2)

The key observation in the evaluation of A® g (-;0) is that

AN = BB, — B2B; (3.3)



1158 K. Ramanan and M. Shkolnikov

with the operators Bj, By of Proposition 2.5. This is indicated in [3, comment after equation (2.13e)] without proof
and can be seen as follows:

k ) 5
! 0 9 9”9 a z 0 z 9 9
BBy — BBy = = ( Zi—— — 7 >+9 < KR Kl >
2 mg_:l aZm 8Z12 i 3Z12 aZm 15%51{ Bzm Zi —2j azi i —2j aZi aZm
J#i
k 2
1 9 (zi —2;)8mi — 2i (6mi — 6mj) 0 5
:—Z(Smi—2+9 Z 5 g _:.A( ,
2m,i:l 9z \<mij<k (zi —zj) 0z;
i

where §,,;, 8,,; stand for Kronecker deltas.
Combining (3.3) with the identities of Proposition 2.5 we find that A® 1 (x B 9) is equal to

BiJ, (x®; 6) By, (x®; 0)
Je(15; 6) ( ) =14+ k=)o) — 2~ J (1 0) ( )”7
¢ Z ) ) Jeo (1:.6) ¢ Z ki) o e (15 0)

l;

, ).
) K(i) S x5 0)
K( k ) § <K(1)) +( l) )Z( : : > J(K(i))(_/)(lk;e)

= T\ /g

; iy 0“1 0)
_JK(lk,B)Z< ()) Z( K ) ((k@)j =1+ (k= )0)%
i K@) K

(ki) ()
(k).
K(i) Jicin g @*5 )
= Jc(1x; 0) ( ) ( ) ki — (K@) + (G —1)0) ————, (3.4)
;; KGi)/ o \ (K@) (j) 9( R )Jw(,))(,)(lk,@)

where [ and /; denote the lengths of the sequences « and «;, respectively. Now, Proposition 2.6 yields

(k+1) L (k)) 4k) (k). (k)
/Wk( o) A(x X )A Je (x ;0) dx
X

) (k+l).9
K(i) ooy e & ;0)
= Jo (150 § § = (k) j + (=)

<0 |:<"(z)) < ' ) (ki = (k) + (= 1)0) Sty 13 )

i= 1] 1 (K(l))(.]) 0

F((k+1)9 ﬁ (k+1—m)9+((/<<z>)<1>)m)} (3.5)

') Pk +2—m)0 + (ki) (j))m)

with the convention ((k))(j))i = 0 whenever i exceeds the length of («(;))(;). On the other hand, applying AKHD to
both sides of (2.9) and using (3.4), with k replaced by k + 1, we obtain

kD AB (4D 00) 1 (B, ) dx®
Wk(x(k+l)) ’ ’

i - ( (k+1).6)
= (1k+1,9)ZZ|:<K()> ( K.() ) ) ( — (k@) + —1)9) Jewp

Pt (ki) (j) T Q15 6)

k
F((k+ 1)) 1—[ C(k+1 _m)9+Km)j| (3.6)

r®) T((k+2 —m)6 + km)

m=1
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We claim that the right-hand sides of (3.5) and (3.6) are identical. Indeed, an inspection of the coefficients of
J(K(l.))(j) (x (k+1), 0) in both expressions shows that it suffices to check that

Je(1:0) ﬁ T((k +2 — m) + k)
T 0) L TG 1m0 + )

Ty (1k: 0) ﬁ L((k +2 = m)0 + (k@) (j))m) o
9) m=1 .

e ki T ((k+1—=m)0 + (ki) ()m)

However, this holds because, using the second formula in (2.2), both sides of (3.7) can be shown to be equal to

ﬁ T((k+2—-m)f) _T(k+10)
A T(k+1=m@) — T
This finishes the proof of (3.2).

Step 2. In this step we obtain an exponential moment estimate for the left-hand side of (1.7) which will allow
us to use the moment method below. More specifically, we are going to verify that for every n > 0 the expectation
Ex* [enlX “a )17 is bounded above by a finite constant uniformly on compact sets of (x®, 7) in R¥ x [0, 00). Here the
notation is that of (1.1) and || - || stands for the Euclidean norm on RX.

From It6’s formula it follows that

k
x @

k
i @+ 2xP0dB®P @) + kdr
X - xP ) 22X

i=1

dxOoP=p Y

1<i,j<k
i£]

k
- (ﬂ (g) + k) dr+ Y 2x 0 dB ().

i=1

By computing the quadratic variation of | X®)||> we conclude further that || X®||? is a squared Bessel process of
dimension S (;) + k. The desired exponential moment estimate now follows from the Gaussian tail estimate for the
latter (see, e.g., [27, Section XI.1]).

Step 3. Next, we extend (3.2) from the generators A® and A®+D (g the semigroups p® (t),t>0,and P(k“)(t),
t > 0. To this end, we apply Itd’s formula to J, (X®(r); ) and take expectations on both sides of the resulting
equation (keeping in mind the exponential moment estimate of Step 2) to obtain

t
Pe()Je(50) = Je (5 0) + / Pe(s) AP J (50)ds, >0, 3.8)
0

for any Jack symmetric polynomial Ji (-; #). Combined with (3.4), the equation (3.8) shows

[ ) L RY .
[4 0

i o K/ e \ K@) Sy e 6)

t
x /0 Pi(5) gy (5 0) ds, (3.9)

for all ¢t > 0.

We note that, for every Jack symmetric polynomial Jic);, (; ) on the right-hand side of (3.9), the members
of the underlying integer sequence («(;)(j) do not exceed the corresponding members of the integer sequence «.
Moreover, each J(,((l.))(j)('; 0) also obeys the integral equation (3.8) and we can evaluate A(k)J(K(,.))(j)(-; 0) therein
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via (3.4). Iterating this procedure we end up with the system of linear ordinary integral equations

n
ol

Pr)Ju(:0) = Ju (i) + Ju(1i:0) Y Y (

i=1 j=1

M) < 1226) ) wi — (@) j+ G —10)0
M(l) ] (I’L(l))(j) 0 J(/L(i))(j)(lk;e)

t
X /0 Pk(S)J(M(,'))(j)(';e)dsv (310)

where t > 0, [* and l;‘ are the lengths of © and p;), respectively, and p varies over all non-decreasing integer
sequences with members not greater than the corresponding members of « and lengths || of the same parity as |«|.

The unique solution of (3.10) is given by the exponential of the matrix M%) with rows and columns indexed by the
non-decreasing integer sequences u as described and non-zero entries

M) ( () > wi — (@) + G —0)o
i/ g NG/ o T e 6)

Ju(lk;9)<

This, and the same consideration with (k 4 1) in place of k, show that the identity
LOPO ) I (:0)= PV LD S (50), 1>0, (.11
is the result of (3.2) and the following elementary lemma.

Lemma 3.1. Suppose that a square matrix M of the same size as M® , M*+D satisfies MM® = M*+D M Then,
MM =M1 >0

Step 4. To finish the proof of the theorem we recall from Definition 2.1 that the lexicographically leading monomial
with a non-zero coefficient in J, (-; 0) is Z'f1 Z;z - -z}(’ . This shows that every symmetric polynomial in k variables can
be written as a finite linear combination of Jack symmetric polynomials in k variables and, thus, (3.11) extends to
all symmetric polynomials. Moreover, every probability measure y on W®) gives rise to a symmetrized probability

measure on R¥ via
1
Yy (dzy, dza, ..., dzg) := EV(dZ(l), dz@y, ..., dz@)),

where z(1) < z(2) <+ <z are the order statistics of the vector (z1, 22, ..., zx). In addition, for every polynomial p
in k variables,

1
symm __ - symm
/Rkpdy _/Rk 0 E P(Zo(1)s 262)s - - - 2o (k) Ay

oeSk
1
= =Y P@o(): 26 -+ 2o k) Y
Wk k!
o €Sy
where Sy is the set of permutations of {1, 2, ..., k}. Using this observation for the probability measures on both sides

of (1.7) we see that all moments of their symmetrized versions coincide. Therefore, in view of [10, Theorem 1.1 and
the remark following it] applied to the left-hand side of (1.7) (recall the exponential moment estimate of Step 2), the
symmetrized versions of the two sides of (1.7) must be equal. The theorem readily follows. ]

4. Random matrix proof for § =1

In this section we give a much simpler proof of Theorem 1.1 for the case § = 1, which relies on the random matrix
interpretation of 8 = 1 Dyson Brownian motions. The same proof applies to the cases § = 2, 4 as well and is omitted.
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P+
X(k+l)(0) . X(k+l)(l)

random rotation random rotation

symmetric BM
M&+D () > M*ED(p)

projection projection

PO ()
x®0) ———s x®()

Fig. 2. Illustration of the proof of Theorem 1.1 for g = 1.

Proof of Theorem 1.1 for 8 = 1. The strategy of the proof is to construct a process realization of the intertwin-
ing (1.7). To this end, we start with an arbitrary vector X *k+D0) e WED and form the (k + 1) x (k + 1) diagonal
matrix D(kH)(O) with the components of X (k+1)(0) on the diagonal. Next, we sample a random (k + 1) x (k + 1)
orthogonal matrix O**1(0) according to the Haar measure on the orthogonal group O(k + 1) and introduce the
symmetric matrix

We further define X® (0) € W® as the vector of the ordered eigenvalues of the k x k top left corner of M *+D(0)
(see Figure 2 for an illustration).

At this point, we recall that for a (k + 1) x (k 4+ 1) random matrix from the Gaussian orthogonal ensemble (GOE,
see e.g. [18, Section 1.1] for more details) the eigenvalues are independent from the eigenvectors, with the matrix of
eigenvectors being Haar distributed on the orthogonal group O (k + 1). Hence, the conditional probability density of
X®0) given X*+1(0) = x**+D is the same as the conditional probability density of the ordered eigenvalues of the
k x k top left corner of a (k + 1) x (k + 1) GOE matrix given that the vector of the ordered eigenvalues of the full
matrix is x ®**1_ That conditional probability density is known to be A® (x*+D ) (see e.g. the remark following the
proof of Proposition 4.3.3 in [18], as well as the proof of that proposition).

Next, we let the entries (M (k"‘l)(O))i, j»1<i<j<N,of M k+10) evolve according to independent standard
Brownian motions and write M **1 (¢) for the completion to a symmetric matrix of the result of such an evolution.
In addition, we define X (k+1)(t) and X® (t) to be the (random) vectors comprised of the ordered eigenvalues of
M* D (1) and the k x k top left corner of M*+D(z), respectively. Clearly, the law of M%+1D(¢) is invariant under
conjugation by orthogonal matrices, so that its eigenvalues are independent from its eigenvectors, with the matrix
of the latter being Haar distributed on the orthogonal group O (k + 1). As before, we conclude that the conditional
probability density of X® (r) given X ®TD (1) = x*+1 jg A (xk+D "y,

Finally, appealing to [2, Theorem 4.3.2] (see also the original reference [23, p. 123]) we find that the evolutions
of the processes X &+ and X® are governed by the semigroups P(k“)(t), t>0,and P® (1), t > 0, respectively.
Thus, both sides of (1.7) describe the conditional distribution of X ® (¢) given X *k+D 0y = xk+D, O

5. Intertwining of Dyson Ornstein—Uhlenbeck processes
In this last section we give the proof of Proposition 1.4.

Proof of Proposition 1.4. We follow the strategy of the proof of Theorem 1.1 and start by verifying

L® 4 Jo(0) = AU+D) 1 (k) Jo (- 0)
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for all Jack symmetric polynomials J (-; 8). Here
A0 — 4 _ g,
2

is the generator of the k-dimensional Dyson Ornstein—Uhlenbeck process (see (3.1) and (2.5) for the definitions of
A® and Bs). The identities (3.2) and (2.8) imply

~ 1
LOAR g (50) = L9 AY 1o 0) = SLOBs (30

=ﬂ”wwamm—%hwhmm=%”wwhmm,

where the last equality follows from L®OJ (- 0) being a multiple of J,(-;6) (see (2.9)) and another application
of (2.8).

Next, we check that for every n > 0 the exponential moment EY" [¢"IIY (k)(t)”] of the k-dimensional Dyson
Ornstein—-Uhlenbeck process can be bounded uniformly on compact sets of (y*, 7). To this end, we apply Itd’s
formula to find

(k)

k
Yi( )(l)

k
i gy o P+ 2r® ) dBP () + kdr
Yi(k) ) — ngk) 0 | I Z i i

i=1

Ay = Y

1<i,j<k
i#]j

k
- (,3 <§ > +hk—r®w ”2) dr+ Y 2vr® ) dBP ).

i=1

In other words, ||Y ®||2 solves the stochastic differential equation

dR(t) = <,3 (I;) +k— R(t)) dt +2/R(t)dW (1),

where W is a standard Brownian motion. Thus, by [20, Proposition 5.2.18] the process ||Y ®) 12 can be dominated
pathwise by a squared Bessel process of dimension (g) + k. The desired exponential moment estimate readily follows
from the Gaussian tail estimate for the latter (see e.g. [27, Section XI.1]).

To conclude the proof of the proposition it remains to repeat Steps 3 and 4 of the proof of Theorem 1.1 word-by-
word. We omit the details. (]
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