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#### Abstract

Here, we propose a different perspective of the deep factorisation in (Electron. J. Probab. 21 (2016) Paper No. 23, 28) based on determining potentials. Indeed, we factorise the inverse of the MAP-exponent associated to a stable process via the Lamperti-Kiu transform. Here our factorisation is completely independent from the derivation in (Electron. J. Probab. 21 (2016) Paper No. 23, 28), moreover there is no clear way to invert the factors in (Electron. J. Probab. 21 (2016) Paper No. 23, 28) to derive our results. Our method gives direct access to the potential densities of the ascending and descending ladder MAP of the Lamperti-stable MAP in closed form.

In the spirit of the interplay between the classical Wiener-Hopf factorisation and the fluctuation theory of the underlying Lévy process, our analysis will produce a collection of new results for stable processes. We give an identity for the law of the point of closest reach to the origin for a stable process with index $\alpha \in(0,1)$ as well as an identity for the the law of the point of furthest reach before absorption at the origin for a stable process with index $\alpha \in(1,2)$. Moreover, we show how the deep factorisation allows us to compute explicitly the limiting distribution of stable processes multiplicatively reflected in such a way that it remains in the strip $[-1,1]$.


Résumé. On propose une perspective différente à la factorisation du type Wiener-Hopf, dite deep factorisation en anglais, obtenue dans (Electron. J. Probab. 21 (2016) Paper No. 23, 28), qui consiste en une factorisation de la matrice exposant caractéristique du processus de Markov additif (MAP) associé à un processus stable via la transformation de Lamperti-Kiu. Ici on décrit les mesures potentiel, au lieu de la mesure de Lévy, la dérive et le terme de mort. Les méthodes utilisés ici sont complètement différentes de celles de (Electron. J. Probab. 21 (2016) Paper No. 23, 28), ceci est dû, d'un part, au fait qu'il n'y a pas de méthode claire pour inverser les facteurs apparaissant dans cette référence, et, d'autre part, nos méthodes nous permettent d'obtenir explicitement les mesures potentiel des processus d'échelle croissant et décroissant.

D'une manière analogue à la conjonction entre la factorisation de Wiener-Hopf et la théorie des fluctuations des processus de Lévy, notre analyse nous permet de produire une collection de résultats nouveaux pour les processus stables. On donne une identité pour la loi du point le plus proche de l'origine pour un processus stable d'indice $\alpha \in(0,1)$, ainsi qu'une identité pour la loi du point le plus lointain avant le premier temps d'atteinte de zéro pour un processus stable d'indice $\alpha \in(1,2)$. De plus, nos résultats nous permettent de calculer explicitement la limite en loi du processus stable réfléchi multiplicativement de telle sorte à rester dans l'intervalle $[-1,1]$.
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## 1. Introduction and main results

Let $\left(X, \mathbb{P}_{x}\right)$ be a one-dimensional Lévy process started at $x \in \mathbb{R}$. Suppose that, when it exists, we write $\psi$ for its Laplace exponent, that is to say, $\psi(z):=t^{-1} \log \mathbb{E}_{0}\left[e^{z X_{t}}\right]$ for all $z \in \mathbb{C}$ such that the right-hand side exists. An inter-
esting aspect of the characteristic exponent of Lévy processes is that they can be written as a product of the so called Wiener-Hopf factors, see for example [21, Theorem 6.15]. This means that there exists two Bernstein functions $\kappa$ and $\hat{\kappa}$ (see [28] for a definition) such that, up to a multiplicative constant,

$$
\begin{equation*}
-\psi(i \theta)=\kappa(-i \theta) \hat{\kappa}(i \theta), \quad \theta \in \mathbb{R} . \tag{1}
\end{equation*}
$$

There are, of course, many functions $\kappa$ and $\hat{\kappa}$ which satisfy (1). However imposing the requirements that the functions $\kappa$ and $\hat{\kappa}$ must be Bernstein functions which analytically extend in $\theta$ to the upper and lower half plane of $\mathbb{C}$, respectively, means that the factorisation in (1) is unique up to a multiplicative constant.

The problem of finding such factors has considerable interest since, probablistically speaking, the Bernstein functions $\kappa$ and $\hat{\kappa}$ are the Laplace exponents of the ascending and descending ladder height processes respectively. The ascending and descending ladder height processes, say $\left(h_{t}: t \geq 0\right)$ and ( $\left.\hat{h}_{t}: t \geq 0\right)$, are subordinators that correspond to a time change of $\bar{X}_{t}:=\sup _{s \leq t} X_{s}, t \geq 0$ and $-\underline{X}_{t}:=-\inf _{s \leq t} X_{s}, t \geq 0$, and therefore have the same range, respectively. Additional information comes from the exponents in that they also provide information about the potential measures associated to their respective ladder height processes. So for example, $U(d x):=\int_{0}^{\infty} \mathbb{P}\left(h_{t} \in d x\right) d t, x \geq 0$, has Laplace transform given by $1 / \kappa$. A similar identity hold for $\widehat{U}$, the potential of $\hat{h}$.

These potential measures appear in a wide variety of fluctuation identities. Perhaps the most classical example concerns the stationary distribution of the process reflected in its maximum, $\bar{X}_{t}-X_{t}, t \geq 0$ in the case that $\lim _{t \rightarrow \infty} X_{t}=\infty$. In that case, we may take $\lim _{t \rightarrow \infty} \mathbb{P}_{x}\left(\bar{X}_{t}-X_{t} \in d x\right)=\kappa(0) \widehat{U}(d x) ;$ c.f. [29]. The ladder height potential measures also feature heavily in first passage identities that describe the joint law of the triple $\left(X_{\tau_{x}^{+}}, X_{\tau_{x}^{+}-}, \bar{X}_{\tau_{x}^{+}-}\right)$, where $\tau_{x}^{+}=\inf \left\{t>0: X_{t}>x\right\}$ and $x>0$; cf. [14]. Specifically, one has, for $u>0, v \geq y$ and $y \in[0, x]$,

$$
\mathbb{P}\left(X_{\tau_{x}^{+}}-x \in d u, x-X_{\tau_{x}^{+}-} \in d v, x-\bar{X}_{\tau_{x}^{+}-} \in d y\right)=U(x-d y) \widehat{U}(d v-y) \Pi(d u+v),
$$

where $\Pi$ is the Lévy measure of $X$. A third example we give here pertains to the much more subtle property of increase times. Specifically, an increase time is a (random) time $t>0$ at which there exists a (random) $\varepsilon>0$ such that $X_{t^{\prime}} \leq X_{t} \leq X_{t^{\prime \prime}}$ for all $t^{\prime} \in[t-\varepsilon, t]$ and $t^{\prime \prime} \in[t, t+\varepsilon]$. The existence of increase times occurs with probability 0 or 1 . It is known that under mild conditions, increase times exist almost surely if and only if $\int_{0+} \widehat{U}(x)^{-1} U(d x)<0$. See, for example, [15] and references therein.

Within the class of Lévy processes which experience jumps of both sign, historically there have been very few explicit cases of the Wiener-Hopf factorisation identified within the literature. More recently, however, many new cases have emerged hand-in-hand with new characterisations and distributional identities of path functionals of stable processes; see e.g. the summary in [21, Section 6.5 and Chapter 13]. A Lévy process ( $X, \mathbb{P}_{x}$ ) is called a (strictly) $\alpha$ stable process for $\alpha \in(1,2]$ if for every $c>0,\left(c X_{c^{-\alpha} t}: t \geq 0\right)$ under $\mathbb{P}_{x}$ has the same law as $\left(X, \mathbb{P}_{c x}\right)$. The case when $\alpha=2$ corresponds to Brownian motion, which we henceforth exclude from all subsequent discussion. It is known that the Laplace exponent can be parametrised so that

$$
\psi(i \theta)=-|\theta|^{\alpha}\left(e^{i \pi \alpha(1 / 2-\rho)} \mathbb{1}_{\{\theta \geq 0\}}+e^{-i \pi \alpha(1 / 2-\hat{\rho})} \mathbb{1}_{\{\theta<0\}}\right), \quad \theta \in \mathbb{R},
$$

where $\rho:=\mathbb{P}\left(X_{1} \geq 0\right)$ is the positivity parameter and $\hat{\rho}=1-\rho$. In that case, the two factors are easily identified as $\kappa(\lambda)=\lambda^{\alpha \rho}$ and $\hat{\kappa}(\lambda)=\lambda^{\alpha \hat{\rho}}$ for $\lambda \geq 0$, with associated potentials possessing densities proportional to $x^{\alpha \rho-1}$ and $x^{\alpha \hat{\rho}-1}$ respectively for $x \geq 0$. In part, this goes a long way to explaining why so many fluctuation identities are explicitly available for stable processes.

In this paper, our objective is to produce a new explicit characterisation of a second type of explicit Wiener-Hopf factorisation embedded in the $\alpha$-stable process, the so-called 'deep factorisation' first considered in [22], through its representation as a real-valued self-similar Markov process. In the spirit of the interplay between the classical WienerHopf factorisation and fluctuation theory of the underlying Lévy process, our analysis will produce a collection of new results for stable processes which are based on identities for potentials derived from the deep factorisation. Before going into detail regarding our results concerning the deep factorisation, let us first present some of the new results we shall obtain en route for stable processes.

### 1.1. Results on fluctuations of stable processes

The first of our results on stable processes concerns the 'point of closest reach' to the origin for stable processes with index $\alpha \in(0,1)$. Recall that for this index range, the stable process does not hit points and, moreover, $\liminf _{t \rightarrow \infty}\left|X_{s}\right|=\infty$. Hence, either on the positive or negative side of the origin, the path of the stable process has a minimal radial distance. Moreover, this distance is achieved at the unique time $\underline{m}$ such that $\left|X_{t}\right| \geq\left|X_{\underline{m}}\right|$ for all $t \geq 0$. Note, uniqueness follows thanks to regularity of $X$ for both $(0, \infty)$ and $(-\infty, 0)$.

Proposition 1.1 (Point of closest reach). Suppose that $\alpha \in(0,1)$, then for $x>0$ and $|z| \leq x$,

$$
\mathbb{P}_{x}\left(X_{\underline{m}} \in d z\right)=\frac{\Gamma(1-\alpha \rho)}{\Gamma(1-\alpha) \Gamma(\alpha \hat{\rho})} \frac{x+z}{|2 z|^{\alpha}}(x-|z|)^{\alpha \hat{\rho}-1}(x+|z|)^{\alpha \rho-1} d z
$$

In the case that $\alpha=1$, the stable process does not hit points and we have that $\lim \sup _{t \rightarrow \infty}\left|X_{t}\right|=\infty$ and $\liminf _{t \rightarrow \infty}\left|X_{t}\right|=0$ and hence it is difficult to produce a result in the spirit of the previous theorem. However, when $\alpha \in(1,2)$, the stable process will hit all points almost surely, in particular $\tau^{\{0\}}:=\inf \left\{t>0: X_{t}=0\right\}$ is $\mathbb{P}_{x}$-almost surely finite for all $x \in \mathbb{R}$. This allows us to talk about the 'point of furthest' reach until absorption at the origin. To this end, we define $\bar{m}$ to be the unique time such that $\left|X_{t}\right| \leq\left|X_{\bar{m}}\right|$ for all $t \leq \tau^{\{0\}}$. Note again, that uniqueness is again guaranteed by regularity of the upper and lower half line for the stable process.

Proposition 1.2 (Point of furthest reach). Suppose that $\alpha \in(1,2)$, then for each $x>0$ and $|z|>x$,

$$
\mathbb{P}_{x}\left(X_{\bar{m}} \in d z\right)=\frac{\alpha-1}{2|z|^{\alpha}}\left(|x+z|(|z|-x)^{\alpha \rho-1}(|z|+x)^{\alpha \hat{\rho}-1}-(\alpha-1) x^{\alpha-1} \int_{1}^{|z| / x}(t-1)^{\alpha \rho-1}(t+1)^{\alpha \hat{\rho}-1} d t\right)
$$

Finally we are also interested in radially reflected stable processes:

$$
R_{t}=\frac{X_{t}}{M_{t} \vee 1}, \quad t \geq 0
$$

where $M_{t}=\sup _{s \leq t}\left|X_{s}\right|, t \geq 0$. It is easy to verify, using the scaling and Markov properties, that for $t, s \geq 0$,

$$
M_{t+s}=\left|X_{t}\right|\left(\frac{M_{t}}{\left|X_{t}\right|} \vee \tilde{M}_{s\left|X_{t}\right|^{-\alpha}}\right), \quad X_{t+s}=\left|X_{t}\right| \tilde{X}_{s\left|X_{t}\right|^{-\alpha}}
$$

where $(\tilde{M}, \tilde{X})$ is such that, for all bounded measurable functions $f$,

$$
\mathbb{E}\left[f\left(\tilde{M}_{s}, \tilde{X}_{s}\right) \mid \sigma\left(X_{u}: u \leq t\right)\right]=g\left(\operatorname{sign}\left(X_{t}\right)\right)
$$

where $g(y)=\mathbb{E}_{y}\left[f\left(M_{s}, X_{s}\right)\right]$. It follows that, whilst the process $R$ is not Markovian, the pair $(R, M)$ is a strong Markov process. In forthcoming work, in the spirit of [11], we shall demonstrate how an excursion theory can be developed for the pair $(R, M)$. In particular, one may build a local time process which is supported on the closure of the times $\left\{t:\left|R_{t}\right|=1\right\}$. The times that are not in this supporting set form a countable union of disjoint intervals during which $R$ executes an excursion into the interval $(-1,1)$ (i.e. the excursion begins on the boundary $(-1,1)$ and runs until existing this interval). We go no further into the details of this excursion theory here. However, it is worthy of note that one should expect an ergodic limit of the process $R$ which is bounded in $[-1,1]$. The following result demonstrates this prediction in explicit detail.

Theorem 1.3 (Limiting distribution of the radially reflected process). Suppose that $\alpha \in(0,1)$. Let $x \in(-1,1)$, then under $\mathbb{P}_{x}, R$ has a limiting distribution $\mu$, concentrated on $[-1,1]$, given by

$$
\frac{d \mu(y)}{d y}=2^{-\alpha} \frac{\Gamma(\alpha)}{\Gamma(\alpha \rho) \Gamma(\alpha \hat{\rho})}\left[(1-y)^{\alpha \hat{\rho}-1}(1+y)^{\alpha \rho}+(1-y)^{\alpha \hat{\rho}}(1+y)^{\alpha \rho-1}\right], \quad y \in[-1,1] .
$$

(See Figure 1 which has two examples of this density for different values of $\rho$.)


Fig. 1. The limiting distribution of the reflected process for two different values of $\rho$. Note that the concentration of mass at the values 1 , -1 is a consequence of the time that $X$ spends in close proximity to $M$.


Fig. 2. The graphical representation of the Lamperti-Kiu transformation. First figure is the process $X$. In the second figure we take the absolute value of $X$, colouring the positive and negative parts of the paths differently. Then we apply a $\log$ and a time-change to obtain $\xi$, the colours represent the state that $J$ is in.

### 1.2. Results on the deep factorisation of stable processes

In order to present our results on the deep factorisation, we must first look the Lamperti-Kiu representation of real self-similar Markov processes, and in particular for the case of a stable process.

A Markov process ( $X, \mathbb{P}_{x}$ ) is called a real self-similar Markov processes ( rssMp ) of index $\alpha>0$ if, for every $c>0$, $\left(c X_{c^{-\alpha} t}: t \geq 0\right)$ has the same law as $X$. In particular, an $\alpha$-stable Lévy process is an example of an rssMp, in which case $\alpha \in(0,2)$. Recall, every rssMp can be written in terms of what is referred to as a Markov additive process (MAP) $(\xi, J)$. The details of this can be found in Section 2. Essentially $(\xi, J)$ is a certain (possibly killed) Markov process taking values in $\mathbb{R} \times\{1,-1\}$ and is completely characterised by its so-called MAP-exponent $\boldsymbol{F}$ which, when it exists, is a function mapping $\mathbb{C}$ to $2 \times 2$ complex valued matrices, ${ }^{1}$ which satisfies,

$$
\left(e^{\boldsymbol{F}(z) t}\right)_{i, j}=\mathbf{E}_{0, i}\left[e^{z \xi(t)} ; J_{t}=j\right], \quad i, j= \pm 1, t \geq 0
$$

Next we present the Lamperti-Kiu transfomation which relates a rssMp to a MAP, see also Figure 2. It follows directly from [12, Theorem 6].

[^0]Theorem 1.4 (Lamperti-Kiu transformation). Suppose that $X=\left(X_{t}: t \geq 0\right)$ is a real-valued self-similar Markov process, killed when it hits the origin, then there exists a Markov additive process $(\xi, J)$ on $\mathbb{R} \times\{1,-1\}$ such that started from $X_{0}=x$,

$$
X_{t}= \begin{cases}|x| e^{\xi_{\varphi}\left(x| |^{-\alpha_{t}}\right)} J_{\varphi\left(|x|-\alpha_{t}\right)} & \text { if } t<\int_{0}^{\infty} e^{\alpha \xi_{u}} d u,  \tag{2}\\ \partial & \text { if } t \geq \int_{0}^{\infty} e^{\alpha \xi_{u}} d u\end{cases}
$$

where $\partial$ is a cemetery state and

$$
\varphi(t):=\inf \left\{s>0: \int_{0}^{s} e^{\alpha \xi_{u}} d u>t\right\}
$$

with convention that $\inf \varnothing=\infty$ and $e^{\xi_{\infty}}=0$. Conversely, every Markov additive process $(\xi, J)$ on $\mathbb{R} \times\{1,-1\}$ defines a real-valued self-similar Markov process, killed when hitting the origin, via (2).

We will denote the law of $(\xi, J)$ started from $(x, i)$ by $\mathbf{P}_{x, i}$. Note that $\xi$ describes the radial part of $X$ and $J$ the sign, and thus a decrease in $\xi$ when $J=1$, for example, corresponds to an increase in $X$. See again Figure 2.

In the case $X_{t} \geq 0$ for all $t \geq 0$, we have that $J_{t}=1$ for all $t \geq 0$. In this special case the transformation is known as the Lamperti transform and the process $\xi$ is a Lévy process. The Lamperti transformation, introduced in [26], has been studied intensively, see for example [21, Chapter 13] and references therein. In particular, the law and the Wiener-Hopf factorisation of $\xi$ is known in many cases, for example [21, Section 13.4] and [8].

Conversely, very little is known about the general case. In this paper, we shall consider the case when $X$ is an $\alpha$ stable process (until first hitting the origin in the case that $\alpha \in(1,2)$ ) and note that in that case $(\xi, J)$ is not necessarily a Lévy process. In this case the MAP-exponent is known to be

$$
\boldsymbol{F}(z)=\left(\begin{array}{cc}
-\frac{\Gamma(\alpha-z) \Gamma(1+z)}{\Gamma(\alpha \hat{\rho}-z) \Gamma(1-\alpha \hat{\rho}+z)} & \frac{\Gamma(\alpha-z) \Gamma(1+z)}{\Gamma(\alpha \hat{\rho}) \Gamma(1-\alpha \hat{\rho})}  \tag{3}\\
\frac{\Gamma(\alpha-z) \Gamma(1+z)}{\Gamma(\alpha \rho) \Gamma(1-\alpha \rho)} & -\frac{\Gamma(\alpha-z) \Gamma(1+z)}{\Gamma(\alpha \rho-z) \Gamma(1-\alpha \rho+z)}
\end{array}\right),
$$

for $\operatorname{Re}(z) \in(-1, \alpha)$, and the associated process is called the Lamperti-stable MAP by analogy to [7,8]. Notice that the rows of $\boldsymbol{F}(0)$ sum to zero which means the MAP is not killed.

Similar to the case of Lévy processes, we can define $\kappa$ and $\hat{\kappa}$ as the Laplace exponent of the ascending and descending ladder height process for $(\xi, J)$, see Section 2 for more details. The analogue of Wiener-Hopf factorisation for MAPs states that, up to pre-multiplying $\kappa$ or $\hat{\kappa}$ (and hence equivalently up to pre-multiplying $\boldsymbol{F}$ ) by a strictly positive diagonal matrix, we have that

$$
\begin{equation*}
-\boldsymbol{F}(i \lambda)=\boldsymbol{\Delta}_{\pi}^{-1} \hat{\boldsymbol{\kappa}}(i \lambda)^{T} \boldsymbol{\Delta}_{\pi} \boldsymbol{\kappa}(-i \lambda), \tag{4}
\end{equation*}
$$

where

$$
\Delta_{\pi}:=\left(\begin{array}{cc}
\sin (\pi \alpha \rho) & 0  \tag{5}\\
0 & \sin (\pi \alpha \hat{\rho}) .
\end{array}\right) .
$$

Note, at later stages, during computations, the reader is reminded that, for example, the term $\sin (\pi \alpha \rho)$ is preferentially represented via the reflection identity $\pi /[\Gamma(\alpha \rho) \Gamma(1-\alpha \rho)]$. The factorisation in (4) can be found in [17] and [18] for example. The exposition in the prequel to this paper, [22], explains in more detail how premultiplication of any of the terms in (4) by a strictly positive diagonal matrix corresponds to a linear time change in the associated MAP which is modulation dependent. Although this may present some concern to the reader, we note that this is of no consequence to our computations which focus purely on spatial events and therefore the range of the MAPS under question, as opposed to the time-scale on which they are run. Probabilistically speaking, this mirrors a similar situation with the Wiener-Hopf factorisation for Lévy processes, (1), which can only be determined up to a constant (which corresponds to a linear scaling in time). Taking this into account, our main result identifies the inverse factors $\kappa^{-1}$ and $\hat{\kappa}^{-1}$ explicitly up to post-multiplication by a strictly positive diagonal matrix.

Theorem 1.5. Suppose that $X$ is an $\alpha$-stable process then we have that, up to post-multiplication by a strictly positive diagonal matrix, the factors $\kappa^{-1}$ and $\hat{\kappa}^{-1}$ are given as follows. For $a, b, c \in \mathbb{R}$, define

$$
\begin{equation*}
\Psi(a, b, c):=\int_{0}^{1} u^{a}(1-u)^{b}(1+u)^{c} d u . \tag{6}
\end{equation*}
$$

For $\alpha \in(0,1)$ :

$$
\kappa^{-1}(\lambda)=\left(\begin{array}{ll}
\Psi(\lambda-1, \alpha \rho-1, \alpha \hat{\rho}) & \Psi(\lambda-1, \alpha \rho, \alpha \hat{\rho}-1) \\
\Psi(\lambda-1, \alpha \hat{\rho}, \alpha \rho-1) & \Psi(\lambda-1, \alpha \hat{\rho}-1, \alpha \rho)
\end{array}\right)
$$

and

$$
\left(\begin{array}{cc}
\frac{\Gamma(\alpha \hat{\rho})}{\Gamma(1-\alpha \rho)} & 0 \\
0 & \frac{\Gamma(\alpha \rho)}{\Gamma(1-\alpha \hat{\rho})}
\end{array}\right) \hat{\kappa}^{-1}(\lambda)=\left(\begin{array}{cc}
\Psi(\lambda-\alpha, \alpha \hat{\rho}-1, \alpha \rho) & \Psi(\lambda-\alpha, \alpha \hat{\rho}, \alpha \rho-1) \\
\Psi(\lambda-\alpha, \alpha \rho, \alpha \hat{\rho}-1) & \Psi(\lambda-\alpha, \alpha \rho-1, \alpha \hat{\rho})
\end{array}\right) .
$$

For $\alpha=1$ :

$$
\kappa^{-1}(\lambda)=\hat{\kappa}^{-1}(\lambda)=\left(\begin{array}{ll}
\Psi(\lambda-1,-1 / 2,1 / 2) & \Psi(\lambda-1,1 / 2,-1 / 2) \\
\Psi(\lambda-1,1 / 2,-1 / 2) & \Psi(\lambda-1,-1 / 2,1 / 2)
\end{array}\right) .
$$

For $\alpha \in(1,2)$ :

$$
\begin{aligned}
\kappa^{-1}(\lambda)= & \left(\begin{array}{ll}
\Psi(\lambda-1, \alpha \rho-1, \alpha \hat{\rho}) & \Psi(\lambda-1, \alpha \rho, \alpha \hat{\rho}-1) \\
\Psi(\lambda-1, \alpha \hat{\rho}, \alpha \rho-1) & \Psi(\lambda-1, \alpha \hat{\rho}-1, \alpha \rho)
\end{array}\right) \\
& -\frac{(\alpha-1)}{(\lambda+\alpha-1)}\left(\begin{array}{ll}
\Psi(\lambda-1, \alpha \rho-1, \alpha \hat{\rho}-1) & \Psi(\lambda-1, \alpha \rho-1, \alpha \hat{\rho}-1) \\
\Psi(\lambda-1, \alpha \hat{\rho}-1, \alpha \rho-1) & \Psi(\lambda-1, \alpha \hat{\rho}-1, \alpha \rho-1)
\end{array}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\begin{array}{cc}
\frac{\Gamma(\alpha \hat{\rho})}{\Gamma(1-\alpha \rho)} & 0 \\
0 & \frac{\Gamma(\alpha \rho)}{\Gamma(1-\alpha \hat{\rho})}
\end{array}\right) \hat{\kappa}^{-1}(\lambda)= & \left(\begin{array}{cc}
\Psi(\lambda-\alpha, \alpha \hat{\rho}-1, \alpha \rho) & \Psi(\lambda-\alpha, \alpha \hat{\rho}, \alpha \rho-1) \\
\Psi(\lambda-\alpha, \alpha \rho, \alpha \hat{\rho}-1) & \Psi(\lambda-\alpha, \alpha \rho-1, \alpha \hat{\rho})
\end{array}\right) \\
& -\frac{(\alpha-1)}{(\lambda+\alpha-1)}\left(\begin{array}{cc}
\Psi(\lambda-\alpha, \alpha \hat{\rho}-1, \alpha \rho-1) & \Psi(\lambda-\alpha, \alpha \hat{\rho}-1, \alpha \rho-1) \\
\Psi(\lambda-\alpha, \alpha \rho-1, \alpha \hat{\rho}-1) & \Psi(\lambda-\alpha, \alpha \rho-1, \alpha \hat{\rho}-1)
\end{array}\right) .
\end{aligned}
$$

Note that the function $\Psi$ can also be written in terms of hypergeometric functions, specifically

$$
\Psi(a, b, c)=\frac{\Gamma(a+1) \Gamma(b+1)}{\Gamma(a+b+2)}{ }_{2} F_{1}(-c, a+1, a+b+2 ;-1),
$$

where ${ }_{2} F_{1}$ is the usual Hypergeometric function. There are many known identities for such hypergeometric functions, see for example [1]. The appearance of hypergeometric functions is closely tied in with the fact that we are working with stable processes, for example [20, Theorem 1] describes the laws of various conditioned stable processes in terms of what are called hypergeometric Lévy processes.

The factorisation of $\boldsymbol{F}$ first appeared in Kyprianou [22]. Here our factorisation of $\boldsymbol{F}^{-1}$ is completely independent from the derivation in [22], moreover there is no clear way to invert the factors in [22] to derive our results. The Bernstein functions that appear in [22] have not, to our knowledge, appeared in the literature and are in fact considerably harder to do computations with, whereas the factorisation that appears here is given in terms of well studied hypergeometric functions. Our proof here is much simpler and shorter as it only relies on entrance and exit probabilities of $X$.

Expressing the factorisation in terms of the inverse matrices has a considerable advantage in that the potential measures of the MAP are easily identified. To do this, we let $\boldsymbol{u}$ denote the unique matrix valued function so that, for
$\lambda \geq 0$,

$$
\int_{0}^{\infty} e^{-\lambda x} \boldsymbol{u}_{i, j}(x) d x=\kappa_{i, j}^{-1}(\lambda) \quad \text { for each } i, j= \pm 1
$$

Similarly, let $\hat{\boldsymbol{u}}$ denote the unique matrix valued function so that, for $\lambda \geq 0$,

$$
\int_{0}^{\infty} e^{-\lambda x} \hat{\boldsymbol{u}}_{i, j}(x) d x=\hat{\boldsymbol{\kappa}}_{i, j}^{-1}(\lambda) \quad \text { for each } i, j= \pm 1
$$

The following corollary follows from Theorem 1.5 by using the substitution $x=-\log u$ in the definition of $\Psi$.
Corollary 1.6. The potential densities are given by the following.
For $\alpha \in(0,1)$ :

$$
\boldsymbol{u}(x)=\left(\begin{array}{cc}
\left(1-e^{-x}\right)^{\alpha \rho-1}\left(1+e^{-x}\right)^{\alpha \hat{\rho}} & \left(1-e^{-x}\right)^{\alpha \rho}\left(1+e^{-x}\right)^{\alpha \hat{\rho}-1} \\
\left(1-e^{-x}\right)^{\alpha \hat{\rho}}\left(1+e^{-x}\right)^{\alpha \rho-1} & \left(1-e^{-x}\right)^{\alpha \hat{\rho}-1}\left(1+e^{-x}\right)^{\alpha \rho}
\end{array}\right)
$$

and

$$
\left(\begin{array}{cc}
\frac{\Gamma(\alpha \hat{\rho})}{\Gamma(1-\alpha \rho)} & 0 \\
0 & \frac{\Gamma(\alpha \rho)}{\Gamma(1-\alpha \hat{\rho})}
\end{array}\right) \hat{\boldsymbol{u}}(x)=\left(\begin{array}{cc}
\left(e^{x}-1\right)^{\alpha \hat{\rho}-1}\left(e^{x}+1\right)^{\alpha \rho} & \left(e^{x}-1\right)^{\alpha \hat{\rho}}\left(e^{x}+1\right)^{\alpha \rho-1} \\
\left(e^{x}-1\right)^{\alpha \rho}\left(e^{x}+1\right)^{\alpha \hat{\rho}-1} & \left(e^{x}-1\right)^{\alpha \rho-1}\left(e^{x}+1\right)^{\alpha \hat{\rho}}
\end{array}\right)
$$

For $\alpha=1$ :

$$
\boldsymbol{u}(x)=\hat{\boldsymbol{u}}(x)=\left(\begin{array}{ll}
\left(1-e^{-x}\right)^{-1 / 2}\left(1+e^{-x}\right)^{1 / 2} & \left(1-e^{-x}\right)^{1 / 2}\left(1+e^{-x}\right)^{-1 / 2} \\
\left(1-e^{-x}\right)^{1 / 2}\left(1+e^{-x}\right)^{-1 / 2} & \left(1-e^{-x}\right)^{-1 / 2}\left(1+e^{-x}\right)^{1 / 2}
\end{array}\right)
$$

For $\alpha \in(1,2)$ :

$$
\begin{aligned}
\boldsymbol{u}(x)= & \left(\begin{array}{ll}
\left(1-e^{-x}\right)^{\alpha \rho-1}\left(1+e^{-x}\right)^{\alpha \hat{\rho}} & \left(1-e^{-x}\right)^{\alpha \rho}\left(1+e^{-x}\right)^{\alpha \hat{\rho}-1} \\
\left(1-e^{-x}\right)^{\alpha \hat{\rho}}\left(1+e^{-x}\right)^{\alpha \rho-1} & \left(1-e^{-x}\right)^{\alpha \hat{\rho}-1}\left(1+e^{-x}\right)^{\alpha \rho}
\end{array}\right) \\
& -(\alpha-1) e^{-(\alpha-1) x} \int_{0}^{e^{x}}\left(\begin{array}{lll}
(t-1)^{\alpha \rho-1}(t+1)^{\alpha \hat{\rho}-1} & (t-1)^{\alpha \rho-1}(t+1)^{\alpha \hat{\rho}-1} \\
(t-1)^{\alpha \hat{\rho}-1}(t+1)^{\alpha \rho-1} & (t-1)^{\alpha \hat{\rho}-1}(t+1)^{\alpha \rho-1}
\end{array}\right) d t
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\begin{array}{cc}
\frac{\Gamma(\alpha \hat{\rho})}{\Gamma(1-\alpha \rho)} & 0 \\
0 & \frac{\Gamma(\alpha \rho)}{\Gamma(1-\alpha \hat{\rho})}
\end{array}\right) \hat{\boldsymbol{u}}(x)= & \left(\begin{array}{ll}
\left(e^{x}-1\right)^{\alpha \hat{\rho}-1}\left(e^{x}+1\right)^{\alpha \rho} & \left(e^{x}-1\right)^{\alpha \rho}\left(e^{x}+1\right)^{\alpha \rho-1} \\
\left(e^{x}-1\right)^{\alpha \rho}\left(e^{x}+1\right)^{\alpha \hat{\rho}-1} & \left(e^{x}-1\right)^{\alpha \rho-1}\left(e^{x}+1\right)^{\alpha \hat{\rho}}
\end{array}\right) \\
& -(\alpha-1) \int_{0}^{e^{x}}\left(\begin{array}{lll}
(t-1)^{\alpha \hat{\rho}-1}(t+1)^{\alpha \rho-1} & (t-1)^{\alpha \hat{\rho}-1}(t+1)^{\alpha \rho-1} \\
(t-1)^{\alpha \rho-1}(t+1)^{\alpha \hat{\rho}-1} & (t-1)^{\alpha \rho-1}(t+1)^{\alpha \hat{\rho}-1}
\end{array}\right) d t
\end{aligned}
$$

where the integral of a matrix is done component-wise.
Before concluding this section, we also remark that the explicit nature of the factorisation of the Lamperti-stable MAP suggests that other factorisations of MAPs in a larger class of such processes may also exist. Indeed, following the introduction of the Lamperti-stable Lévy process in [7], for which an explicit Wiener-Hopf factorisation are available, it was quickly discovered that many other explicit Wiener-Hopf factorisations could be found by studying related positive self-similar path functionals of stable processes. In part, this stimulated the definition of the class of hypergeometric Lévy processes for which the Wiener-Hopf factorisation is explicit; see [19,20,23]. One might therefore also expect a general class of MAPs to exist, analogous to the class of hypergeometric Lévy processes, for which a matrix factorisation such as the one presented above, is explicitly available. Should that be the case, then the analogue of fluctuation theory for Lévy processes awaits further development in concrete form, but now for 'hypergeometric' MAPs. See for example some of the general fluctuation theory for MAPs that appears in the Appendix of [13].

### 1.3. Outline of the paper

The rest of the paper is structured as follows. In Section 2 we introduce some technical background material for the paper. Specifically, we introduce Markov additive processes (MAPs) and ladder height processes for MAPs in more detail. We then prove the results of the paper by separating into three cases. In Section 3 we show Theorem 1.5 for $\alpha \in(0,1)$, and Proposition 1.1. In Section 4 we prove Theorem 1.5 for $\alpha \in(1,2)$, and Proposition 1.2. In Section 5 we show Theorem 1.5 for $\alpha=1$. Finally in Section 6 we prove Theorem 1.3.

## 2. Markov additive processes

In this section we will work with a (possibly killed) Markov processes $(\xi, J)=\left(\left(\xi_{t}, J_{t}\right): t \geq 0\right)$ on $\mathbb{R} \times\{1,-1\}$. For convenience, we will always assume that $J$ is irreducible on $\{1,-1\}$. For such a process $(\xi, J)$ we let $\mathbf{P}_{x, i}$ be the law of $(\xi, J)$ started from the state $(x, i)$.

Definition 2.1. A Markov process $(\xi, J)$ is called a Markov additive process (MAP) on $\mathbb{R} \times\{1,-1\}$ if, for any $t \geq 0$ and $j=-1,1$, given $\left\{J_{t}=j\right\}$, the process $\left(\left(\xi_{s+t}-\xi_{t}, J_{s+t}\right): s \geq 0\right)$ has the same law as ( $\xi, J$ ) under $\mathbf{P}_{0, j}$.

The topic of MAPs are covered in various parts of the literature. We reference $[2,4,9,10,12,18]$ to name but a few of the many texts and papers. It turns out that a MAP on $\mathbb{R} \times\{1,-1\}$ requires five characteristic components: two independent and Lévy processes (possibly killed but not necessarily with the same rates), say $\chi_{1}=\left(\chi_{1}(t): t \geq 0\right)$ and $\chi_{-1}=\left(\chi_{-1}(t): t \geq 0\right)$, two independent random variables, say $\Delta_{-1,1}$ and $\Delta_{1,-1}$ on $\mathbb{R}$ and a $2 \times 2$ intensity matrix, say $\boldsymbol{Q}=\left(q_{i, j}\right)_{i, j= \pm 1}$. We call the quintuple ( $\chi_{1}, \chi_{-1}, \Delta_{-1,1}, \Delta_{1,-1}, \boldsymbol{Q}$ ) the driving factors of the MAP.

Definition 2.2. A Markov additive processes on $\mathbb{R} \times\{1,-1\}$ with driving factors ( $\chi_{1}, \chi_{-1}, \Delta_{-1,1}, \Delta_{1,-1}, \boldsymbol{Q}$ ) is defined as follows. Let $J=(J(t): t \geq 0)$ be a continuous time Markov process on $\{1,-1\}$ with intensity matrix $\boldsymbol{Q}$. Let $\sigma_{1}, \sigma_{2}, \ldots$ denote the jump times of $J$. Set $\sigma_{0}=0$ and $\xi_{0}=x$, then for $n \geq 0$ iteratively define

$$
\xi(t)=\mathbb{1}_{n>0}\left(\xi\left(\sigma_{n}-\right)+U_{J\left(\sigma_{n}-\right), J\left(\sigma_{n}\right)}^{(n)}\right)+\chi_{J\left(\sigma_{n}\right)}^{(n)}\left(t-\sigma_{n}\right), \quad t \in\left[\sigma_{n}, \sigma_{n+1}\right),
$$

where $\left(U_{i, j}^{(n)}\right)_{n \geq 0}$ and $\chi_{i}^{(n)}$ are i.i.d. with distributions $\Delta_{i, j}$ and $\chi_{i}$ respectively.
It is not hard to see that the construction above results in a MAP. Conversely we have that every MAP arises in this manner, we refer to [2, XI.2a] for a proof.

Proposition 2.3. A Markov process $(\xi, J)$ is a Markov additive process on $\mathbb{R} \times\{1,-1\}$ if and only if there exists a quintuple of driving factors $\left(\chi_{1}, \chi_{-1}, \Delta_{-1,1}, \Delta_{1,-1}, \boldsymbol{Q}\right)$. Consequently, every Markov additive process on $\mathbb{R} \times\{1,-1\}$ can be identified uniquely by a quintuple ( $\chi_{1}, \chi_{-1}, \Delta_{-1,1}, \Delta_{1,-1}, \boldsymbol{Q}$ ) and every quintuple defines a unique Markov additive process.

Let $\psi_{-1}$ and $\psi_{1}$ be the Laplace exponent of $\chi_{-1}$ and $\chi_{1}$ respectively (when they exist). For $z \in \mathbb{C}$, let $\boldsymbol{G}(z)$ denote the matrix whose entries are given by $\boldsymbol{G}_{i, j}(z)=\mathbf{E}\left[e^{z \Delta_{i, j}}\right]$ (when they exists), for $i \neq j$ and $\boldsymbol{G}_{i, i}(z)=1$. For $z \in \mathbb{C}$, when it exists, define

$$
\begin{equation*}
\boldsymbol{F}(z):=\operatorname{diag}\left(\psi_{1}(z), \psi_{-1}(z)\right)-\boldsymbol{Q} \circ \boldsymbol{G}(z), \tag{7}
\end{equation*}
$$

where $\operatorname{diag}\left(\psi_{1}(z), \psi_{-1}(z)\right)$ is the diagonal matrix with entries $\psi_{1}(z)$ and $\psi_{-1}(z)$, and $\circ$ denotes element-wise multiplication. It is not hard to check that $\boldsymbol{F}$ is unique for each quintuple ( $\chi_{1}, \chi_{-1}, \Delta_{-1,1}, \Delta_{1,-1}, \boldsymbol{Q}$ ) and furthermore, see for example [3, XI, Proposition 2.2], for each $i, j= \pm 1$ and $t \geq 0$,

$$
\mathbf{E}_{0, i}\left[e^{z \xi_{t}} ; J_{t}=j\right]=\left(e^{t \boldsymbol{F}(z)}\right)_{i, j}
$$

where $e^{t \boldsymbol{F}(z)}$ is the exponential matrix of $t \boldsymbol{F}(z)$. For this reason we refer to $\boldsymbol{F}$ as a MAP-exponent.

### 2.1. Ladder height process

Here we will introduce the notion of the ladder height processes for MAPs and introduce the matrix Wiener-Hopf factorisation. It may be useful for the reader to compare this to the treatment of these topics for Lévy processes in [21, Chapter 6].

Let $(\xi, J)$ be a MAP and define the process $\bar{\xi}=\left(\bar{\xi}_{t}: t \geq 0\right)$ by setting $\bar{\xi}_{t}=\sup _{s \leq t} \xi_{s}$. Then it can be shown (see [17, Theorem 3.10] or [5, Chapter IV]) that there exists two non-constant increasing processes $\bar{L}^{(-1)}=\left(\bar{L}_{t}^{(-1)}: t \geq 0\right)$ and $\bar{L}^{(1)}=\left(\bar{L}_{t}^{(1)}: t \geq 0\right)$ such that $\bar{L}^{(-1)}$ increases on the closure of the set $\left\{t:\left(\xi_{t}, J_{t}\right)=\left(\bar{\xi}_{t},-1\right)\right\}$ and $\bar{L}^{(1)}$ increases on the closure of the set $\left\{t:\left(\xi_{t}, J_{t}\right)=\left(\bar{\xi}_{t}, 1\right)\right\}$. Moreover $\bar{L}^{(-1)}$ and $\bar{L}^{(1)}$ are unique up to a constant multiples. We call $\bar{L}=\bar{L}^{(-1)}+\bar{L}^{(1)}$ the local time at the maximum. It may be the case that $\bar{L}_{\infty}<\infty$, for example if $\xi$ drifts to $-\infty$. In such a case, both $\bar{L}_{\infty}^{(-1)}$ and $\bar{L}_{\infty}^{(1)}$ are distributed exponentially. Since the processes $\bar{L}^{(-1)}$ and $\bar{L}^{(1)}$ are unique up to constants, we henceforth assume that whenever $\bar{L}_{\infty}<\infty$, the normalisation has been chosen so that
both $\bar{L}_{\infty}^{(-1)}$ and $\bar{L}_{\infty}^{(1)}$ are distributed as exponentials with rate 1.
The ascending ladder height processes $H^{+}=\left(H_{t}^{+}: t \geq 0\right)$ is defined as

$$
\left(H_{t}^{+}, J_{t}^{+}\right):=\left(\bar{\xi}_{\bar{L}_{t}^{-1}}, J_{\bar{L}_{t}^{-1}}\right), \quad t \in\left[0, \bar{L}_{\infty}\right)
$$

where the inverse in the above equation is taken to be right continuous. At time $\bar{L}_{\infty}$ we send $\left(H^{+}, J^{+}\right)$to a cemetery state and declare the process killed. It is not hard to see that $\left(H^{+}, J^{+}\right)$is itself a MAP. See Figure 3.

We denote by $\kappa$ the Laplace exponent of $\left(H^{+}, J^{+}\right)$,
that is to say

$$
\left(\mathrm{e}^{-\kappa(\lambda) t}\right)_{i, j}:=\mathbf{E}_{0, i}\left[\mathrm{e}^{-\lambda H_{t}^{+}} ; J_{t}^{+}=j\right], \quad \lambda \geq 0
$$

Similarly, we define $\left(H^{-}, J^{-}\right)$, called the descending ladder height, by using $-\xi$ in place of $\xi$. We denote by $\underline{\kappa}$ the MAP-exponent of $\left(H^{-}, J^{-}\right)$. Recalling that $\kappa$ can only be identified up to pre-multiplication by a strictly positive diagonal matrix, the choice of normalisation in the local times (8) is equivalent to choosing a normalisation $\boldsymbol{\kappa}$.

For a Lévy process, its dual is simply given by its negative. The dual of a MAP is a little bit more involved. Firstly, since $J$ is assumed to be irreducible on $\{1,-1\}$, it follows that it is reversible with respect to a unique stationary distribution $\pi=\left(\pi_{1}, \pi_{-1}\right)$. We denote by $\hat{\boldsymbol{Q}}=\left(\hat{q}_{i, j}\right)_{i, j= \pm 1}$ the matrix whose entries are given by

$$
\hat{q}_{i, j}=\frac{\pi_{j}}{\pi_{i}} q_{j, i}
$$

The MAP-exponent, $\hat{\boldsymbol{F}}$, of the dual $(\hat{\xi}, \hat{J})$ is given by

$$
\begin{equation*}
\hat{\boldsymbol{F}}(z)=\operatorname{diag}\left(\psi_{1}(-z), \psi_{-1}(-z)\right)-\hat{\boldsymbol{Q}} \circ \boldsymbol{G}(-z) \tag{9}
\end{equation*}
$$



Fig. 3. A visualisation of the ladder height process $\left(H^{+}, J^{+}\right)$. The colours represent the state of $J$. This figure is the reverse of the process described in Figure 1.
whenever the right-hand side exists. The duality in this case corresponds to time-reversing $(\xi, J)$, indeed, as observed in [13, Lemma 21], for any $t \geq 0$,

$$
\left(\left(\left(\xi_{(t-s)-}-\xi_{t}, J_{(t-s)-}\right): 0 \leq s \leq t\right), \mathbf{P}_{0, \pi}\right) \stackrel{d}{=}\left(\left(\left(\hat{\xi}_{s}, \hat{J}_{s}\right): 0 \leq s \leq t\right), \hat{\mathbf{P}}_{0, \pi}\right),
$$

where we define $\left(\xi_{0-}, J_{0-}\right)=\left(\xi_{0}, J_{0}\right)$.
Next define

$$
\boldsymbol{\Delta}_{\pi}=\left(\begin{array}{cc}
\pi_{1} & 0 \\
0 & \pi_{-1}
\end{array}\right) .
$$

Then the following lemma follows immediately from (9).
Lemma 2.4. For each $z \in \mathbb{C}$,

$$
\hat{\boldsymbol{F}}(z)=\boldsymbol{\Delta}_{\pi}^{-1} \boldsymbol{F}(-z)^{T} \boldsymbol{\Delta}_{\pi},
$$

where $\boldsymbol{F}(-z)^{T}$ denotes the transpose of $\boldsymbol{F}(-z)$.
Remark 2.5. Notice that

$$
\boldsymbol{F}(0)=\left(\begin{array}{cc}
q_{1,1} & -q_{1,1} \\
-q_{-1,-1} & q_{-1,-1}
\end{array}\right)=-\boldsymbol{Q} .
$$

Hence the matrix $\boldsymbol{\Delta}_{\pi}$ can be computed leading to the form in (5). Also note that it is sufficient to use a constant multiple of the matrix $\boldsymbol{\Delta}_{\pi}$.

Similarly to how we obtained $\left(H^{+}, J^{+}\right)$, we denote by $\left(\hat{H}^{+}, \hat{J}^{+}\right)$the ascending ladder height process of the dual $\operatorname{MAP}(\hat{\xi}, \hat{J})$.

We denote by $\hat{\kappa}$ the Laplace exponent of $\left(\hat{H}^{+}, \hat{J}^{+}\right)$.
Lemma 2.6. Let $\underline{\boldsymbol{\kappa}}$ be the matrix exponent of the ascending ladder height processes of the MAPs $(-\xi, J)$. Then we have, up to post-multiplication by a strictly diagonal matrix,

$$
\underline{\boldsymbol{\kappa}}(\lambda)=\hat{\boldsymbol{\kappa}}(\lambda), \quad \lambda \geq 0 .
$$

Proof. The MAP-exponent $\hat{\boldsymbol{F}}$ of $(\hat{\xi}, \hat{J})$ is given explicitly in [22, Section 7] and it is not hard to check that $\boldsymbol{F}(-z)=$ $\hat{\boldsymbol{F}}(z)$. As a consequence, the MAP $(-\xi, J)$ is equal in law to $(\hat{\xi}, \hat{J})$. Since $\underline{\kappa}$ and $\hat{\boldsymbol{\kappa}}$ are the matrix Laplace exponent of the ascending ladder height processes of the MAPs $(-\xi, J)$ and $(\hat{\xi}, \hat{J})$, respectively, it follows that $\underline{\kappa}(\lambda)=\hat{\kappa}(\lambda)$ as required.

We complete this section by remarking that if $X$ is an rssMp with Lamperti-Kiu exponent $(\xi, J)$, then $\xi$ encodes the radial distance of $X$ and $J$ encodes the sign of $X$. Consequently if ( $H^{+}, J^{+}$) is the ascending ladder height process of $(\xi, J)$, then $H^{+}$encodes the supremum of $|X|$ and $J^{+}$encodes the sign of where the supremum is reached. Similarly if $\left(H^{-}, J^{-}\right)$is the descending ladder height process of $(\xi, J)$, then $H^{-}$encodes the infimum of $|X|$ and $J^{-}$ encodes the sign of where the infimum is reached.

Although it is not so obvious, one can obtain $\hat{\kappa}$ from $\boldsymbol{\kappa}$ as given by the following lemma which is a consequence of particular properties of the stable process. The proof can be found in [22, Section 7].

Lemma 2.7. For each $\lambda \geq 0$,

$$
\hat{\boldsymbol{\kappa}}(\lambda)=\left.\boldsymbol{\Delta}_{\pi}^{-1} \boldsymbol{\kappa}(\lambda+1-\alpha)\right|_{\rho \leftrightarrow \hat{\rho}} \boldsymbol{\Delta}_{\pi},
$$

where $\left.\right|_{\rho \leftrightarrow \hat{\rho}}$ indicates exchanging the roles of $\rho$ with $\hat{\rho}$.

## 3. Results for $\alpha \in(\mathbf{0}, \mathbf{1})$

In this section we will prove Theorem 1.5 for $\alpha \in(0,1)$ and Proposition 1.1.
Suppose that $\left(X, \mathbb{P}_{x}\right)$ is a $\alpha$-stable process started at $x \neq 0$ with $\alpha<1$ and let $(\xi, J)$ be the MAP in the LampertiKiu transformation of $X$. Let $\left(H^{-}, J^{-}\right)$be the descending ladder height process of $(\xi, J)$ and define $\boldsymbol{U}^{-}$by

$$
\boldsymbol{U}_{i, j}^{-}(d x)=\int_{0}^{\infty} \mathbf{P}_{0, i}\left(H_{t}^{-} \in d x ; J_{t}^{-}=j ; t<\underline{L}_{\infty}\right) d t, \quad x \geq 0
$$

Note that we set $\mathbf{P}_{0, i}\left(H_{t}^{-} \in d x ; J_{t}^{-}=j\right)=0$ if $\left(H^{-}, J^{-}\right)$is killed prior to time $t$. The measure $\boldsymbol{U}_{i, j}^{-}$is related to the exponent $\underline{\kappa}$ by the relation

$$
\int_{0}^{\infty} e^{-\lambda x} \boldsymbol{U}_{i, j}^{-}(d x)=\int_{0}^{\infty} \mathbf{E}_{0, i}\left[e^{-\lambda H_{t}^{-}} ; J_{t}^{-}=j\right] d t=\underline{\boldsymbol{\kappa}}_{i, j}^{-1}(\lambda), \quad \lambda \geq 0
$$

We present an auxiliary result.
Lemma 3.1. For an $\alpha$-stable process with $\alpha \in(0,1)$ we have that the measure $\boldsymbol{U}_{i, j}^{-}$has a density, say $\boldsymbol{u}^{-}$, such that

$$
\boldsymbol{u}^{-}(x)=\left(\begin{array}{cc}
\frac{\Gamma(1-\alpha \rho)}{\Gamma(\alpha \hat{\rho})} & 0 \\
0 & \frac{\Gamma(1-\alpha \hat{\rho})}{\Gamma(\alpha \rho)}
\end{array}\right)\left(\begin{array}{cc}
\left(e^{x}-1\right)^{\alpha \hat{\rho}-1}\left(e^{x}+1\right)^{\alpha \rho} & \left(e^{x}-1\right)^{\alpha \hat{\rho}}\left(e^{x}+1\right)^{\alpha \rho-1} \\
\left(e^{x}-1\right)^{\alpha \rho}\left(e^{x}+1\right)^{\alpha \hat{\rho}-1} & \left(e^{x}-1\right)^{\alpha \rho-1}\left(e^{x}+1\right)^{\alpha \hat{\rho}}
\end{array}\right), \quad x \geq 0
$$

Now we show that Theorem 1.5 follows from Lemma 3.1.

Proof of Theorem 1.5 for $\alpha \in(0,1)$. Thus from Lemma 3.1, we can take Laplace transforms to obtain e.g., for $i, j=-1$ and $\lambda \geq 0$,

$$
\begin{aligned}
\underline{\boldsymbol{\kappa}}_{-1,-1}^{-1}(\lambda) & =\frac{\Gamma(1-\alpha \hat{\rho})}{\Gamma(\alpha \rho)} \int_{0}^{\infty} e^{-\lambda x}\left(e^{x}-1\right)^{\alpha \rho-1}\left(e^{x}+1\right)^{\alpha \hat{\rho}} d x \\
& =\frac{\Gamma(1-\alpha \hat{\rho})}{\Gamma(\alpha \rho)} \int_{0}^{1} u^{\lambda-\alpha}(1-u)^{\alpha \rho-1}(1+u)^{\alpha \hat{\rho}} d u \\
& =\frac{\Gamma(1-\alpha \hat{\rho})}{\Gamma(\alpha \rho)} \Psi(\lambda-\alpha, \alpha \rho-1, \alpha \hat{\rho}),
\end{aligned}
$$

where we have used the substitution $u=e^{-x}$. Once the remaining components of $\underline{\kappa}^{-1}$ have been obtained similarly to above, we use Lemma 2.6 to get $\hat{\boldsymbol{\kappa}}^{-1}$ and then apply Lemma 2.7 to get $\boldsymbol{\kappa}^{-1}$. The reader will note that a direct application of the aforesaid Lemma will not give the representation of $\kappa^{-1}$ stated in Theorem 1.5 but rather the given representation post-multiplied by the diagonal matrix

$$
\left(\begin{array}{cc}
\frac{\Gamma(1-\alpha \rho)}{\Gamma(\alpha \hat{\rho})} & 0 \\
0 & \frac{\Gamma(1-\alpha \hat{\rho})}{\Gamma(\alpha \rho)}
\end{array}\right)
$$

and this is a because of the normalisation of local time chosen in (8). Note that this is not important for the statement of Theorem 1.5 as no specific normalisation is claimed there. The details of the computation are left out.

We are left to prove Lemma 3.1. We will do so by first considering the process $X$ started at $x>0$. The case when $x<0$ will follow by considering the dual $\hat{X}=-X$.

Recall that $\underline{m}$ is the unique time such that

$$
\left|X_{t}\right| \geq\left|X_{\underline{m}}\right| \quad \text { for all } t \geq 0
$$

Our proof relies on the analysis of the random variable $X_{\underline{m}}$. Notice that when $X_{0}=x, X_{\underline{m}}$ may be positive or negative and takes values in $[-x, x]$.

Before we derive the law of $X_{\underline{m}}$, we first quote the following lemma which appears in [24, Corollary 1.2].
Lemma 3.2. Let $\tau^{(-1,1)}:=\inf \left\{t \geq 0:\left|X_{t}\right|<1\right\}$. We have that, for $x>1$,

$$
\mathbb{P}_{x}\left(\tau^{(-1,1)}=\infty\right)=\Phi(x),
$$

where

$$
\Phi(x)=\frac{\Gamma(1-\alpha \rho)}{\Gamma(\alpha \hat{\rho}) \Gamma(1-\alpha)} \int_{0}^{(x-1) /(x+1)} t^{\alpha \hat{\rho}-1}(1-t)^{-\alpha} d t .
$$

Lemma 3.2 immediately gives that the law of $\left|X_{\underline{m}}\right|$ as

$$
\mathbb{P}_{x}\left(\left|X_{\underline{m}}\right|>z\right)=\Phi(x / z), \quad \text { for } z \in[0, x] .
$$

Indeed, the event $\left\{\left|X_{\underline{m}}\right|>z\right\}$ occurs if and only if $\tau^{(-z, z)}=\infty$. From the scaling property of $X$ we get that $\mathbb{P}_{x}\left(\tau^{(-z, z)}=\infty\right)=\mathbb{P}_{x / z}\left(\tau^{(-1,1)}=\infty\right)=\Phi(x / z)$.

We first begin to derive the law of $X_{\underline{m}}$ which shows Proposition 1.1.
Proof of Proposition 1.1. Fix $x>0$. Similarly to the definition of $\underline{m}$, we define $\underline{m}^{+}$and $\underline{m}^{-}$as follows: Let $\underline{m}^{+}$be the unique time such that $X_{\underline{m}^{+}}>0$ and

$$
X_{t} \geq X_{\underline{m}^{+}} \quad \text { for all } t \geq 0 \text { such that } X_{t}>0 .
$$

Similarly let $\underline{m}^{-}$be the unique time such that $X_{\underline{m}^{-}}<0$ and

$$
X_{t} \leq X_{\underline{m}^{-}} \quad \text { for all } t \geq 0 \text { such that } X_{t}<0
$$

In words, $\underline{m}^{+}$and $\underline{m}^{-}$are the times when $X$ is at the closest point to the origin on the positive and negative side of the origin, respectively. Consequently, we have that $X_{\underline{m}}>0$ if and only if $X_{\underline{m}^{+}}<\left|X_{\underline{m}^{-}}\right|$. We now have that

$$
\mathbb{P}\left(\left|X_{\underline{m}^{-}}\right|>u ; X_{\underline{m}^{+}}>v\right)=\mathbb{P}_{x}\left(\tau^{(-u, v)}=\infty\right)=\Phi\left(\frac{2 x+u-v}{u+v}\right),
$$

where $\Phi$ is defined in Lemma 3.2 and in the final equality we have scaled space and used the self-similarity of $X$.
Next we have that for $z \geq 0$,

$$
\begin{align*}
\frac{\mathbb{P}_{x}\left(X_{\underline{\underline{m}}} \in d z\right)}{d z} & =-\left.\frac{\partial}{\partial v} \mathbb{P}_{x}\left(\left|X_{\underline{m}^{-}}\right|>z ; X_{\underline{m}^{+}}>v\right)\right|_{v=z}=-\left.\frac{\partial}{\partial v} \Phi\left(\frac{2 x+z-v}{z+v}\right)\right|_{v=z} \\
& =\frac{x+z}{2 z^{2}} \Phi^{\prime}\left(\frac{x}{z}\right) . \tag{10}
\end{align*}
$$

The proposition for $z>0$ now follows from an easy computation. The result for $z<0$ follows similarly.
Now we will use (10) to show Lemma 3.1. We will need the following simple lemma which appears in the Appendix of [13].

Lemma 3.3. Let $T_{0}^{-}:=\inf \left\{t \geq 0: \xi_{t}<0\right\}$. Under the normalisation (8), for $i, j=-1,1$ and $y>0$,

$$
\mathbf{P}_{y, i}\left(T_{0}^{-}=\infty ; J_{\varphi(\underline{m})}=j\right)=\boldsymbol{U}_{i, j}^{-}(y):=\boldsymbol{U}_{i, j}^{-}[0, y] .
$$

The basic intuition behind this lemma can be described in terms of the descending ladder MAP subordinator $\left(H^{-}, J^{-}\right)$. The event $\left\{T_{0}^{-}=\infty ; J_{\varphi(\underline{m})}=j\right\}$ under $\mathbf{P}_{y, i}$ corresponds the terminal height of $H^{-}$immediately prior to being killed being of type $j$ and not reaching the height $y$. This is expressed precisely by the quantity $\boldsymbol{U}_{i, j}^{-}(y)$. It is also important to note here and at other places in the text that $\xi$ is regular for both $(0, \infty)$ and $(-\infty, 0)$. Rather subtly, this allows us to conclude that the value of $J_{\varphi(m)}=\lim _{s \uparrow \varphi(m)} J_{s}$, or, said another way, the process $\xi$ does not jump away from its infimum as a result of a change in modulation (see [16] for a discussion about this).

Proof of Lemma 3.1. Let us now describe the event $\left\{T_{0}^{-}=\infty ; J_{\varphi(\underline{m})}=j\right\}$ in terms of the underlying process $X$. The event $\left\{T_{0}^{-}=\infty ; J_{\varphi(m)}=1\right\}$ occurs if and only if $\tau^{(-1,1)}=\infty$ and furthermore the point at which $X$ is closest to the origin is positive, i.e. $X_{\underline{m}}>0$. Thus $\left\{T_{0}^{-}=\infty ; J_{\varphi(\underline{m})}=1\right\}$ occurs if and only if $X_{\underline{m}}>1$. Using Lemma 3.3 and (10) we have that

$$
\begin{aligned}
\boldsymbol{U}_{1,1}^{-}(x) & =\mathbf{P}_{x, 1}\left(T_{0}^{-}=\infty ; J_{\varphi(\underline{m})}=1\right) \\
& =\mathbb{P}_{e^{x}}\left(X_{\underline{m}}>1\right) \\
& =\frac{1}{2} \int_{1}^{e^{x}}\left(e^{x}+z\right) \Phi^{\prime}\left(\frac{e^{x}}{z}\right) z^{-2} d z \\
& =\frac{1}{2} \int_{1}^{e^{x}}(1+1 / u) \Phi^{\prime}(u) d u,
\end{aligned}
$$

where in the final equality we have used the substitution $u=e^{x} / z$. Differentiating the above equation we get that

$$
\begin{equation*}
\boldsymbol{u}_{1,1}^{-}(x)=\frac{1}{2}\left(e^{x}+1\right) \Phi^{\prime}\left(e^{x}\right)=\frac{\Gamma(1-\alpha \rho)}{2^{\alpha} \Gamma(1-\alpha) \Gamma(\alpha \hat{\rho})}\left(e^{x}-1\right)^{\alpha \hat{\rho}-1}\left(e^{x}+1\right)^{\alpha \rho} . \tag{11}
\end{equation*}
$$

Similarly considering the event $\left\{T_{0}^{+}=\infty ; J_{\varphi(\underline{m})}=-1\right\}$ we get that

$$
\boldsymbol{u}_{1,-1}^{-}(x)=\frac{1}{2}\left(e^{x}-1\right) \Phi^{\prime}\left(e^{x}\right)=\frac{\Gamma(1-\alpha \rho)}{2^{\alpha} \Gamma(1-\alpha) \Gamma(\alpha \hat{\rho})}\left(e^{x}-1\right)^{\alpha \hat{\rho}}\left(e^{x}+1\right)^{\alpha \rho-1} .
$$

Notice now that $\boldsymbol{u}_{1, j}^{-}$only depends on $\alpha$ and $\rho$. Consider now the dual process $\hat{X}=\left(-X_{t}: t \geq 0\right)$. This process is the same as $X$ albeit $\rho \leftrightarrow \hat{\rho}$. To derive the row $\boldsymbol{u}_{-1, j}^{-}$we can use $\hat{X}$ in the computations above and this implies that $\boldsymbol{u}_{-1, j}^{-}$is the same as $\boldsymbol{u}_{1,-j}^{-}$but exchanging the roles of $\rho$ with $\hat{\rho}$. This concludes the proof of Lemma 3.1.

## 4. Proof of Theorem 1.5 for $\alpha \in(1,2)$

In this section we will prove Theorem 1.5 for $\alpha \in(1,2)$. Let $X$ be an $\alpha$-stable process with $\alpha \in(1,2)$ and let $(\xi, J)$ be the MAP associated to $X$ via the Lamperti-Kiu transformation. The notation and proof given here are very similar to that of the case when $\alpha<1$, thus we skip some of the details.

Since $\alpha \in(1,2)$ we have that $\tau^{\{0\}}:=\inf \left\{t \geq 0: X_{t}=0\right\}<\infty$ and $X_{\tau^{\{0\}}-}=0$ almost surely. Hence it is the case that $\xi$ drifts to $-\infty$. Recall that $\bar{m}$ as the unique time for which $\bar{m}<\tau^{\{0\}}$ and

$$
\left|X_{\bar{m}}\right| \geq\left|X_{t}\right| \quad \text { for all } t<\tau^{\{0\}},
$$

where the existence of such a time follows from the fact that $X$ is a stable process and so 0 is regular for $(0, \infty)$ and $(-\infty, 0)$.

The quantity we are interested in is $X_{\bar{m}}$. We begin with the following lemma, which is lifted from [27, Corollary 1] and also can be derived from the potential given in [25, Theorem 1].

Lemma 4.1. For every $x \in(0,1)$ and $y \in(x, 1)$,

$$
\mathbb{P}_{x}\left(\tau^{\{y\}}<\tau^{(-1,1)^{c}}\right)=(\alpha-1)\left(\frac{x-y}{1-y^{2}}\right)^{\alpha-1} \bar{\Phi}\left(\left|\frac{1-x y}{x-y}\right|\right)
$$

where

$$
\bar{\Phi}(z)=\int_{1}^{z}(t-1)^{\alpha \rho-1}(t+1)^{\alpha \hat{\rho}-1} d t .
$$

Next we prove Proposition 1.2 by expressing exit probabilities in terms of $\bar{\Phi}$. In the spirit of the proof of Proposition 1.1 , we apply a linear spatial transformation to the probability $\mathbb{P}_{x}\left(\tau^{(-u, v)^{c}}<\tau^{\{0\}}\right)$ and write it in terms of $\bar{\Phi}$.

Proof of Proposition 1.2. Similar to the derivation of (10) in the proof of Proposition 1.1, for each $x>0$ and $|z|>x$,

$$
\begin{equation*}
\frac{\mathbb{P}_{x}\left(X_{\bar{m}} \in d z\right)}{d z}=\frac{\alpha-1}{2 x^{2-\alpha}|z|^{\alpha}}\left(|x+z| \bar{\Phi}^{\prime}\left(\frac{|z|}{x}\right)-(\alpha-1) x \bar{\Phi}\left(\frac{|z|}{x}\right)\right) . \tag{12}
\end{equation*}
$$

The result now follows from straight forward computations.
Again we introduce the following lemma from the Appendix of [13] (and again, the subtle issue of regularity of $\xi$ for the positive and negative half-lines is being used).

Lemma 4.2. Let $T_{0}^{+}:=\inf \left\{t \geq 0: \xi_{t}>0\right\}$, then, with the normalisation given in (8), for $i, j=-1,1$ and $y>0$,

$$
\mathbf{P}_{-y, i}\left(T_{0}^{+}=\infty ; J_{\varphi(\bar{m})}=j\right)=\boldsymbol{U}_{i, j}(y) .
$$

Similar to the derivation in (11), we use (12) and Lemma 4.2 to get that

$$
\begin{align*}
\boldsymbol{u}_{1,1}(x) & =\frac{d}{d x} \mathbb{P}_{e^{-x}}\left(X_{\bar{m}} \in\left(e^{-x}, 1\right)\right) \\
& =\frac{\alpha-1}{2} \frac{d}{d x} \int_{e^{-x}}^{1} d z \frac{1}{z^{\alpha}} e^{(2-\alpha) x}\left(\left(e^{-x}+z\right) \bar{\Phi}^{\prime}\left(\frac{z}{e^{-x}}\right)-(\alpha-1) e^{-x} \bar{\Phi}\left(\frac{z}{e^{-x}}\right)\right) \\
& =\frac{\alpha-1}{2} \frac{d}{d x} \int_{1}^{e^{x}} d u \frac{1}{u^{\alpha}}\left((1+u) \bar{\Phi}^{\prime}(u)-(\alpha-1) \bar{\Phi}(u)\right) \\
& =\frac{\alpha-1}{2} e^{-(\alpha-1) x}\left(\left(1+e^{x}\right) \bar{\Phi}^{\prime}\left(e^{x}\right)-(\alpha-1) \bar{\Phi}\left(e^{x}\right)\right) \\
& =\frac{\alpha-1}{2} e^{-(\alpha-1) x}\left(\left(e^{x}-1\right)^{\alpha \rho-1}\left(e^{x}+1\right)^{\alpha \hat{\rho}}-(\alpha-1) \bar{\Phi}\left(e^{x}\right)\right), \tag{13}
\end{align*}
$$

where in the third equality we have used the substitution $u=z / e^{-x}$. Now we will take the Laplace transform of $\boldsymbol{u}_{1,1}$. The transform of the $\bar{\Phi}$ term is dealt with in the following lemma. The proof follows from integration by parts which we leave out.

Lemma 4.3. Suppose that $\gamma>\alpha-1$, then

$$
\int_{0}^{\infty} e^{-\gamma x} \bar{\Phi}\left(e^{x}\right) d x=\frac{1}{\gamma} \Psi(\gamma-\alpha, \alpha \rho-1, \alpha \hat{\rho}-1) .
$$

Next we have

$$
\int_{0}^{\infty} e^{-(\lambda+\alpha-1) x}\left(e^{x}-1\right)^{\alpha \rho-1}\left(e^{x}+1\right)^{\alpha \hat{\rho}} d x=\int_{0}^{1} u^{\lambda-1}(1-u)^{\alpha \rho-1}(1+u)^{\alpha \hat{\rho}} d u=\Psi(\lambda-1, \alpha \rho-1, \alpha \hat{\rho}),
$$

where we have used the substitution $u=e^{-x}$. Integrating (13) and using the above equation together with Lemma 4.3 we get that

$$
\kappa_{1,1}^{-1}(\lambda)=\frac{\alpha-1}{2} \Psi(\lambda-1, \alpha \rho-1, \alpha \hat{\rho})-\frac{(\alpha-1)^{2}}{2(\lambda+\alpha-1)} \Psi(\lambda-1, \alpha \rho-1, \alpha \hat{\rho}-1) .
$$

Similar proofs give $\boldsymbol{\kappa}_{i, j}^{-1}$ for the remaining $i, j$. The given formula for $\hat{\boldsymbol{\kappa}}^{-1}$ follows from Lemma 2.7 as well as the straightforward the matrix algebra

$$
\boldsymbol{\Delta}_{\boldsymbol{\pi}}^{-1} \boldsymbol{M} \boldsymbol{\Delta}_{\boldsymbol{\pi}}\left[\begin{array}{cc}
\frac{\Gamma(1-\alpha \rho)}{\Gamma(\alpha \hat{\rho})} & 0  \tag{14}\\
0 & \frac{\Gamma(1-\alpha \hat{\rho})}{\Gamma(\alpha \rho)}
\end{array}\right]=\left[\begin{array}{cc}
\frac{\Gamma(1-\alpha \rho)}{\Gamma(\alpha \hat{\rho})} & 0 \\
0 & \frac{\Gamma(1-\alpha \hat{\rho})}{\Gamma(\alpha \rho)}
\end{array}\right] \boldsymbol{M}
$$

where $\boldsymbol{M}$ is any $2 \times 2$ matrix.

## 5. Proof of Theorem 1.5 for $\alpha=1$

In the case when $\alpha=1$, the process $X$ is a Cauchy process, which has the property that $\limsup _{t \rightarrow \infty}\left|X_{t}\right|=\infty$ and $\liminf _{t \rightarrow \infty}\left|X_{t}\right|=0$. This means that the $\operatorname{MAP}(\xi, J)$ oscillates and hence the global minimum and maximum both do not exist so that the previous methods cannot be used. Instead we focus on a two sided exit problem as an alternative approach. (Note, the method we are about to describe also works for the other cases of $\alpha$, however it is lengthy and we do not obtain the new identities en route in a straightforward manner as we did in Proposition 1.1 and Proposition 1.2.)

The following result follows from the compensation formula and the proof of it is identical to the case for Lévy processes, see [5, Chapter III Proposition 2] and [21, Theorem 5.8].

Lemma 5.1. Let $\left(H^{+}, J^{+}\right)$be the height process of $(\xi, J)$. For any $x>0$ define $T_{x}:=\inf \left\{t>0: H_{t}^{+}>x\right\}$, then for any $x>0$ and $i= \pm 1$,

$$
\mathbf{P}_{0, i}\left(x-H_{T_{x}-}^{+} \in d u ; J_{T_{x}-}^{+}=1 ; J_{T_{x}}^{+}=1\right)=\boldsymbol{u}_{i, 1}(x-u) \Lambda[u, \infty) d u
$$

where $\Lambda$ is some $\sigma$-finite measure on $[0, \infty)$.
Next we will calculate the over and under shoots in Lemma 5.1 by using the underlying process $X$. This is done in the following lemma.

Lemma 5.2. Let $\tau_{1}^{+}:=\inf \left\{t \geq 0: X_{t}>1\right\}$ and $\tau_{-1}^{-}:=\inf \left\{t \geq 0: X_{t}<-1\right\}$. Then for $x \in(-1,1), u \in[0,(1-x) \vee 1)$ and $y \geq 0$,

$$
\mathbb{P}_{x}\left(1-\bar{X}_{\tau_{1}^{+}} \in d u ; X_{\tau_{1}^{+}}-1 \in d y ; X_{\tau_{1}^{+}}>0 ; \tau_{1}^{+}<\tau_{-1}^{-}\right)=\frac{(1-u+x)^{1 / 2}}{(1-u-x)^{1 / 2}} \frac{(u+y)^{3 / 2}}{(2-u+y)^{1 / 2}} d u d y
$$

Proof. First [25, Corollary 3] gives that for $z \in(0,1), u \in[0,1-z)$ and $v \in(u, 1]$,

$$
\begin{aligned}
& \mathbb{P}_{z}\left(1-\bar{X}_{\tau_{1}^{+}-} \in d u ; 1-X_{\tau_{1}^{+}-} \in d v ; X_{\tau_{1}^{+}}-1 \in d y ; \tau_{1}^{+}<\tau_{0}^{-}\right) \\
& \\
& \quad=\frac{1}{\pi} \frac{z^{1 / 2}(1-v)^{1 / 2}}{(1-u-z)^{1 / 2}(v-u)^{1 / 2}(1-u)(v+y)^{2}} d u d y
\end{aligned}
$$

where $\tau_{0}^{-}:=\inf \left\{t \geq 0: X_{t}<0\right\}$. We wish to integrate $v$ out of the above equation. To do this, we make the otherwise subtle observation that

$$
\begin{aligned}
\int_{u}^{1} d v(1-v)^{1 / 2}(v-u)^{-1 / 2}(v+y)^{-2} & =(u+y)^{-2}(1-u) \int_{0}^{1} d z(1-z)^{1 / 2} z^{-1 / 2}\left(1+z \frac{1-u}{u+y}\right)^{-2} \\
& =(u+y)^{-2}(1-u) \frac{\pi}{2}{ }_{2} F_{1}\left(2,1 / 2,2 ;-\frac{1-u}{u+y}\right) \\
& =\frac{\pi}{2}(u+y)^{-3 / 2}(1-u)(1+y)^{-1 / 2}
\end{aligned}
$$

where in the first equality we have used the substitution $z=(v-u) /(1-u)$. In the second equality we have used [1, Theorem 2.2.1] and the final equality follows from the Euler-transformation [1, Theorem 2.2.5].

Hence, for $z \in(0,1), u \in[0,1-z)$ and $y \geq 0$,

$$
\begin{align*}
& \mathbb{P}_{z}\left(1-\bar{X}_{\tau_{1}^{+}-} \in d u ; X_{\tau_{1}^{+}}-1 \in d y ; \tau_{1}^{+}<\tau_{0}^{-}\right) \\
& \quad=\frac{1}{2} \frac{z^{1 / 2}}{(1-u-z)^{1 / 2}(1+y)^{1 / 2}(u+y)^{3 / 2}} d u d y . \tag{15}
\end{align*}
$$

Next we have that for $x \in(-1,1), u \in[0,(1-x) \vee 1)$ and $y \geq 0$,

$$
\begin{aligned}
& \frac{\mathbb{P}_{x}\left(1-\bar{X}_{\tau_{1}^{+}-} \in d u ; X_{\tau_{1}^{+}}-1 \in d y ; \bar{X}_{\tau_{1}^{+}-}>-\underline{X}_{\tau_{1}^{+}-} ; \tau_{1}^{+}<\tau_{-1}^{-}\right)}{d u d y} \\
& \quad=\left.\frac{\partial}{\partial v} \frac{\partial}{\partial y} \mathbb{P}_{x}\left(1-\bar{X}_{\tau_{1}^{+}-} \leq v ; X_{\tau_{1}^{+}}-1 \leq y ; \tau_{1}^{+}<\tau_{u-1}^{-}\right)\right|_{v=u} \\
& \quad=\left.\frac{\partial}{\partial v} \frac{\partial}{\partial y} \mathbb{P}_{\frac{x+1-u}{2-u}}\left(1-\bar{X}_{\tau_{1}^{+}-} \leq \frac{v}{2-u} ; X_{\tau_{1}^{+}}-1 \leq \frac{y}{2-u} ; \tau_{1}^{+}<\tau_{0}^{-}\right)\right|_{v=u} \\
& \quad=\frac{1}{2}(2-u)^{-2} \frac{\left(\frac{x+1-u}{2-u}\right)^{1 / 2}}{\left(1-\frac{u}{2-u}-\frac{x+1-u}{2-u}\right)^{1 / 2}\left(1+\frac{y}{2-u}\right)^{1 / 2}\left(\frac{u+y}{2-u}\right)^{3 / 2}} \\
& \quad=\frac{(1-u+x)^{1 / 2}}{(1-u-x)^{1 / 2}} \frac{1}{(2-u+y)^{1 / 2}(u+y)^{3 / 2}},
\end{aligned}
$$

where in the first equality we have used that the event $\left\{\bar{X}_{\tau_{1}^{+}}>-\underline{X}_{\tau_{1}^{+}-}, 1-\bar{X}_{\tau_{1}^{+}-} \in d u\right\}$ constrains $\underline{X}$ and thus is equivalent to $\left\{\tau_{1}^{+}<\tau_{u-1}^{-}, 1-\bar{X}_{\tau_{1}^{+}-} \in d u\right\}$. In the second equality we have used the scaling property of $X$ and in the third equality we have used (15).

Notice now that for each $x \geq 0$ and $j= \pm 1$,

$$
\begin{align*}
& \frac{\partial}{\partial u} \frac{\partial}{\partial y} \mathbf{P}_{0, j}\left(x-H_{T_{x}-}^{+} \leq u ; H_{T_{x}}^{+}-x \leq y ; J_{T_{x}-}^{+}=1 ; J_{T_{x}}^{+}=1\right) \\
& \quad=\frac{\partial}{\partial u} \frac{\partial}{\partial y} \mathbb{P}_{j}\left(\bar{X}_{\tau_{e^{x}}^{+}} \geq e^{x-u} ; X_{\tau_{e^{x}}^{+}} \leq e^{y+x} ; X_{\tau_{e^{x}}^{+}}>0 ; \tau_{e^{x}}^{+}<\tau_{-e^{x}}^{-}\right) \\
& \quad=\frac{\partial}{\partial u} \frac{\partial}{\partial y} \mathbb{P}_{j e^{-x}}\left(\bar{X}_{\tau_{1}^{+}-} \geq e^{-u} ; X_{\tau_{1}^{+}} \leq e^{y} ; X_{\tau_{1}^{+}-}>0 ; \tau_{1}^{+}<\tau_{-1}^{-}\right) \\
& \quad=e^{y-u} \frac{\left(e^{-u}+j e^{-x}\right)^{1 / 2}}{\left(e^{-u}-j e^{-x}\right)^{1 / 2}} \frac{1}{\left(e^{y}+e^{-u}\right)^{1 / 2}\left(e^{y}-e^{-u}\right)^{3 / 2}}, \tag{16}
\end{align*}
$$

where in the second equality we have used the scaling property of $X$ and in the final equality we applied Lemma 5.2. The above equation together with Lemma 5.1 gives that for $x \geq 0$,

$$
\begin{equation*}
\frac{\boldsymbol{u}_{1,1}(x-u)}{u_{-1,1}(x-u)}=\frac{\mathbf{P}_{0,1}\left(x-H_{T_{x}-}^{+} \in d u ; J_{T_{x}-}^{+}=1 ; J_{T_{x}}^{+}=1\right) / d u}{\mathbf{P}_{0,-1}\left(x-H_{T_{x}-}^{+} \in d u ; J_{T_{x}-}^{+}=1 ; J_{T_{x}}^{+}=1\right) / d u}=\frac{1+e^{-(x-u)}}{1-e^{-(x-u)}} . \tag{17}
\end{equation*}
$$

Next we claim that for any $x \geq 0$,

$$
\begin{equation*}
\sum_{i= \pm 1} \boldsymbol{u}_{1, i}(x)=\left(1-e^{-x}\right)^{-1 / 2}\left(1+e^{-x}\right)^{1 / 2}+\left(1-e^{-x}\right)^{1 / 2}\left(1+e^{-x}\right)^{-1 / 2}, \tag{18}
\end{equation*}
$$

which also fixes the normalisation of local time (not necessarily as in (8)). Again we remark that this is not a concern on account of the fact that Theorem 1.5 is stated up to post-multiplication by a strictly positive diagonal matrix.

This follows from existing literature on the Lamperti transform of the Cauchy process and we briefly describe how to verify it. It is known (thanks to scaling of $X$ and symmetry) that $\left(\left|X_{t}\right|: t \geq 0\right)$ is a positive self-similar Markov process with index $\alpha$. As such, it can can be expressed in the form $\left|X_{t}\right|=\exp \left\{\chi_{\beta_{t}}\right\}$, for $t \leq \tau^{\{0\}}$, where $\beta_{t}=\inf \{s>0$ : $\left.\int_{0}^{s} \exp \left\{\alpha \chi_{u}\right\} d u>t\right\}$, see for example [21, Chapter 13]. The sum on the left-hand side of (18) is precisely the potential of the ascending ladder height process of the Lévy process $\chi$. We can verify that the potential of the ascending ladder height process of $\chi$ has the form given by the right-hand side of $(18)$ as follows. Laplace exponent of the ascending ladder height process of $\chi$ is given in [8, Remark 2]. Specifically, it takes the form $\kappa_{\chi}(\lambda):=\Gamma((\lambda+1) / 2) / \Gamma(\lambda / 2)$, $\lambda \geq 0$. Then the identity in (18) can be verified by checking that, up to a multiplicative constant, its Laplace transform agrees with $1 / \kappa_{\chi}(\lambda), \lambda \geq 0$.

Now we can finish the proof. Notice first that the Cauchy process is symmetric, thus $\boldsymbol{u}_{i, j}=\boldsymbol{u}_{-i,-j}$ for each $i, j \in\{1,-1\}$. Thus from (18) we get

$$
\begin{equation*}
\sum_{i= \pm 1} \boldsymbol{u}_{i, 1}(x)=\left(1-e^{-x}\right)^{-1 / 2}\left(1+e^{-x}\right)^{1 / 2}+\left(1-e^{-x}\right)^{1 / 2}\left(1+e^{-x}\right)^{-1 / 2} \tag{19}
\end{equation*}
$$

Solving the simultaneous equations (17) and (19) together with the fact $\boldsymbol{u}_{i, j}=\boldsymbol{u}_{-i,-j}$ gives the result for $\boldsymbol{u}$. To obtain $\hat{\boldsymbol{u}}$ we note that the reciprocal process $\widetilde{X}:=1 / X_{\theta_{t}}, t \geq 0$ has the law of a Cauchy process, where $\theta_{t}=\inf \{s>0$ : $\left.\int_{0}^{s}\left|X_{u}\right|^{-2} d u>t\right\}$ (see [6, Theorem 1]). Theorem 4 in [22] also shows that $\widetilde{X}$ has an underlying MAP which is the dual of the MAP underlying $X$. It therefore follows that $\hat{\boldsymbol{u}}=\boldsymbol{u}$. This finishes the proof.

Remark 5.3. Using the form of $\boldsymbol{u}$ and (16), we also get the jump measure $\Lambda$ appearing in Lemma 5.1 as

$$
\Lambda(d y)=\frac{e^{y}}{\left(e^{y}+1\right)^{1 / 2}\left(e^{y}-1\right)^{3 / 2}} d y
$$

Up to a multiplicative constant, this can also be seen in [22, equation (14)].

## 6. Proof of Theorem 1.3

Recall that $(R, M)$ is a Markov process. Since $R$ takes values on $[-1,1]$ and is recurrent, it must have a limiting distribution which does not depend on its initial position. For $x \in[-1,1]$ and $j= \pm 1$, when it exists, define

$$
\mu_{j}(d y):=\lim _{t \rightarrow \infty} \mathbb{P}_{x}\left(\left|R_{t}\right| \in d y ; \operatorname{sgn}\left(R_{t}\right)=j\right), \quad y \in[0,1] .
$$

Notice that the limiting distribution $\mu$ is given by $\mu(A)=\mu_{1}(A \cap[0,1])+\mu_{-1}(-A \cap[0,1])$ (here we are preemptively assuming that each of the two measures on the right-hand side are absolutely continuous with respect to Lebesgue measure and so there is no 'double counting' at zero) and hence it suffices to establish an identify for $\mu_{j}$.

For $i, j= \pm 1$,

$$
\mathbf{E}_{0, i}\left[e^{-\beta\left(\bar{\xi}_{\mathbb{e}_{q}}-\xi_{\mathbb{e}_{q}}\right)} ; J_{\mathbb{e}_{q}}=j\right]=\sum_{k= \pm 1} \mathbf{E}_{0, i}\left[e^{-\beta\left(\bar{\xi}_{\mathrm{e}_{q}}-\xi_{\mathbb{e}_{q}}\right)} ; J_{\bar{m}_{\mathbb{e}_{q}}}=k, J_{\mathbb{e}_{q}}=j\right],
$$

where $\mathbb{e}_{q}$ is an independent and exponentially distributed random variable with rate $q$ and $\bar{m}_{\mathbb{e}_{q}}$ is the unique time at which $\xi$ obtains its maximum on the time interval [ $0, \mathrm{e}_{q}$ ]. Appealing to the computations in the Appendix of [13], specifically equation (22) and Theorem 23, we can develop the right-hand side above using duality, so that

$$
\begin{aligned}
\int_{0}^{1} y^{\beta} \tilde{\mu}_{j}(d y) & :=\lim _{q \downarrow 0} \mathbf{E}_{0, i}\left[e^{-\beta\left(\bar{\xi}_{\mathbb{e}_{q}}-\xi_{\mathbb{E}_{q}}\right)} ; J_{\mathbb{e}_{q}}=j\right] \\
& =\lim _{q \downarrow 0} \sum_{k= \pm 1} \mathbf{E}_{0, i}\left[e^{-\beta\left(\bar{\xi}_{\mathbb{e}_{q}}-\xi_{\mathbb{E}_{q}}\right)} ; J_{\bar{m}_{\mathbb{e}_{q}}}=k, J_{\mathbb{E}_{q}}=j\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\lim _{q \downarrow 0} \sum_{k= \pm 1} \mathbf{P}_{0, i}\left(J_{\bar{m}_{\mathbb{e}_{q}}}=k\right) \hat{\mathbf{E}}_{0, j}\left[e^{\left.-\beta \bar{\xi}_{\mathbb{e}_{q}} ; J_{\bar{m}_{\mathbb{Q}_{q}}}=k\right] \frac{\pi_{j}}{\pi_{k}}}\right. \\
& =\pi_{j} \sum_{k= \pm 1}\left[\hat{\kappa}(\beta)^{-1}\right]_{j, k} c_{k},
\end{aligned}
$$

for some strictly positive constants $c_{ \pm 1}$ and in the third equality, we have split the process at the maximum and used that, on the event $\left\{J_{\bar{m}_{\mathbb{e}_{q}}}=j, J_{\mathbb{e}_{q}}=k\right\}$, the pair $\left(\bar{\xi}_{\mathbb{e}_{q}}-\xi_{\mathbb{e}_{q}}, \mathbb{e}_{q}-\bar{m}_{\mathbb{e}_{q}}\right)$ is equal in law to the pair $\left(\overline{\hat{\xi}}_{\mathbb{e}_{q}}, \overline{\hat{m}}_{\mathbb{e}_{q}}\right)$ on $\left\{\hat{J}_{0}=k, \hat{J}_{\overline{\hat{m}}_{\mathrm{e} q}}=j\right\}$, where $\left.\left\{\hat{\xi}_{s}, \hat{J}_{s}\right): s \leq t\right\}:=\left\{\left(\xi_{(t-s)-}-\xi_{t}, J_{(t-s)-}\right): s \leq t\right\}, t \geq 0$, is equal in law to the dual of $\xi, \overline{\hat{\xi}}_{t}=\sup _{s \leq t} \hat{\xi}_{s}$ and $\overline{\hat{m}}=\sup \left\{s \leq t: \overline{\hat{\xi}}_{s}=\hat{\xi}_{t}\right\}$. Note, we have also used the fact that, $\bar{m}_{e_{q}}$ converges to $+\infty$ almost surely as $q \rightarrow \infty$ on account of the fact that $\lim \sup _{t \rightarrow \infty}\left|X_{t}\right|=\infty$.

Since $\left[\hat{\kappa}(\lambda)^{-1}\right]_{j, k}$ is the Laplace transform of $\hat{\boldsymbol{u}}_{j, k}$, it now follows that,

$$
\left.\frac{d \tilde{\mu}_{j}(y)}{d y}\right|_{y=e^{-x}}=\pi_{j} \sum_{k= \pm 1} \hat{\boldsymbol{u}}_{j, k}(x) c_{k}, \quad x \geq 0
$$

Said another way,

$$
\tilde{\mu}_{j}(d y)=\frac{\pi_{j}}{y} \sum_{k= \pm 1} \hat{\boldsymbol{u}}_{j, k}(-\log y) c_{k} d y, \quad y \in[0,1] .
$$

The constants $c_{k}, k= \pm 1$, can be found by noting that, for $j= \pm 1, \mu_{j}([0,1])=\pi_{j}$ and hence, for $j= \pm 1$,

$$
\begin{equation*}
c_{1}\left(\int_{0}^{\infty} \hat{\boldsymbol{u}}_{j, 1}(x) d x\right)+c_{-1}\left(\int_{0}^{\infty} \hat{\boldsymbol{u}}_{j,-1}(x) d x\right)=1 \tag{20}
\end{equation*}
$$

Using [31] and Theorem 1.6 (i),

$$
\begin{aligned}
\int_{0}^{\infty} & {\left[\hat{\boldsymbol{u}}_{1,1}(x)-\hat{\boldsymbol{u}}_{-1,1}(x)\right] d x } \\
= & \frac{\Gamma(1-\alpha \rho)}{\Gamma(\alpha \hat{\rho})} \int_{0}^{1} u^{-\alpha}(1-u)^{\alpha \hat{\rho}-1}(1+u)^{\alpha \rho} d u \\
& -\frac{\Gamma(1-\alpha \hat{\rho})}{\Gamma(\alpha \rho)} \int_{0}^{1} u^{-\alpha}(1-u)^{\alpha \rho}(1+u)^{\alpha \hat{\rho}-1} d u \\
= & \frac{\Gamma(1-\alpha \rho)}{\Gamma(\alpha \hat{\rho})} B(1-\alpha, \alpha \hat{\rho})_{2} F_{1}(-\alpha \rho, 1-\alpha, 1-\alpha \rho ;-1) \\
& -\frac{\Gamma(1-\alpha \hat{\rho})}{\Gamma(\alpha \rho)} B(1-\alpha, \alpha \rho+1)_{2} F_{1}(1-\alpha \hat{\rho}, 1-\alpha, 2-\alpha \hat{\rho} ;-1) \\
= & \Gamma(1-\alpha \rho) \Gamma(1-\alpha \hat{\rho}) .
\end{aligned}
$$

Now subtracting (20) in the case $j=-1$ from the case $j=1$, it appears that

$$
\Gamma(1-\alpha \rho) \Gamma(1-\alpha \hat{\rho})\left(c_{1}-c_{-1}\right)=0,
$$

which is to say, $c_{1}=c_{-1}$.
In order to evaluate either of these constants, we appeal to the definition of the Beta function to compute

$$
\begin{aligned}
& \int_{0}^{\infty}\left[\hat{\boldsymbol{u}}_{1,1}(x)+\hat{\boldsymbol{u}}_{1,-1}(x)\right] d x \\
& \quad=\frac{\Gamma(1-\alpha \rho)}{\Gamma(\alpha \hat{\rho})} \int_{0}^{1} u^{-\alpha}(1-u)^{\alpha \hat{\rho}-1}(1+u)^{\alpha \rho}+u^{-\alpha}(1-u)^{\alpha \hat{\rho}}(1+u)^{\alpha \rho-1} d u
\end{aligned}
$$

$$
\begin{aligned}
& =2 \frac{\Gamma(1-\alpha \rho)}{\Gamma(\alpha \hat{\rho})} \int_{0}^{1} u^{-\alpha}(1-u)^{\alpha \hat{\rho}-1}(1+u)^{\alpha \rho-1} d u \\
& =2^{\alpha} \frac{\Gamma(1-\alpha \rho)}{\Gamma(\alpha \hat{\rho})} \int_{0}^{1} v^{\alpha \hat{\rho}-1}(1-v)^{-\alpha} d v \\
& =2^{\alpha} \Gamma(1-\alpha),
\end{aligned}
$$

where in the third equality, we have made the substitution $v=(1-u) /(1+u)$. It now follows from (20) that

$$
c_{1}=c_{-1}=\frac{1}{2^{\alpha} \Gamma(1-\alpha)} .
$$

The proof is completed by taking account of the the time change in the representation (2) in the limit (see for example the discussion at the bottom of p. 240 of [30] and references therein) and noting that, up to normalisation by a constant,

$$
\mu_{j}(d y)=y^{\alpha} \tilde{\mu}_{j}(d y)
$$

for $j= \pm 1$.
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[^0]:    ${ }^{1}$ Here and throughout the paper the matrix entries are arranged by

    $$
    A=\left(\begin{array}{cc}
    A_{1,1} & A_{1,-1} \\
    A_{-1,1} & A_{-1,-1}
    \end{array}\right) .
    $$

