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#### Abstract

We consider the limiting behaviour of the point processes associated with a branching random walk with supercritical branching mechanism and balanced regularly varying step size. Assuming that the underlying branching process satisfies KestenStigum condition, it is shown that the point process sequence of properly scaled displacements coming from the $n$th generation converges weakly to a Cox cluster process. In particular, we establish that a conjecture of (J. Stat. Phys. 143 (3) (2011) 420-446) remains valid in this setup, investigate various other issues mentioned in their paper and recover the main result of ( $Z$. Wahrsch. Verw. Gebiete 62 (2) (1983) 165-170) in our framework.


Résumé. Nous étudions le comportement limite de processus ponctuels associés à la marche aléatoire branchante avec branchement surcritique et une loi de déplacement à variation régulière. Si le processus de branchement sous-jacent satisfait une condition de Kesten-Stigum, nous montrons que le processus ponctuel de la suite des déplacements changés d'échelle provenant de la $n$-ième génération converge faiblement vers un processus de Cox. En particulier, nous prouvons qu'une conjecture de (J. Stat. Phys. 143 (3) (2011) 420-446) reste valable dans ce contexte, nous étudions plusieurs questions soulevées dans leur article et retrouvons le résultat principal de (Z. Wahrsch. Verw. Gebiete 62 (2) (1983) 165-170) dans notre cadre.
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## 1. Introduction

Suppose $\left\{Z_{i}\right\}_{i \geq 0}$ is a supercritical Galton-Watson process with $Z_{0} \equiv 1$ (the root), branching random variable $Z_{1}$ (size of the first generation), and progeny mean $\mu:=\mathbf{E}\left(Z_{1}\right) \in(1, \infty)$. It is well-known that $Z_{n} / \mu^{n}$ is a martingale sequence that converges almost surely to a non-negative random variable $W$. We assume that the branching random variable satisfies the Kesten-Stigum condition

$$
\begin{equation*}
\mathbf{E}\left(Z_{1} \log ^{+} Z_{1}\right)<\infty \tag{1.1}
\end{equation*}
$$

We shall condition on the survival of this Galton-Watson process and (1.1) ensures that the limiting random variable $W$ is almost surely positive; see [31]. This rooted infinite Galton-Watson tree will be denoted in this article by

[^0]$\mathbb{T}=(V, E)$, where the collection of all vertices is denoted by $V$, the collection of all edges is denoted by $E$ and the root is denoted by $o$. Note that every vertex $\mathbf{v}$ is connected to the root $o$ by a unique geodesic path which will be denoted by $I_{\mathbf{v}}$ and the length of this path will be denoted by $|\mathbf{v}|$.

We define a branching random walk with balanced regularly varying step size as follows. After obtaining the entire infinite tree $\mathbb{T}$, we assign independent and identically distributed random variables $\left\{X_{\mathbf{e}}: \mathbf{e} \in E\right\}$ (that are also independent of the Galton-Watson process $\left\{Z_{i}\right\}_{i \geq 0}$ ) on the edges satisfying the regular variation condition

$$
\begin{equation*}
\mathbf{P}\left(\left|X_{\mathbf{e}}\right|>x\right)=x^{-\alpha} L(x) \tag{1.2}
\end{equation*}
$$

where $\alpha>0$ and $L(x)$ is a slowly varying function (i.e., for all $x>0, L(t x) / L(t) \rightarrow 1$ as $t \rightarrow \infty$ ), and the tail balance condition

$$
\begin{equation*}
\frac{\mathbf{P}\left(X_{\mathbf{e}}>x\right)}{\mathbf{P}\left(\left|X_{\mathbf{e}}\right|>x\right)} \rightarrow p \quad \text { and } \quad \frac{\mathbf{P}\left(X_{\mathbf{e}}<-x\right)}{\mathbf{P}\left(\left|X_{\mathbf{e}}\right|>x\right)} \rightarrow q \tag{1.3}
\end{equation*}
$$

as $x \rightarrow \infty$ for some $p, q \geq 0$ with $p+q=1$. For an encyclopaedic treatment of regularly varying and slowly varying functions, see [12]. To each vertex $\mathbf{v}$, we assign displacement labels $S_{\mathbf{v}}$, which is the sum of all edge random variables on the geodesic path from the root $o$ to the vertex $\mathbf{v}$, i.e.,

$$
\begin{equation*}
S_{\mathbf{v}}=\sum_{\mathbf{e} \in I_{\mathbf{v}}} X_{\mathbf{e}} \tag{1.4}
\end{equation*}
$$

The collection of displacement random variables $\left\{S_{\mathbf{v}}:|\mathbf{v}|=n\right\}$ forms the $n$th generation of our branching random walk.

Branching random walk has been of interest starting from the classical works of [9-11,27,32]. Recently, extremes of branching random walk has gained much prominence due to its connection to tree indexed random walk and Gaussian free field; see [1,2,13,14,16,17,29,36]. See also [3-6,15,18,34] for related results on extremes of branching Brownian motion.

Heavy tailed edge random variables were introduced in branching random walks by [23,24]; see also [26,33], and the recent works of [35] and [8]. It was shown in [24] that when the step sizes have regularly varying tails, then the maximum displacement grows exponentially and converges (after scaling) to a $W$-mixture of Fréchet random variables. This limiting behaviour is very different from the ones obtained by [9] and [18] in the light tailed case.

It was predicted in [19] that the limits of point processes of properly normalized displacements of branching random walk and branching Brownian motion should be decorated Poisson point processes. This conjecture was proved to be true for branching Brownian motion by [5,6] and [3], and for branching random walks with step sizes having finite exponential moments by [36] relying on a work of [37].

A natural question arising out of the works of [24] and [36] is the following: where do the point processes based on the scaled displacements converge in the regularly varying case? The main aim of this article is to show the convergence of this point process sequence and also explicitly identify the limit as a Cox cluster process. We establish that the prediction of [19] on this limit remains true for branching random walk with regularly varying step size even though the finiteness of exponential moments fails to hold. In order to overcome this obstacle, we use a twofold truncation technique based on multivariate extreme value theory.

We also discuss the superposability properties of our limiting point process in parallel to the recent works of [37] and [42] and confirm the validity of a related prediction of [19] in our setup. As a consequence of our main result, we give explicit formulae for the asymptotic distributions of the properly scaled order and gap statistics from which various problems mentioned in [19] can be investigated. In particular, we recover Theorem 1 of [24] in our framework.

This paper is organized as follows. Section 2 contains the statements of the main result (Theorem 2.1) and its consequences (Theorems 2.3 and 2.5). Since the proof of Theorem 2.1 is long and notationally complicated, we first give a detailed outline of the main steps based on four lemmas in Section 3. These lemmas, and Theorems 2.3 and 2.5 are finally proved in Section 4.

## 2. The results

We consider point processes as a random elements in the space $\mathcal{M}$ of all Radon point measures on a locally compact and separable metric space $\mathbb{E}$. Here $\mathcal{M}$ is endowed with the vague convergence (denoted by " $\xrightarrow{v}$ "), which is metrizable by the metric $\rho(\mu, v)=\sum_{i=1}^{\infty} 2^{-i} \min \left(\left|\mu\left(h_{i}\right)-v\left(h_{i}\right)\right|, 1\right)$, where $\left\{h_{i}\right\}_{i \geq 1}$ is a suitably chosen subset (consisting only of Lipschitz functions) of the collection $C_{c}^{+}(\mathbb{E})$ of all non-negative continuous real-valued functions on $\mathbb{E}$ with compact support. $(\mathcal{M}, \rho)$ is a complete and separable metric space. Therefore the standard theory of weak convergence is readily available for point processes and can be characterized by the pointwise convergence of corresponding Laplace functionals on $C_{c}^{+}(\mathbb{E})$ (see Proposition 3.19 in [40]). For further details on point processes, see $[25,30,40]$ and [41].

Because of (1.2) and (1.3), we can choose scaling constants $b_{n}$ such that (see, e.g., [20,21,40])

$$
\begin{equation*}
\mu^{n} \mathbf{P}\left(b_{n}^{-1} X_{\mathbf{e}} \in \cdot\right) \xrightarrow{v} v_{\alpha} \tag{2.1}
\end{equation*}
$$

on $[-\infty, \infty] \backslash\{0\}$, where

$$
\begin{equation*}
v_{\alpha}(d x)=\alpha p x^{-\alpha-1} \mathbb{1}_{(0, \infty)}(x) d x+\alpha q(-x)^{-\alpha-1} \mathbb{1}_{(-\infty, 0)}(x) d x \tag{2.2}
\end{equation*}
$$

Note that one can write $b_{n}=\mu^{n / \alpha} L_{0}\left(\mu^{n}\right)$ for some slowly varying function $L_{0}$. In this paper, conditioned on the survival of the tree, we investigate the asymptotic behaviour of the sequence of point processes defined by

$$
\begin{equation*}
N_{n}=\sum_{|\mathbf{v}|=n} \delta_{b_{n}^{-1} S_{\mathbf{v}}}, \quad n \geq 1, \tag{2.3}
\end{equation*}
$$

where $S_{\mathrm{v}}$ is as in (1.4).
Let $(\Omega, \mathcal{F}, \mathbf{P})$ be the probability space where all the random variables are defined and let $\mathbf{P}^{*}$ denote the probability obtained by conditioning $\mathbf{P}$ on the non-extinction of the underlying Galton-Watson tree. We shall denote by $\mathbf{E}$ and $\mathbf{E}^{*}$, the expectation operators with respect to $\mathbf{P}$ and $\mathbf{P}^{*}$, respectively. We introduce two sequences of random variables $\left\{T_{l}\right\}_{l \geq 1}$ and $\left\{j_{l}\right\}_{l \geq 1}$ as follows. Suppose $\left\{T_{l}\right\}_{l \geq 1}$ is a sequence of independent and identically distributed positive integer valued random variables with probability mass function

$$
\begin{equation*}
\gamma(y):=\mathbf{P}\left(T_{1}=y\right)=\frac{1}{r} \sum_{i=0}^{\infty} \frac{1}{\mu^{i}} \mathbf{P}\left(Z_{i}=y\right), \quad y \in \mathbb{N}, \tag{2.4}
\end{equation*}
$$

where $r=\sum_{i=0}^{\infty} \frac{1}{\mu^{i}} \mathbf{P}\left(Z_{i}>0\right)$. Let $\left\{j_{l}\right\}_{l \geq 1}$ be a sequence of random variables such that $\sum_{l=1}^{\infty} \delta_{j_{l}} \sim \operatorname{PRM}\left(v_{\alpha}\right)$, where $\operatorname{PRM}\left(v_{\alpha}\right)$ denotes Poisson random measure with mean measure as $\nu_{\alpha}$. We also assume that the sequences $\left\{T_{l}\right\}_{l \geq 1}$ and $\left\{j_{l}\right\}_{l \geq 1}$ are independent of each other and are both independent of the martingale limit $W$.

Our main result says that the limiting point process is a Cox cluster process in which a typical Cox point $(r W)^{1 / \alpha} j_{l}$ appears with random multiplicity $T_{l}$. The clusters appear here due to the strong dependence structure of the displacement random variables $\left\{S_{\mathbf{v}}:|\mathbf{v}|=n\right\}$. The randomness in the intensity measure arises from the martingale limit $W$ in contrast to the light tailed case, where similar randomness comes from the derivative martingale limit (see, e.g., Theorem 1.1 in [2]). Note also that a $W$-mixture was already present in Theorem 1 of [24]; see Remark 2.6 below.

Theorem 2.1. With the assumptions (1.1), (1.2), (1.3) and $\left\{b_{n}\right\}$ as in (2.1), under $\mathbf{P}^{*}$, the sequence of point processes defined in (2.3) converges weakly in the space $\mathcal{M}$ of all Radon point measures on $[-\infty, \infty] \backslash\{0\}$ to a Cox cluster process with representation

$$
\begin{equation*}
N_{*} \stackrel{\mathcal{L}}{=} \sum_{l=1}^{\infty} T_{l} \delta_{(r W)^{1 / \alpha} j_{l}} \tag{2.5}
\end{equation*}
$$

and Laplace functional given by

$$
\begin{align*}
\Psi_{N_{*}}(g) & =\mathbf{E}^{*}\left(e^{-N_{*}(g)}\right) \\
& =\mathbf{E}^{*}\left[\exp \left\{-W \int_{|x|>0} \sum_{i=0}^{\infty} \frac{1}{\mu^{i}} \mathbf{E}\left(1-e^{-Z_{i} g(x)}\right) v_{\alpha}(d x)\right\}\right] \tag{2.6}
\end{align*}
$$

for all $g \in C_{c}^{+}([-\infty, \infty] \backslash\{0\})$.

### 2.1. Scale-decorated Poisson point processes

For any point process $\mathcal{P}$ and any $a>0$, we denote by $\mathbf{s}_{a} \mathcal{P}$ the point process obtained by multiplying the atoms of $\mathcal{P}$ by $a$. The following is an analogue of Definition 1 in [42] suitable for our framework.

Definition 2.2. A point process $N$ is called a randomly scaled scale-decorated Poisson point process (SScDPPP) with intensity measure $v$, scale-decoration $\mathcal{P}$ and random scale $\Theta$ if $N \stackrel{\mathcal{L}}{=} \mathbf{s}_{\Theta} \sum_{i=1}^{\infty} \mathbf{s}_{\lambda_{i}} \mathcal{P}_{i}$, where $\Lambda=\sum_{i=1}^{\infty} \delta_{\lambda_{i}} \sim \operatorname{PRM}(\nu)$ on the space $(0, \infty)$ and $\mathcal{P}_{i}, i \geq 1$ are independent copies of the point process $\mathcal{P}$ and are independent of $\Lambda$, and $\Theta$ is a positive random variable independent of $\Lambda$ and $\left\{\mathcal{P}_{i}\right\}_{i \geq 1}$. We shall denote this by $N \sim \operatorname{SScDPPP}(v, \mathcal{P}, \Theta)$. If $\Theta \equiv 1$, we call $N$ a scale-decorated Poisson point process $(S c D P P P)$ and denote it by $N \sim \operatorname{ScDPPP}(v, \mathcal{P})$.

Our next result establishes that the limiting point process (2.5) admits an SScDPPP representation and confirms that a prediction of [19] remains valid in our setup. Moreover, the scale-Laplace functional of $N_{*}$ (i.e., the left hand side of (2.7) below) can always be expressed as a multiplicative convolution of an $\alpha$-Fréchet distribution with some measure. This is a scale-analogue of a property investigated in [42] (see property (SUS) therein).

Theorem 2.3. Under the assumptions of Theorem 2.1 , the limiting point process $N_{*} \sim \operatorname{SScDPPP}\left(v_{\alpha}^{+}, T \delta_{\varepsilon},(r W)^{1 / \alpha}\right)$, where $\varepsilon$ is $a \pm 1$-valued random variable with $\mathbf{P}(\varepsilon=1)=p, v_{\alpha}^{+}(d x)=\alpha x^{-\alpha-1} d x$ is a measure on $(0, \infty)$ and $T$ is a positive integer valued random variable (independent of $\varepsilon$ ) with probability mass function (2.4). Furthermore, for all $g \in C_{c}^{+}([-\infty, \infty] \backslash\{0\}), N_{*}$ satisfies

$$
\begin{equation*}
\mathbf{E}^{*}\left(\exp \left\{-\int g(x / y) N_{*}(d x)\right\}\right)=\mathbf{E}^{*}\left(\Phi_{\alpha}\left(c_{g} y W^{-1 / \alpha}\right)\right), \quad y>0 \tag{2.7}
\end{equation*}
$$

where $\Phi_{\alpha}$ denotes the distribution function of an $\alpha$-Fréchet random variable, i.e. $\Phi_{\alpha}(x)=\exp \left\{-x^{-\alpha}\right\}, x>0$, and $c_{g}$ is a positive constant that depends on $g$ but not on $y$.

The scale-decoration in the SScDPPP representation of $N_{*}$ is the point process consisting of $T$ many repetitions of the random point $\varepsilon$. This is due to the fact that very few (more precisely, a $W$-mixture of Poisson many) edge random variables survive the scaling by $b_{n}$ and the surviving ones come with random cluster-sizes that are independent copies of $T$. The presence of $\varepsilon$ in the scale-decoration can be justified by the fact that the surviving edge random variables are positive and negative with probabilities $p$ and $q$, respectively (see (1.3)).

Remark 2.4 (Superposability). Let $N_{*}^{(i)}=\sum_{l=1}^{\infty} T_{l}^{(i)} \delta_{\left(r W_{i}\right)^{1 / \alpha} j_{l}^{(i)}}$, $i=1,2$ be two independent copies of (2.5). Then using Laplace functionals, it can easily be verified that for two positive constants $a_{1}$ and $a_{2}, \mathbf{s}_{a_{1}} N_{*}^{(1)}+\mathbf{s}_{a_{2}} N_{*}^{(2)} \sim$ $\operatorname{SScDPPP}\left(v_{\alpha}^{+}, T \delta_{\varepsilon},\left(r\left(a_{1}^{\alpha} W_{1}+a_{2}^{\alpha} W_{2}\right)^{1 / \alpha}\right)\right)$. In particular, when the underlying Galton-Watson tree is a d-regular tree (i.e., $Z_{1} \equiv d \geq 2$ ), then the limiting point process is the Poisson cluster process $N_{*, d} \sim \operatorname{ScDPPP}\left(v_{\alpha}^{+}, d^{G} \delta_{\varepsilon}\right)$, where $G$ follows a Geometric ( $1 / d$ ) distribution (independently of $\varepsilon$ ) with probability mass function $\mathbf{P}(G=k)=(1-1 / d)^{k} d^{-1}$, $k \geq 0$, and $N_{*, d}$ satisfies the superposability property described as follows. If $N_{*, d}^{(i)}, i=1,2$ are two independent copies of $N_{*, d}$, then $\mathbf{s}_{a_{1}} N_{*, d}^{(1)}+\mathbf{s}_{a_{2}} N_{*, d}^{(2)} \stackrel{\mathcal{L}}{=} N_{*, d}$ for any two positive constants $a_{1}$, $a_{2}$ such that $a_{1}^{\alpha}+a_{2}^{\alpha}=1$. Following [22], $N_{*, d}$ can be viewed as an strictly $\alpha$-stable point process and hence is expected to have an ScDPPP representation (see Section 3 of aforementioned reference). More generally, $\mathbf{s}_{W^{-1 / \alpha}} N_{*}$ is an $\alpha$-stable point process. For similar statements in case of exp-1-stable point processes, see $[19,37]$ and [42].

### 2.2. Order and gap statistics

The point process convergence in Theorem 2.1 helps us to derive some properties of the order and gap statistics; see also [38] for related works on branching Brownian motion. Let $M_{n}^{(k)}$ denote the $k$ th upper order statistic coming from the $n$th generation, $G_{n}^{(k)}=M_{n}^{(k)}-M_{n}^{(k+1)}$ be the $k$ th gap statistic and $M_{n}^{\prime}:=\min _{|\mathbf{v}|=n} S_{\mathbf{v}}$ be the minima. In order to study the asymptotic properties of these statistics, we need a few more notations as described below. We denote by $\pi$ a partition of an integer $l$ of the form $l=i_{1} y_{1}+i_{2} y_{2}+\cdots+i_{|\pi|} y_{|\pi|}$, where each $i_{j}$ repeats $y_{j}$ many times in the partition, and $i_{1}<i_{2}<\cdots<i_{|\pi|}$. Here $|\cdot|$ denotes the number of distinct elements in a partition. Let $\Pi_{l}$ be the set of all such partitions of the integer $l$.

Theorem 2.5. With the assumptions of Theorem 2.1 and $\left\{b_{n}\right\}$ as in (2.1), the following asymptotic properties hold.
(a) (Minima) For all $x>0$,

$$
\lim _{n \rightarrow \infty} \mathbf{P}^{*}\left(M_{n}^{\prime}>-b_{n} x\right)=\mathbf{E}^{*}\left(\exp \left\{-r W q x^{-\alpha}\right\}\right) .
$$

(b) ( $k$ th upper order statistic) For all $x>0$,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \mathbf{P}^{*}\left(M_{n}^{(k)} \leq b_{n} x\right) \\
& \quad=\mathbf{E}^{*}\left(\exp \left\{-r W p x^{-\alpha}\right\}\right)+\sum_{l=1}^{k-1} \sum_{\pi \in \Pi_{l}} \mathbf{E}^{*}\left[\prod_{j=1}^{|\pi|}\left(\left(r W p x^{-\alpha} \gamma\left(i_{j}\right)\right)^{y_{j}} \exp \left\{-r W p x^{-\alpha} \gamma\left(i_{j}\right)\right\}\right)\right] \tag{2.8}
\end{align*}
$$

(c) (Joint distribution of $k$ th and $(k+1)$ th upper order statistics) For all $(u, v)$ such that $0<u<v$,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \mathbf{P}^{*}\left(M_{n}^{(k+1)} \leq b_{n} u, M_{n}^{(k)} \leq b_{n} v\right) \\
& \quad=\mathbf{E}^{*}\left(\xi_{0,(u, \infty]}(W)\right)+\sum_{j=1}^{k} \mathbf{E}^{*}\left(\xi_{0,(v, \infty]}(W) \xi_{j,(u, v]}(W)\right)+\sum_{l=1}^{k-1} \sum_{j=0}^{k-l} \mathbf{E}^{*}\left(\xi_{l,(v, \infty]}(W) \xi_{j,(u, v]}(W)\right), \tag{2.9}
\end{align*}
$$

where for all $l \geq 0$ and for all $A \subset[-\infty, \infty] \backslash\{0\}$ such that $v_{\alpha}(A)<\infty$,

$$
\xi_{l, A}(W):= \begin{cases}e^{-r W v_{\alpha}(A)} & \text { if } l=0, \\ \sum_{\pi \in \Pi_{l}} \prod_{j=1}^{|\pi|}\left(r W v_{\alpha}(A) \gamma\left(i_{j}\right)\right)^{y_{j}} \frac{1}{y_{j}!} e^{-r W v_{\alpha}(A) \gamma\left(i_{j}\right)} & \text { if } l \geq 1 .\end{cases}
$$

(d) ( $k$ th gap statistic) Let $L: \mathbb{R}^{+} \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be the map $L(u, v)=v-u$. Then $\mathbf{P}^{*}\left(b_{n}^{-1} G_{n}^{(k)} \in \cdot\right) \rightarrow \zeta_{k} \circ L^{-1}$ where $\zeta_{k}$ is a probability measure on $\mathbb{R}^{+} \times \mathbb{R}^{+}$with joint cumulative distribution function (2.9).
The second term in (2.8) and the third term in (2.9) are both interpreted as zero when $k=1$.
Remark 2.6 (Maxima). Note that putting $k=1$ in (2.8), we recover Theorem 1 of [24] in our framework. By Theorem 8.2 (page 15) of [28] (see also [7], Theorem 2, page 29), the limiting distribution function of the scaled maxima of the nth generation can be written as

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}^{*}\left(M_{n}^{(1)} \leq b_{n} x\right)=\phi\left(r p x^{-\alpha}\right), \quad x>0, \tag{2.10}
\end{equation*}
$$

where $\phi$ is the unique (up to a scale-change) completely monotone function on $\mathbb{R}^{+}$satisfying

$$
\begin{equation*}
\phi(z)=f(\phi(z / \mu)) \tag{2.11}
\end{equation*}
$$

with $f$ being the probability generating function of the branching random variable $Z_{1}$.

Example 2.1 (Maxima for geometric branching). Suppose that the offspring distribution of the underlying branching process is geometric with parameter $b \in(0,1)$ and probability mass function $\mathbf{P}\left(Z_{1}=k\right)=b(1-b)^{k-1}, k \geq 1$. It is easy to check that the completely monotone function $\phi(u)=\frac{1}{1+d u}, u>0$ satisfies the functional equation (2.11) for any scaling constant $d>0$. Therefore using (2.10) and the fact that $E(W)=1$ (a consequence of Kesten-Stigum condition (1.1); see [31]), it follows that $d=1$ and

$$
\lim _{n \rightarrow \infty} \mathbf{P}\left(M_{n} \leq b_{n} x\right)=\frac{1-b}{1-b+p x^{-\alpha}}, \quad x>0
$$

## 3. Outline of proof of Theorem 2.1

In this section, we outline the main result's proof, which is based on a twofold truncation technique using extreme value theory. We attain this via four lemmas, whose proofs will be given in the next section. For ease of presentation, we shall use Ulam-Harris labeling system described recursively as follows. The $i$ th descendant of the root $o$ is denoted by $i$ and $j$ th descendant of an $(n-1)$ th generation vertex $\left(i_{1}, \ldots, i_{n-1}\right)$ is denoted by $\left(i_{1}, \ldots, i_{n-1}, j\right)$. We abuse the notation and denote an edge joining an $(n-1)$ th generation vertex and an $n$th generation vertex using the same label as the latter vertex. Such an edge is assumed to belong to the $n$th generation. Let $D_{n}$ denote the vertices (and hence edges because of the abuse of notation) in the $n$th generation and $C_{n}=\bigcup_{i=1}^{n} D_{i}$ denote the vertices (as well as edges) up to the $n$th generation of the underlying Galton-Watson tree. With these notations, we describe below the mains steps of the proof of Theorem 2.1.

### 3.1. One large jump

Following [24], it is easy to see that with very high probability, for every vertex $\mathbf{v} \in D_{n}$, among all $\mathbf{e} \in I_{\mathbf{v}}$ at most one edge random variable $X_{\mathbf{e}}$ will be large enough to survive the scaling by $b_{n}$. Hence we can expect that the asymptotic behavior of $N_{n}$ will be same as that of

$$
\begin{equation*}
\tilde{N}_{n}=\sum_{|\mathbf{v}|=n} \sum_{\mathbf{e} \in I_{\mathbf{v}}} \delta_{b_{n}^{-1} X_{\mathbf{e}}} . \tag{3.1}
\end{equation*}
$$

More precisely, we shall establish the following lemma.
Lemma 3.1. Under the assumptions of Theorem 2.1, for every $\epsilon>0$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbf{P}^{*}\left(\rho\left(N_{n}, \tilde{N}_{n}\right)>\epsilon\right)=0, \tag{3.2}
\end{equation*}
$$

where $\rho$ is the vague metric introduced at the beginning of Section 2.
This lemma formalizes the well-known principle of one large jump (see, e.g., Steps 3 and 4 in Section 2 of [24]) at the level of point processes and it can be shown by molding the proof of Theorem 3.1 in [39]. Because of Lemma 3.1, it is enough to investigate the weak convergence of (3.1), which is much easier compared to that of (2.3).

### 3.2. Cutting the tree

The first truncation is a standard one that has been used in branching random walks. First fix a positive integer $K$. Taking $n>K$, look at the tree $\mathbb{T}$ up to the $n$th generation and cut it at $(n-K)$ th generation keeping last $K$ generations alive; see Figure 1. This means that after cutting the tree, we will be left with a forest containing $K$ generations of $\left|D_{n-K}\right|$ many independent (under $\mathbf{P}$ ) Galton-Watson trees with roots being the vertices at the ( $n-K$ )th generation of the original tree $\mathbb{T}$ and the same offspring distribution as before. We label the new sub-trees in this forest as $\left\{\mathbb{T}_{j}\right\}_{j=1}^{\left|D_{n-K}\right|}$.


Fig. 1. Cutting the Galton-Watson tree $(n=3, K=1)$ at generation 2.

Each vertex $\mathbf{v}$ in the $n$th generation of the original tree $\mathbb{T}$ belongs to the $K$ th generation of some sub-tree $\mathbb{T}_{j}$ and we denote by $I_{\mathbf{v}}^{K}$ the unique geodesic path from the root of $\mathbb{T}_{j}$ to the vertex $\mathbf{v}$. We introduce another point process generated by the i.i.d. heavy-tailed random variables attached to the edges of the forest as follows:

$$
\begin{equation*}
\tilde{N}_{n}^{(K)}:=\sum_{|\mathbf{v}|=n} \sum_{\mathbf{e} \in I_{\mathbf{v}}^{K}} \delta_{b_{n}^{-1} X_{\mathrm{e}}}, \tag{3.3}
\end{equation*}
$$

where $|\mathbf{v}|$ denotes the generation of $|\mathbf{v}|$ in the original tree $\mathbb{T}$. The following lemma asserts that as long as $K$ is large, (3.3) is a good approximation of (3.1).

Lemma 3.2. Under the assumptions of Theorem 2.1, for every $\epsilon>0$,

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{P}^{*}\left(\rho\left(\tilde{N}_{n}, \tilde{N}_{n}^{(K)}\right)>\epsilon\right)=0 . \tag{3.4}
\end{equation*}
$$

In light of the above lemma, it is enough to find the weak limit of (3.3) as $n \rightarrow \infty$ keeping $K$ fixed, and then letting $K \rightarrow \infty$. This can be achieved with the help of another truncation as mentioned below.

### 3.3. Pruning the forest

This is the second truncation step, which is also quite standard in branching process theory. Fix an integer $K>0$ and for each edge $\mathbf{e}$ in the forest $\bigcup_{j=1}^{\left|D_{n-K}\right|} \mathbb{T}_{j}$, define $A_{\mathbf{e}}$ to be the number of descendants of $\mathbf{e}$ at $n$th generation of $\mathbb{T}$. Fix another integer $B>1$ large enough so that $\mu_{B}:=\mathbf{E}\left(Z_{1}^{(B)}\right)>1$, where $Z_{1}^{(B)}:=Z_{1} \mathbb{1}\left(Z_{1} \leq B\right)+B \mathbb{1}\left(Z_{1}>B\right)$. We modify the forest according to the pruning algorithm mentioned below (see also Figure 2).

P1. Start with the sub-tree $\mathbb{T}_{1}$ and look at its root.
P2. If the root has more than $B$ many children (edges), then keep the first $B$ many edges according to our labeling, and delete the others and their descendants. If the number of children (edges) of the root is less than or equal to $B$, then do nothing.
P3. Now we can have at most $B$ many vertices in the first generation of the sub-tree $\mathbb{T}_{1}$. Repeat Step P2 for children (edges) of each of these vertices. Continue with this algorithm up to the children (edges) of the ( $K-1$ )th generation vertices (of the sub-tree $\mathbb{T}_{1}$ ).
P4. Repeat Steps P2 and P3 for the other sub-trees $\mathbb{T}_{2}, \ldots, \mathbb{T}_{\left|D_{n-K}\right|}$.


Fig. 2. Pruning of the forest obtained in Figure 1 with $B=2$.

Note that under $\mathbf{P}$, these $\left|D_{n-K}\right|$ many pruned sub-trees are independent copies of a Galton-Watson tree (up to the $K$ th generation) with a bounded branching random variable $Z_{1}^{(B)}$. For each $j$, we denote by $\mathbb{T}_{j}^{(B)}$ the pruned version of $\mathbb{T}_{j}$. For each edge $\mathbf{e}$ in $\bigcup_{j=1}^{\left|D_{n-K}\right|} \mathbb{T}_{j}^{(B)}$, we define $A_{\mathbf{e}}^{(B)}$ to be the number of descendants of $\mathbf{e}$ in the $K$ th generation of the corresponding pruned sub-tree. Observe that for every vertex $\mathbf{e}$ at the $i$ th generation of any sub-tree $\mathbb{T}_{j}^{(B)}, A_{\mathbf{e}}^{(B)}$ is equal is distribution to $Z_{K-i}^{(B)}$, where $\left\{Z_{i}^{(B)}\right\}_{i \geq 0}$ denotes a branching process with $Z_{0}^{(B)} \equiv 1$ and branching random variable $Z_{1}^{(B)}$. For each $i=1,2, \ldots, K$, we denote by $D_{n-K+i}^{(B)}$ the union of all $i$ th generation vertices (as well as edges) from the pruned sub-trees $\mathbb{T}_{j}^{(B)}, j=1,2, \ldots,\left|D_{n-K}\right|$. We introduce another point process as follows.

$$
\begin{equation*}
\tilde{N}_{n}^{(K, B)}:=\sum_{\mathbf{v} \in D_{n}^{(B)}} \sum_{\mathbf{e} \in I_{\mathbf{v}}} \delta_{b_{n}^{-1} X_{\mathbf{e}}} . \tag{3.5}
\end{equation*}
$$

The point processes $\tilde{N}_{n}^{(K)}$ and $\tilde{N}_{n}^{(K, B)}$ are not simple point processes since both of them have alternative representations as given below.

$$
\begin{equation*}
\tilde{N}_{n}^{(K)}=\sum_{i=0}^{K-1} \sum_{\mathbf{e} \in D_{n-i}} A_{\mathbf{e}} \delta_{b_{n}^{-1} X_{\mathbf{e}}} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{N}_{n}^{(K, B)}=\sum_{i=0}^{K-1} \sum_{\mathbf{e} \in D_{n-i}^{(B)}} A_{\mathbf{e}}^{(B)} \delta_{b_{n}^{-1} X_{\mathbf{e}}} \tag{3.7}
\end{equation*}
$$

The set of all trees up to $K$ th generation becomes a finite set due to pruning. This helps in the computation of the limit (4.6) below. The next lemma encompasses this second truncation step and reduces our work to computation of weak limit of (3.7) obtained by letting $n \rightarrow \infty$, and then $B \rightarrow \infty$, and finally $K \rightarrow \infty$.

Lemma 3.3. Under the assumptions of Theorem 2.1, for each fixed positive integer $K>1$ and for all $\epsilon>0$,

$$
\begin{equation*}
\lim _{B \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{P}^{*}\left(\rho\left(\tilde{N}_{n}^{(K)}, \tilde{N}_{n}^{(K, B)}\right)>\epsilon\right)=0 . \tag{3.8}
\end{equation*}
$$

### 3.4. Computation of weak limit

We shall compute the weak limit of (3.7) by investigating its Laplace functional. This is carried out using a conditioning argument and extreme value theory. The conditioning argument helps us to exploit the independence in the underlying tree structure. This results in the following lemma, which should be regarded as the key step in proving Theorem 2.1.

Lemma 3.4. Under the conditions of Theorem 2.1, the following weak convergence results hold in the space $\mathcal{M}$ of all Radon point measures on $[-\infty, \infty] \backslash\{0\}$ under the measure $\mathbf{P}^{*}$.
(a) For each positive integer $K$ and each integer $B>1$ with $\mu_{B}>1$, there exists a point process $N_{*}^{(K, B)}$ such that $\tilde{N}_{n}^{(K, B)} \Rightarrow N_{*}^{(K, B)}$ as $n \rightarrow \infty$.
(b) For each positive integer $K$, there exists a point process $N_{*}^{(K)}$ such that $N_{*}^{(K, B)} \Rightarrow N_{*}^{(K)}$ as $B \rightarrow \infty$.
(c) As $K \rightarrow \infty, N_{*}^{(K)} \Rightarrow N_{*}$.

For detailed descriptions of the point processes $N_{*}^{(K, B)}$ and $N_{*}^{(K)}$, see Section 4 below.

### 3.5. Proof of Theorem 2.1

It is easy to check that (2.5) is $\mathbf{P}^{*}$-almost surely Radon and hence is a random element of $\mathcal{M}$ with $\mathbb{E}=[-\infty, \infty] \backslash\{0\}$. To compute the Laplace functional of $N_{*}$, take any $g \in C_{c}^{+}([-\infty, \infty] \backslash\{0\})$ and observe that

$$
\begin{equation*}
\mathbf{E}^{*}\left(e^{-N_{*}(g)}\right)=\mathbf{E}^{*}\left[\mathbf{E}^{*}\left(e^{-N_{*}(g)} \mid W\right)\right]=\mathbf{E}^{*}\left[\mathbf{E}^{*}\left(e^{-N(f)} \mid W\right)\right] \tag{3.9}
\end{equation*}
$$

where $f$ is the function $f(t, x)=\operatorname{tg}(x)$ defined on $\mathbb{N} \times([-\infty, \infty] \backslash\{0\})$ and $N$ is the Cox process $N=$ $\sum_{l=1}^{\infty} \delta_{\left(T_{l},(r W)^{1 / \alpha} j_{l}\right)}$. Using Propositions 3.6 and 3.8 in [40], we get

$$
\mathbf{E}^{*}\left(e^{-N(f)} \mid W\right)=\exp \left\{-r W \int_{|x|>0} \mathbf{E}\left(1-e^{-f\left(T_{1}, x\right)}\right) v_{\alpha}(d x)\right\}
$$

which can be shown to be equal to the random quantity inside the expectation in (2.6). Therefore, the second part of Theorem 2.1 follows from (3.9).

Using Lemmas 3.2, 3.3 and 3.4 and applying twice a standard converging together argument (see, e.g., Theorem 3.5 in [41]), it follows that under $\mathbf{P}^{*}$,

$$
\begin{equation*}
\tilde{N}_{n} \Rightarrow N_{*} \quad \text { as } n \rightarrow \infty \tag{3.10}
\end{equation*}
$$

from which the weak convergence in Theorem 2.1 follows by a simple application of Theorem 3.4 of [41] combined with Lemma 3.1 above.

## 4. Rest of the proofs

Throughout this section $\mathbf{P}_{\mathbb{T}}^{*}$ will denote the probability obtained by conditioning $\mathbf{P}^{*}$ on the whole Galton-Watson tree $\mathbb{T}$ and $\mathbb{E}$ will denote the space $[-\infty, \infty] \backslash\{0\}$. Also we will use the notation $\mathcal{S}$ to denote the event that the Galton-Watson tree survives.

### 4.1. Proof of Lemma 3.2

Let $g \in C_{c}^{+}(\mathbb{E})$ with support $(g) \subseteq\{x:|x|>\delta\}$, for some $\delta>0$. By definition of the vague convergence, it is enough to show that for all $\epsilon>0$,

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{P}^{*}\left(\left|\tilde{N}_{n}(g)-\tilde{N}_{n}^{K}(g)\right|>\epsilon\right)=0 \tag{4.1}
\end{equation*}
$$

Recall that $C_{n-K}=\{\mathbf{v}:|\mathbf{v}| \leq n-K\}$. Define $B_{n, K}$ to be the event that all the random variables in the collection $\left\{X_{\mathbf{e}}: \mathbf{e} \in C_{n-K}\right\}$ are less than $b_{n} \delta / 2$ in modulus. We claim that $\lim _{K \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{P}^{*}\left(B_{n, K}^{c}\right)=0$, which will follow provided we show that

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{P}_{\mathbb{T}}^{*}\left(B_{n, K}^{c}\right)=0 \quad \text { for } \mathbf{P}^{*} \text {-almost all } \mathbb{T} \text {. } \tag{4.2}
\end{equation*}
$$

To this end, note that conditioned on the tree $\mathbb{T}, \sum_{\mathbf{e} \in C_{n-K}} \delta_{b_{n}^{-1}\left|X_{\mathrm{e}}\right|}(\theta, \infty]$ follows a $\operatorname{Binomial}\left(\left|C_{n-K}\right|\right.$, $\left.\mathbf{P}\left(\left|X_{\mathbf{e}}\right|>b_{n} \theta\right)\right)$ distribution, and for each $K \geq 1$, the following $\mathbf{P}^{*}$-almost sure convergence holds:

$$
\begin{aligned}
\left|C_{n-K}\right| \mathbf{P}\left(\left|X_{\mathbf{e}}\right|>b_{n} \theta\right) & =\frac{\left|C_{n-K}\right|}{\mu^{n-K}} \frac{1}{\mu^{K}} \mu^{n} \mathbf{P}\left(\left|X_{\mathbf{e}}\right|>b_{n} \theta\right) \\
& \xrightarrow{n \rightarrow \infty} \frac{\mu}{\mu-1} W \frac{1}{\mu^{K}} \theta^{-\alpha}=: \lambda(\theta, K) .
\end{aligned}
$$

Therefore, for all $K \geq 1, \sum_{\mathbf{e} \in C_{n-K}} \delta_{b_{n}^{-1}\left|X_{\mathbf{e}}\right|}(\theta, \infty] \Rightarrow \mathcal{P} \sim \operatorname{Poisson}(\lambda(\theta, K))$ as $n \rightarrow \infty$ under $\mathbf{P}_{\mathbb{T}}^{*}$ for $\mathbf{P}^{*}$-almost all $\mathbb{T}$. Because of Kesten-Stigum condition (1.1), $\lambda(\theta, K) \rightarrow 0 \mathbf{P}^{*}$-almost surely as $K \rightarrow \infty$. In particular, we get $\lim _{n \rightarrow \infty} \mathbf{P}_{\mathbb{T}}^{*}\left(B_{n, K}^{c}\right)=\mathbf{P}_{\mathbb{T}}^{*}(\mathcal{P}>1)$, which tends to zero as $K \rightarrow \infty$ for $\mathbf{P}^{*}$-almost all $\mathbb{T}$ and hence (4.2) holds. To finish the proof from here, observe that $\mathbf{P}_{\mathbb{T}}^{*}\left(\left|\tilde{N}_{n}(g)-\tilde{N}_{n}^{K}(g)\right|>\epsilon, B_{n, K}\right) \equiv 0$ since the support of $g$ is contained in $\{x:|x|>\delta\}$. Hence (4.1) follows immediately from (4.2).

### 4.2. Proof of Lemma 3.3

Let $g \in C_{c}^{+}(\mathbb{E})$ be as in proof of Lemma 3.2 with $\operatorname{support}(g) \subseteq\{x:|x|>\delta\}$ and $\|g\|_{\infty}:=\sup _{x \in \mathbb{E}}|g(x)|<\infty$. To show (3.8), it is enough to show that for such $g \in C_{c}^{+}(\mathbb{E})$ and $\epsilon>0$,

$$
\lim _{B \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{P}^{*}\left[\left|\tilde{N}_{n}^{K}(g)-\tilde{N}_{n}^{(K, B)}(g)\right|>\epsilon\right]=0 .
$$

Noting that the points from the point process $\tilde{N}_{n}^{(K, B)}$ are contained in the point process $\tilde{N}_{n}^{K}$, and using (3.6) and (3.7), we have $\left|\tilde{N}_{n}^{(K)}(g)-\tilde{N}_{n}^{(K, B)}(g)\right|=\sum_{i=0}^{K-1}\left(S_{i, n, B}^{(1)}+S_{i, n, B}^{(2)}\right)$, where $S_{i, n, B}^{(1)}=\sum_{\mathbf{e} \in D_{n-i}}\left(A_{\mathbf{e}}-A_{\mathbf{e}}^{(B)}\right) g\left(b_{n}^{-1} X_{\mathbf{e}}\right)$ and $S_{i, n, B}^{(2)}=\sum_{\mathbf{e} \in D_{n-i} \backslash D_{n-i}^{(B)}} A_{\mathbf{e}}^{(B)} g\left(b_{n}^{-1} X_{\mathbf{e}}\right)$. Since $\mathbf{P}^{*}(\cdot) \leq(\mathbf{P}(\mathcal{S}))^{-1} \mathbf{P}(\cdot)$, it is enough to show that for each $i$, both $S_{i, n, B}^{(1)}$ and $S_{i, n, B}^{(2)}$ are negligible under $\mathbf{P}$.

To this end, fix $0 \leq i \leq K-1$ and $\eta>0$. Using Markov's inequality, Wald's identity and the bound $|g| \leq$ $\|g\|_{\infty} \mathbb{1}_{[-\infty,-\delta) \cup(\delta, \infty]}$, we get

$$
\begin{aligned}
\mathbf{P}\left(S_{i, n, B}^{(1)}>\eta\right) & \leq \frac{1}{\eta} \mathbf{E}\left(Z_{n-i}\right) \mathbf{E}\left(A_{\mathbf{e}}-A_{\mathbf{e}}^{(B)}\right) \mathbf{E}\left(g\left(b_{n}^{-1} X_{\mathbf{e}}\right)\right) \\
& \leq \frac{1}{\eta \mu^{i}}\|g\|_{\infty} \mathbf{E}\left(A_{\mathbf{e}}-A_{\mathbf{e}}^{(B)}\right) \mu^{n} \mathbf{P}\left(\left|X_{\mathbf{e}}\right|>b_{n} \delta\right),
\end{aligned}
$$

from which first letting $n \rightarrow \infty$ based on (2.1) and then letting $B \rightarrow \infty$, it follows that

$$
\lim _{B \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbf{P}\left(S_{i, n, B}^{(1)}>\eta\right)=0 .
$$

We can deal with $S_{i, n, B}^{(2)}$ in a similar fashion and obtain

$$
\begin{aligned}
\mathbf{P}\left(S_{i, n, B}^{(2)}>\eta\right) & \leq \frac{\|g\|_{\infty}}{\eta} \mathbf{E}\left(A_{\mathbf{e}}^{(B)}\right) \mathbf{P}\left(\left|X_{\mathbf{e}}\right|>b_{n} \delta\right) \mathbf{E}\left(\left|D_{n-i}\right|-\left|D_{n-i}^{(B)}\right|\right) \\
& \leq \frac{\|g\|_{\infty}}{\eta} \mathbf{E}\left(A_{\mathbf{e}}\right) \mu^{n} \mathbf{P}\left(|X|>b_{n} \delta\right)\left(\frac{1}{\mu^{i}}-\frac{\mu_{B}^{K}}{\mu_{B}^{i}} \mu^{-K}\right) .
\end{aligned}
$$

Therefore, $\lim _{B \rightarrow \infty} \lim \sup _{n \rightarrow \infty} \mathbf{P}\left(S_{i, n, B}^{(2)}>\eta\right)=0$. This suffices.

### 4.3. Proof of Lemma 3.4

We shall first establish (a). To this end, we introduce an event $S_{n-K}$ which is empty when $\left|D_{n-K}\right|=0$, and on ( $\left|D_{n-K}\right|>0$ ), it is the event that there is at least one infinite tree rooted at the $(n-K)$ th generation of the
underlying Galton-Watson tree. Using $\mathbb{1}_{\mathcal{S}}=\mathbb{1}_{\left(\left|D_{n-K}\right|>0\right)} \mathbb{1}_{S_{n-K}}$ and $d \mathbf{P}^{*}=\mathbf{P}(\mathcal{S})^{-1} \mathbb{1}_{\mathcal{S}} d \mathbf{P}$, we get that for every $g \in C_{c}^{+}([-\infty, \infty] \backslash\{0\})$,

$$
\begin{align*}
\mathbf{E}^{*}\left[\exp \left\{-\tilde{N}_{n}^{(K, B)}(g)\right\}\right]= & \frac{1}{\mathbf{P}(\mathcal{S})} \mathbf{E}\left[\mathbb{1}_{\mathcal{S}} \exp \left\{-\tilde{N}_{n}^{(K, B)}(g)\right\}\right] \\
= & \frac{1}{\mathbf{P}(\mathcal{S})} \mathbf{E}\left[\mathbb{1}_{\left(\left|D_{n-K}\right|>0\right)} \exp \left\{-\tilde{N}_{n}^{(K, B)}(g)\right\}\right] \\
& -\frac{1}{\mathbf{P}(\mathcal{S})} \mathbf{E}\left[\mathbb{1}_{\left(\left|D_{n-K}\right|>0\right)} \mathbb{1}_{S_{n-K}^{c}} \exp \left\{-\tilde{N}_{n}^{(K, B)}(g)\right\}\right] . \tag{4.3}
\end{align*}
$$

It is easy to see that the second term of the above is bounded by

$$
\frac{1}{\mathbf{P}(\mathcal{S})} \mathbf{E}\left(\mathbb{1}_{\left\{Z_{n-K}>0\right\}} \mathbb{1}_{S_{n-K}^{c}}\right)=\frac{1}{\mathbf{P}(\mathcal{S})} \mathbf{E}\left(\mathbb{1}_{\left\{Z_{n-K}>0\right\}} p_{e}^{Z_{n-K}}\right),
$$

where $p_{e}=\mathbf{P}\left(\mathcal{S}^{c}\right)$ denotes the probability of extinction of the underlying Galton-Watson tree. Since our tree is supercritical, $p_{e}<1$ and $\mathbf{P}$-almost surely, $Z_{n-K} \rightarrow \infty$ as $n \rightarrow \infty$ on the event $\mathcal{S}$. Using the $\mathbf{P}$-almost sure convergence $\mathbb{1}_{\left\{Z_{n-K}>0\right\}} \rightarrow \mathbb{1}_{\mathcal{S}}$, it is easy to see that second term of (4.3) tends to zero as $n \rightarrow \infty$.

It is enough to study asymptotics of (4.3). We shall first condition on the $\mathcal{F}_{n-K}$ and then use the fact that conditioned on $\mathcal{F}_{n-K},\left\{\left(A_{\mathbf{e}}, X_{\mathbf{e}}\right)_{\mathbf{e} \in \mathbb{T}_{j}}: j=1, \ldots,\left|D_{n-K}\right|\right\}$ is a collection of independent and identically distributed random variables under $\mathbf{P}$. This will imply that (4.3) is equal to

$$
\begin{align*}
& \frac{1}{\mathbf{P}(\mathcal{S})} \mathbf{E}\left[\mathbf{E}\left(\mathbb{1}_{\left(\left|D_{n-K}\right|>0\right)} \exp \left\{-\sum_{j=1}^{\left|D_{n-K}\right|} \sum_{\mathbf{e} \in \mathbb{T}_{j}^{(B)}} A_{\mathbf{e}}^{(B)} g\left(b_{n}^{-1} X_{\mathbf{e}}\right)\right\} \mid \mathcal{F}_{n-K}\right)\right] \\
& =\frac{1}{\mathbf{P}(\mathcal{S})} \mathbf{E}\left[\mathbb{1}_{\left(\left|D_{n-K}\right|>0\right)}\left(\mathbf{E}\left(\exp \left\{-\sum_{\mathbf{e} \in \mathbb{T}_{1}^{(B)}} A_{\mathbf{e}}^{(B)} g\left(b_{n}^{-1} X_{\mathbf{e}}\right)\right\}\right)\right)^{\left|D_{n-K}\right|}\right] . \tag{4.4}
\end{align*}
$$

Define $\mathcal{T}_{K, B}$ to be the set of all rooted trees having at most $K$ generations and each vertex having at most $B$ branches. Then the inner expectation in (4.4) can be written as

$$
1-\frac{1}{\mu^{n}} \sum_{\mathbf{t} \in \mathcal{T}_{K, B}} \mathbf{P}\left(\mathbb{T}_{1}^{(B)}=\mathbf{t}\right) \mathbf{E}\left[\mu^{n}\left(1-e^{-\sum_{\mathbf{e} \in \mathbf{t}} A_{\mathbf{e}}^{(B)} g\left(b_{n}^{-1} X_{\mathrm{e}}\right)}\right) \mid \mathbb{T}_{1}^{(B)}=\mathbf{t}\right] .
$$

For each fixed $\mathbf{t} \in \mathcal{T}_{K, B}$, we shall first compute the limit (as $n \rightarrow \infty$ ) of the conditional expectation in the above expression. To this end, we shall denote the edges of the tree by the pair $(i, j)$, which will indicate the $j$ th edge in the $i$ th generation of $\mathbf{t}$. The corresponding $A_{\mathbf{e}}^{(B)}$ and $X_{\mathbf{e}}$ will be denoted by $A_{(i, j)}^{(B)}$ and $X_{(i, j)}$, respectively. Also $|\mathbf{t}|_{i}$ will denote the total number of vertices in the $i$ th generation of $\mathbf{t}$ and $|\mathbf{t}|:=\sum_{i=1}^{K}|t|_{i}$. With these notations, we have

$$
\begin{aligned}
\mathbf{E} & {\left[\mu^{n}\left(1-e^{-\sum_{\mathbf{e} \in \mathbf{t}} A_{\mathbf{e}}^{(B)} g\left(b_{n}^{-1} X_{\mathbf{e}}\right)}\right) \mid \mathbb{T}_{1}^{(B)}=\mathbf{t}\right] } \\
& =\int\left(1-\exp \left\{-\sum_{i=1}^{K} \sum_{j=1}^{|\mathbf{t}|_{i}} A_{(i, j)}^{(B)} g\left(x_{(i, j)}\right)\right\}\right) \mu^{n} \mathbf{P}\left(b_{n}^{-1} \tilde{X} \in d \tilde{x} \mid \mathbb{T}_{1}^{(B)}=\mathbf{t}\right),
\end{aligned}
$$

where, conditioned on the event $\left\{\mathbb{T}_{1}^{(B)}=\mathbf{t}\right\}, \tilde{X}$ denotes the vector

$$
\left(X_{(1,1)}, \ldots, X_{\left(1,|\mathbf{t}|_{1}\right)}, \ldots, X_{(i, 1)}, \ldots, X_{\left(i,|\mathbf{t}|_{i}\right)}, \ldots, X_{(K, 1)}, \ldots, X_{\left(K,\left|| |_{K}\right)\right.}\right)
$$

and

$$
\tilde{A}^{(B)}=\left(A_{(1,1)}^{(B)}, \ldots, A_{\left(1,| |_{1}\right)}^{(B)}, \ldots, A_{(i, 11}^{(B)}, \ldots, A_{\left(i,| |_{\mid}\right)}^{(B)}, \ldots, A_{(K, 1)}^{(B)}, \ldots, A_{\left(K,| |_{K}\right)}^{(B)}\right) .
$$

Using the fact that $X_{\mathbf{e}}$ 's are independent and identically distributed random variables satisfying (2.1), we get

$$
\begin{equation*}
\mu^{n} \mathbf{P}\left(b_{n}^{-1} \tilde{X} \in \cdot \mid \mathbb{T}_{1}^{(B)}=\mathbf{t}\right) \xrightarrow{v} \tau_{\mathbf{t}}(\cdot)=\sum_{i=1}^{K} \sum_{j=1}^{|\mathbf{t}|_{i}} \tau_{(i, j)}^{\mathbf{t}}(\cdot) \tag{4.5}
\end{equation*}
$$

on the space $[-\infty, \infty]^{|\mathbf{t}|} \backslash\{\mathbf{0}\}$, where for all $1 \leq i \leq K$ and $1 \leq j \leq|\mathbf{t}|_{i}$

$$
\tau_{(i, j)}^{\mathbf{t}}:=\delta_{0} \times \cdots \times \delta_{0} \times \underbrace{v_{\alpha}}_{\left(\left|\mathbf{t}_{1}\right|+\cdots+\mid \mathbf{t}_{i-1}+j\right) \text { th position }} \times \delta_{0} \times \cdots \times \delta_{0}
$$

Note that on the event $\left\{\mathbb{T}_{1}^{(B)}=\mathbf{t}\right\}, \tilde{A}^{(B)}$ is a deterministic vector completely specified by $\mathbf{t}$. Hence using (4.5), we get that

$$
\begin{aligned}
& \int\left(1-\exp \left\{-\sum_{i=1}^{K} \sum_{j=1}^{|\mathbf{t}|_{i}} A_{(i, j)}^{(B)} g\left(x_{(i, j)}\right)\right\}\right) \mu^{n} \mathbf{P}\left(b_{n}^{-1} \tilde{X} \in d \tilde{x} \mid \mathbb{T}_{1}^{(B)}=\mathbf{t}\right) \\
& \rightarrow \sum_{i=1}^{K} \sum_{j=1}^{| | \mathbf{t}_{i}} \int_{|x|>0}\left(1-\exp \left\{-A_{(i, j)}^{(B)} g(x)\right\}\right) \nu_{\alpha}(d x)
\end{aligned}
$$

Since $\mathcal{T}_{K, B}$ is a finite set, it follows that as $n \rightarrow \infty$,

$$
\begin{align*}
& \sum_{\mathbf{t}} \mathbf{P}\left(\mathbb{T}_{1}^{(B)}=\mathbf{t}\right) \int\left(1-\exp \left\{-\sum_{i=1}^{K} \sum_{j=1}^{|\mathbf{t}|_{i}} A_{(i, j)}^{(B)} g\left(x_{(i, j)}\right)\right\}\right) \mu^{n} \mathbf{P}\left(b_{n}^{-1} \tilde{X} \in d \tilde{x} \mid \mathbb{T}_{1}^{(B)}=\mathbf{t}\right) \\
& \quad \rightarrow \sum_{i=1}^{K} \mathbf{E}\left[\sum_{j=1}^{\left[\mathbb{T}_{1}^{(B)} l_{i}\right.} \int_{|x|>0}\left(1-\exp \left\{-A_{(i, j)}^{(B)} g(x)\right\}\right) v_{\alpha}(d x)\right] \tag{4.6}
\end{align*}
$$

Let $Z_{i}^{(B)}$ denote the number of particles in the $i$ th generation of the Galton-Watson process with branching random variable $Z_{1}^{(B)}$. For every fixed $i,\left|\mathbb{T}_{1}^{(B)}\right|_{i}$ and $\left\{A_{(i, j)}^{(B)}: j \geq 1\right\}$ are independent, and $\left\{A_{(i, j)}^{(B)}: j \geq 1\right\}$ is a sequence of i.i.d. random variables with distribution as that of $Z_{K-i}^{(B)}$. Using Wald's identity we get that (4.6) equals

$$
\sum_{i=1}^{K} \mu_{B}^{i} \int_{|x|>0}\left(1-\exp \left\{-Z_{K-i}^{(B)} g(x)\right\}\right) \nu_{\alpha}(d x)
$$

Combining this with the almost sure convergence $\mu^{-n}\left|D_{n-K}\right| \rightarrow \mu^{-K} W($ as $n \rightarrow \infty)$ it follows that

$$
\begin{aligned}
& \left(\mathbf{E}\left(\exp \left\{-\sum_{\mathbf{e} \in \mathbb{T}_{1}^{(B)}} A_{\mathbf{e}}^{(B)} g\left(b_{n}^{-1} X_{\mathbf{e}}\right)\right\}\right)\right)^{\left|D_{n-K}\right|} \\
& \quad=\left(1-\frac{1}{\mu^{n}} \sum_{\mathbf{t} \in \mathcal{T}_{K, B}} \mathbf{P}\left(\mathbb{T}_{1}^{(B)}=\mathbf{t}\right) \mathbf{E}\left[\mu^{n}\left(1-\exp \left\{-\sum_{\mathbf{e} \in \mathbf{t}} A_{\mathbf{e}}^{(B)} g\left(b_{n}^{-1} X_{\mathbf{e}}\right)\right\}\right) \mid \mathbb{T}_{1}^{(B)}=\mathbf{t}\right]\right)^{\mu^{n} \frac{\left|D_{n-K}\right|}{\mu^{n}}} \\
& \rightarrow \exp \left\{-\frac{1}{\mu^{K}} W \sum_{i=1}^{K} \mu_{B}^{i} \int_{|x|>0} \mathbf{E}\left(1-\exp \left\{-Z_{K-i}^{(B)} g(x)\right\}\right) \nu_{\alpha}(d x)\right\}
\end{aligned}
$$

almost surely as $n \rightarrow \infty$. Note that $\mathbb{1}_{\left(\left|D_{n-K}\right|>0\right)} \rightarrow \mathbb{1}_{\mathcal{S}}$ as $n \rightarrow \infty$. Therefore an application of dominated convergence theorem yields, (4.4) converges to

$$
\begin{aligned}
\mathbf{E}^{*} & {\left[\exp \left\{-W \frac{1}{\mu^{K}} \sum_{i=1}^{K} \mu_{B}^{i} \mathbf{E}\left[\int_{|x|>0}\left(1-e^{-Z_{K-i}^{(B)} g(x)}\right) \nu_{\alpha}(d x)\right]\right\}\right] } \\
& =\mathbf{E}^{*}\left[\exp \left\{-W \frac{\mu_{B}^{K}}{\mu^{K}} \sum_{i=0}^{K-1} \mu_{B}^{i} \mathbf{E}\left[\int_{|x|>0}\left(1-e^{-Z_{i}^{(B)} g(x)}\right) \nu_{\alpha}(d x)\right]\right\}\right] .
\end{aligned}
$$

This can easily be shown (using an argument similar to the one used in Section 3.5) to be the Laplace functional of the point process

$$
N_{*}^{(K, B)}:=\sum_{l=1}^{\infty} T_{l}^{(K, B)} \delta_{\left(r_{K, B}\left(\frac{\mu_{B}}{\mu}\right)^{K} W\right)^{1 / \alpha} j_{l}},
$$

where $r_{K, B}=\sum_{i=0}^{K-1} \frac{1}{\mu_{B}^{i}} \mathbf{P}\left(Z_{i}^{(B)}>0\right),\left\{j_{l}\right\}_{l \geq 1}$ is a sequence of random variables such that $\sum_{l=1}^{\infty} \delta_{j_{l}} \sim \operatorname{PRM}\left(\nu_{\alpha}\right)$ and $\left\{T_{l}^{(K, B)}\right\}_{l \geq 1}$ is a sequence of i.i.d. random variables (independent of $\left\{j_{l}\right\}_{l \geq 1}$ and $W$ ) with probability mass function

$$
\mathbf{P}\left(T_{1}=y\right)=\frac{1}{r_{K, B}} \sum_{i=0}^{K-1} \frac{1}{\mu_{B}^{i}} \mathbf{P}\left(Z_{i}^{(B)}=y\right), \quad y \in \mathbb{N} .
$$

Thus (a) follows using Theorem 5.2 in [41].
To establish (b), fix a positive integer $K$ and observe that applying dominated convergence theorem as $B \rightarrow \infty$, the Laplace functional of $\tilde{N}_{n}^{(K, B)}$ can be shown to converge to that of

$$
N_{*}^{(K)}:=\sum_{l=1}^{\infty} T_{l}^{(K)} \delta_{\left(r_{K} W\right)^{1 / \alpha} j_{l}},
$$

where $r_{K}=\sum_{i=0}^{K-1} \frac{1}{\mu^{i}} \mathbf{P}\left(Z_{i}>0\right)$ and $\left\{T_{l}^{(K)}\right\}_{l \geq 1}$ is a sequence of i.i.d. random variables (independent of $\left\{j_{l}\right\}_{l \geq 1}$ and $W$ ) with probability mass function

$$
\mathbf{P}\left(T_{1}=y\right)=\frac{1}{r_{K}} \sum_{i=0}^{K-1} \frac{1}{\mu^{i}} \mathbf{P}\left(Z_{i}=y\right), \quad y \in \mathbb{N} .
$$

In a similar fashion, (c) can be shown. This completes the proof of Lemma 3.4.

### 4.4. Proof of Lemma 3.1

To show (3.2), it is enough to take a Lipschitz function $g \in C_{c}^{+}(\mathbb{E})$ (with Lipschitz constant $\|g\|$ and support $(g) \subseteq\{x$ : $|x|>\delta\}$ for some $\delta>0$ ) and show that for every $\epsilon>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}^{*}\left(\left|N_{n}(g)-\tilde{N}_{n}(g)\right|>\epsilon\right)=0 \tag{4.7}
\end{equation*}
$$

This will be attained by slightly revamping the proof of the convergence in (3.14) of [39]. Some of the estimates used therein will not work for us mainly because we are dealing with general regularly varying random variables as opposed to stable ones with an inbuilt Poissonian structure. This hurdle will be overcome by use of Potter's bound and a mild modification of the event $\operatorname{AMO}(\theta)$ defined in page 201 of the aforementioned reference.

For every $\theta>0$, let $A_{n}(\theta)$ denote the event that for all $\mathbf{v} \in D_{n}$, at most one of the random variables in the collection $\left\{X_{\mathbf{e}}: \mathbf{e} \in I_{\mathrm{v}}\right\}$ is bigger than $b_{n} \theta / n$ in absolute value. We claim that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}^{*}\left(A_{n}(\theta)^{c}\right)=0 . \tag{4.8}
\end{equation*}
$$

As in the proof of Lemma 3.2, this follows easily if we can establish that $\lim _{n \rightarrow \infty} \mathbf{P}_{\mathbb{T}}^{*}\left(A_{n}(\theta)^{c}\right)=0$ for $\mathbf{P}^{*}$-almost all $\mathbb{T}$. To this end, observe that conditioned on the tree $\mathbb{T}, \sum_{\mathbf{e} \in I_{\mathbf{v}}} \delta_{\left|X_{\mathbf{e}}\right|}\left(b_{n} \frac{\theta}{n}, \infty\right] \sim \operatorname{Binomial}\left(n, \mathbf{P}\left(n\left|X_{\mathbf{e}}\right|>b_{n} \theta\right)\right)$ for each $\mathbf{v} \in D_{n}$. Hence using Potter's bound (see, e.g., Proposition 0.8(ii) in [40]), (1.1), (2.1), and the fact that $P\left(U_{n} \geq 2\right)=$ $O\left(n^{2} p_{n}^{2}\right)$ for any $U_{n} \sim \operatorname{Binomial}\left(n, p_{n}\right)$ with $p_{n}=o(1 / n)$, we get

$$
\begin{aligned}
\mathbf{P}_{\mathbb{T}}^{*}\left(A_{n}(\theta)^{c}\right) & \leq \sum_{|\mathbf{v}|=n} \mathbf{P}_{\mathbb{T}}^{*}\left(\sum_{\mathbf{e} \in I_{\mathbf{v}}} \delta_{\left|X_{\mathbf{e}}\right|}\left(b_{n} \frac{\theta}{n}, \infty\right] \geq 2\right) \\
& \leq(\text { const })\left|D_{n}\right| n^{2}\left(\mathbf{P}\left(n\left|X_{\mathbf{e}}\right|>b_{n} \theta\right)\right)^{2} \rightarrow 0
\end{aligned}
$$

$\mathbf{P}^{*}$-almost surely as $n \rightarrow \infty$.
In light of (4.8), to prove (4.7), it is enough to show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}^{*}\left(\left|N_{n}(g)-\tilde{N}_{n}(g)\right|>\epsilon, A_{n}(\theta)\right)=0 \tag{4.9}
\end{equation*}
$$

Let us fix $0<\theta<\delta / 2$. On the event $A_{n}(\theta)$, define $T_{\mathbf{v}}$ to be the largest (in absolute value) summand in $\sum_{\mathbf{e} \in I_{\mathbf{v}}} X_{\mathbf{e}}$. Note that

$$
\begin{align*}
\mathbf{P}_{\mathbb{T}}^{*} & \left(\left|N_{n}(g)-\tilde{N}_{n}(g)\right|>\epsilon, A_{n}(\theta)\right) \\
& \leq \mathbf{P}_{\mathbb{T}}^{*}\left(\sum_{|\mathbf{v}|=n}\left|g\left(b_{n}^{-1} S_{\mathbf{v}}\right)-\sum_{\mathbf{e} \in I_{\mathbf{v}}} g\left(b_{n}^{-1} X_{\mathbf{e}}\right)\right|>\epsilon, A_{n}(\theta)\right) \\
& =\mathbf{P}_{\mathbb{T}}^{*}\left(\sum_{|\mathbf{v}|=n}\left|g\left(b_{n}^{-1} S_{\mathbf{v}}\right)-g\left(b_{n}^{-1} T_{\mathbf{v}}\right)\right|>\epsilon, A_{n}(\theta)\right) . \tag{4.10}
\end{align*}
$$

For every $\mathbf{v} \in D_{n},\left|S_{\mathbf{v}}-T_{\mathbf{v}}\right|<b_{n} \theta<b_{n} \delta / 2$ on the event $A_{n}(\theta)$. So for fixed $\mathbf{v} \in D_{n},\left|g\left(b_{n}^{-1} S_{\mathbf{v}}\right)-g\left(b_{n}^{-1} T_{\mathbf{v}}\right)\right|>0$ only if $b_{n}^{-1} T_{\mathbf{v}}>\delta / 2$. Using the fact that $g$ is Lipschitz, we get that for every $\mathbf{v},\left|g\left(b_{n}^{-1} S_{\mathbf{v}}\right)-g\left(b_{n}^{-1} T_{\mathbf{v}}\right)\right| \leq\|g\| b_{n}^{-1}\left|S_{\mathbf{v}}-T_{\mathbf{v}}\right| \leq$ $\|g\| \theta$. So (4.10) can be bounded by

$$
\begin{aligned}
& \mathbf{P}_{\mathbb{T}}^{*}\left(\|g\| \theta \sum_{|\mathbf{v}|=n} \delta_{b_{n}^{-1} T_{\mathbf{v}}}(\delta / 2, \infty]>\epsilon\right) \\
& \quad \leq \mathbf{P}_{\mathbb{T}}^{*}\left(\|g\| \theta \sum_{|\mathbf{v}|=n} \sum_{\mathbf{e} \in I_{\mathbf{v}}} \delta_{b_{n}^{-1} X_{\mathbf{e}}}([-\infty, \delta / 2) \cup(\delta / 2, \infty])>\epsilon\right) \\
& \quad=\mathbf{P}_{\mathbb{T}}^{*}\left(\|g\| \theta \tilde{N}_{n}([-\infty, \delta / 2) \cup(\delta / 2, \infty])>\epsilon\right)
\end{aligned}
$$

Unconditioning the above expression and using the fact that $\tilde{N}_{n} \Rightarrow N_{*}$ as $n \rightarrow \infty$, we get that left hand side of (4.9) converges to

$$
\mathbf{P}^{*}\left(\|g\| \theta N_{*}([-\infty, \delta / 2) \cup(\delta / 2, \infty])>\epsilon\right)
$$

Now let $\theta \rightarrow 0$ to get (4.7).
Remark 4.1. The proof of Lemma 3.1 uses (3.10), which is a consequence of Lemmas 3.2, 3.3 and 3.4; see Section 3.5. However, this is not a problem because the latter lemmas are proved without using Lemma 3.1.

### 4.5. Proof of Theorem 2.3

Take two independent sequences of random variables $\left\{\varepsilon_{i}\right\}_{i \geq 1}$ and $\left\{\lambda_{i}\right\}_{i \geq 1}$ such that $\sum_{i=1}^{\infty} \delta_{\lambda_{i}} \sim \operatorname{PRM}\left(v_{\alpha}^{+}\right)$and $\varepsilon_{1}, \varepsilon_{2}, \ldots$ are i.i.d. random variables with same distribution as that of $\varepsilon$. Straightforward applications of Propositions 5.2 and 5.3 of [41] yield that $\sum_{i=1}^{\infty} \delta_{\varepsilon_{i} \lambda_{i}} \sim \operatorname{PRM}\left(v_{\alpha}\right)$, which, together with (2.5), gives the SScDPPP representation of $N_{*}$.

To show the second part of this theorem, we follow the computation of Laplace functional in Section 3.5 along with the scaling property of $v_{\alpha}$ and express the left hand side of (2.7) as

$$
\begin{aligned}
& \mathbf{E}^{*}\left(\exp \left\{-W \int_{|x|>0} \sum_{i=0}^{\infty} \frac{1}{\mu^{i}} \mathbf{E}\left(1-e^{-Z_{i} f\left(y^{-1} x\right)}\right) \nu_{\alpha}(d x)\right\}\right) \\
& \quad=\mathbf{E}^{*}\left(\exp \left\{-y^{-\alpha} W \int_{|x|>0} \sum_{i=0}^{\infty} \frac{1}{\mu^{i}} \mathbf{E}\left(1-e^{-Z_{i} g(x)}\right) \nu_{\alpha}(d x)\right\}\right),
\end{aligned}
$$

which equals the right hand side with

$$
c_{g}=\left(\int_{|x|>0} \sum_{i=0}^{\infty} \frac{1}{\mu^{i}} \mathbf{E}\left(1-e^{-Z_{i} g(x)}\right) \nu_{\alpha}(d x)\right)^{-1 / \alpha}>0
$$

### 4.6. Proof of Theorem 2.5

Using Theorem 3.1 and Theorem 3.2 of [41] and Theorem 2.1 above, it transpires that $N_{n}([-\infty,-x])$ converges weakly to $N_{*}([-\infty,-x])$ under $\mathbf{P}^{*}$. Therefore, for each $x>0$,

$$
\mathbf{P}^{*}\left(M_{n}^{\prime}>-b_{n} x\right)=\mathbf{P}^{*}\left(N_{n}([-\infty,-x])=0\right) \rightarrow \mathbf{P}^{*}\left(N_{*}([-\infty,-x])=0\right),
$$

from which (a) follows because $T_{l}>0$ for all $l \geq 1$ and this implies

$$
\begin{aligned}
\mathbf{P}^{*}\left(N_{*}([-\infty,-x])=0 \mid W\right) & =\mathbf{P}^{*}\left(\sum_{l=1}^{\infty} \delta_{(r W)^{1 / \alpha} j_{l}}([-\infty,-x])=0 \mid W\right) \\
& =\exp \left\{-r W q x^{-\alpha}\right\} .
\end{aligned}
$$

The $k=1$ case of (b) follows similarly from the weak convergence of $N_{n}((x, \infty])$ to $N_{*}((x, \infty])$ under $\mathbf{P}^{*}$. For $k \geq 2$, using the same weak convergence, we get

$$
\begin{align*}
\lim _{n \rightarrow \infty} \mathbf{P}^{*}\left(M_{n}^{(k)} \leq b_{n} x\right) & =\lim _{n \rightarrow \infty} \mathbf{P}^{*}\left(N_{n}((x, \infty]) \leq k-1\right) \\
& =\mathbf{E}^{*}\left(\exp \left\{-r W p x^{-\alpha}\right\}\right)+\sum_{l=1}^{k-1} \mathbf{P}^{*}\left(N_{*}((x, \infty))=l\right) \tag{4.11}
\end{align*}
$$

We need to show that the second term of (4.11) is same as that of (2.8). To this end, considering the marked point process $N=\sum_{l=1}^{\infty} \delta_{\left(T_{l},(r W)^{1 / \alpha} j_{l}\right)} \sim \operatorname{PRM}\left(r W\left(\gamma \otimes \nu_{\alpha}\right)\right)$ conditioned on $W$, and analyzing exactly how each event $\left(N_{*}((x, \infty))=l\right)$ can occur, the second term in (4.11) becomes

$$
\begin{aligned}
& \sum_{l=1}^{k-1} \sum_{\pi \in \Pi_{l}} \mathbf{P}^{*}\left(\bigcap_{j=1}^{|\pi|}\left\{N\left(\left\{i_{j}\right\} \times(x, \infty]\right)=y_{j}\right\}\right) \\
& \quad=\sum_{l=1}^{k-1} \sum_{\pi \in \Pi_{l}} \mathbf{E}^{*}\left[\prod_{j=1}^{|\pi|}\left(\left(r W p x^{-\alpha} \gamma\left(i_{j}\right)\right)^{y_{j}} \frac{1}{y_{j}!} \exp \left\{-r W p x^{-\alpha} \gamma\left(i_{j}\right)\right\}\right)\right]
\end{aligned}
$$

This establishes (b).

In order to verify (c), we need a similar (but slightly tedious) calculation as in the proof of (b) based on the following observation: for $0<u<v$,

$$
\begin{aligned}
& \mathbf{P}^{*}\left(M_{n}^{(k+1)} \leq b_{n} u, M_{n}^{(k)} \leq b_{n} v\right) \\
&= \mathbf{P}^{*}\left(N_{n}((u, \infty])=0\right)+\mathbf{P}^{*}\left(N_{n}((v, \infty])=0,1 \leq N_{n}((u, v]) \leq k\right) \\
& \quad+\mathbf{P}^{*}\left(1 \leq N_{n}((v, \infty]) \leq k-1, N_{n}((u, \infty]) \leq k\right) .
\end{aligned}
$$

Finally, (d) follows from (c) using continuous mapping theorem (see, e.g., Theorem 3.1 in [41]).
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