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Abstract. Stochastic partial differential equations (SPDEs) whose solutions are probability-measure-valued processes are consid-
ered. Measure-valued processes of this type arise naturally as de Finetti measures of infinite exchangeable systems of particles
and as the solutions for filtering problems. In particular, we consider a model of asset price determination by an infinite collection
of competing traders. Each trader’s valuations of the assets are given by the solution of a stochastic differential equation, and the
infinite system of SDEs, assumed to be exchangeable, is coupled through a common noise process and through the asset prices. In
the simplest, single asset setting, the market clearing price at any time ¢ is given by a quantile of the de Finetti measure determined
by the individual trader valuations. In the multi-asset setting, the prices are essentially given by the solution of an assignment game
introduced by Shapley and Shubik. Existence of solutions for the infinite exchangeable system is obtained by an approximation
argument that requires the continuous dependence of the prices on the determining de Finetti measures which is ensured if the de
Finetti measures charge every open set. The solution of the SPDE satisfied by the de Finetti measures can be interpreted as the con-
ditional distribution of the solution of a single stochastic differential equation given the common noise and the price process. Under
mild nondegeneracy conditions on the coefficients of the stochastic differential equation, the conditional distribution is shown to
charge every open set, and under slightly stronger conditions, it is shown to be absolutely continuous with respect to Lebesgue
measure with strictly positive density. The conditional distribution results are the main technical contribution and can also be used
to study the properties of the solution of the nonlinear filtering equation within a framework that allows for the signal noise and the
observation noise to be correlated.

Résumé. On considere des équations aux dérivées partielles stochastiques (EDPS) dont les solutions sont des processus a valeurs
dans les mesures de probabilité. Des processus a valeurs mesures de ce type apparaissent naturellement comme des mesures de De
Finetti de systemes infinis de particules échangeables et comme solutions de problemes de filtrage. En particulier nous considérons
un modgle de détermination du prix d’un actif par une famille de traders en compétition. L’évaluation de chaque trader sur I’actif est
donnée par la solution d’une équation différentielle stochastique et ce systeme infini d’EDSs, supposé échangeable, est couplé par
un bruit commun et par les prix des actifs. Dans le cadre le plus simple a un seul actif, le prix d’équilibre du marché a tout temps ¢
est donné par un quantile de la mesure de De Finetti déterminé par les évaluations du trader individuel. Dans le cadre a plusieurs
actifs, les prix sont donnés essentiellement par la solution d’un probleme d’attribution introduit par Shapley et Shubik. L’existence
de solutions pour le systéme échangeable infini est obtenue par un argument d’approximation qui nécessite la dépendance continue
des distributions des prix par rapport a la mesure de De Finetti associée. Ceci est vrai si la mesure de De Finetti donne une
masse positive a tout ouvert non-vide. La solution de 'EDPS satisfaite par la mesure de De Finetti peut étre interprétée comme
la distribution conditionnelle de la solution d’une seule EDS donnée par le bruit commun et par le processus du prix. Sous des
conditions faibles de non-dégénérescence des coefficients de ’EDS, on montre que la distribution conditionnelle donne une masse
positive a tout ouvert non-vide, et sous des conditions légerement plus fortes, on prouve qu’elle est absolument continue par
rapport a la mesure de Lebesgue avec une densité strictement positive. Les résultats sur la distribution conditionnelle constituent la
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contribution technique principale et ils peuvent étre aussi utilisés pour étudier les propriétés de la solution de I’équation de filtrage
non-linéaire dans un cadre ou le bruit du signal et celui de I’observation sont corrélés.
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1. Introduction

The price process for a risky asset is usually modeled by a stochastic process {S;, r > 0}. Finding a good model for
asset prices plays a central role in mathematical finance. At the turn of the nineteenth century, Bachelier introduced
Brownian motion as a model for the price fluctuations of the Paris stock exchange. In the sixties, Samuelson suggested
the use of geometric Brownian motion as a suitable model. Since then a variety of other processes have been used to
model price processes.

Rather than imposing an ad-hoc model, a large number of works (for example, [1,9-12,26]) have been devoted to
the derivation of the price process {S;, ¢t > 0} by modeling the evolution and interaction of the agents involved in the
market. The primary motivation for our work is the study of a model of this type. In particular, we consider an asset
pricing model, introduced in [22], where the price of a single asset (d = 1) is determined through a continuous-time
auction system. Let us assume that there are N traders who compete for n units of the asset, where n < N. Each trader
owns either one share or no shares. At any point in time, the traders who submit the n highest bid prices each own a
share. We denote by X!, the log of the bid price or valuation of the ith trader at time ¢ and by S} the log of the stock
price. Consequently, the market clearing condition for the equilibrium log-stock price S,N is given by:

N
Y lxisgy =n

i=1

(Demand) = (Supply).

Define vtN to be the empirical measure of {Xl, th, e, XtN}, that is vtN = % ZlN:l SX;-. Then the market clearing
condition can alternatively be expressed as:

NpgN n
v, [S)',00) = —.
Al ) N
As N tends to infinity and §; — a, for some a € (0, 1), the stock price S; becomes the a-quantile process V,* of the
measure v that is the limit of the empirical distribution vtN of the log bids, where « = 1 — a. A simple but suggestive
model for X} is the following geometric mean-reverting process, motivated by [9],

t
X;=X6+ﬂf (S — X})ds+ oW, + 7B, (1.1)
0

where B, o and ¢ are some positive constants. In (1.1), each investor takes the stock price as a signal for the value
of the asset and adjusts his or her valuation upward if it is below the stock price and downward if it is above. The
parameter 8 measures the mean reversion rate toward S;. The higher this parameter value is, the faster the positions
tend to mean-revert. The Brownian motion W models the common market noise, whilst the Brownian motion B’
models the trader’s own uncertainty.
More generally, we will consider systems of the form
t t t
X =X} +/0 F(XL,VE)ds +/0 o (XL, V) dw, +/O & (XL, v¥)dBL, (1.2)

where

Ve = inf{x € Rlv,(—00, x] > o} (1.3)
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and
1 m
v = lim — 2 8- (1.4)
1=

We assume that {X } is exchangeable and require the solutions {X'} to be exchangeable so that the limit in (1.4)
exists by de Finetti’s theorem. In (1.2), the process W is common to all diffusions, while the processes B, i>1are
mutually independent Brownian motions.

Similar to the results in Kurtz and Xiong [19], v will be a solution of the stochastic partial differential equation

t t
<¢,vt>=<¢,vo>+/0 (L(S)¢,vs)ds+/0 (0. S, vy)dW,. (15)

where (¢, v;) denotes

@, vr) = / ¢ ()vr (dx)
R

and

a2
L(S)$p = [o(x $)?+6(x,8) ] ik S+ fx, S)—d).

Systems of this type have been considered by Kurtz and Protter [18] and Kurtz and Xiong [19,20] under the
assumption that the coefficients are Lipschitz functions of v in the Wasserstein metric on 7 (R?). This assumption
excludes a variety of interesting examples including the models with coefficients depending on quantiles of primary
interest here. Unfortunately, we do not have a general uniqueness theorem for (1.2), although uniqueness for (1.1) can
be obtained by direct calculation. (See Remark 2.5.)

Note that (1.3) and (1.4) may not uniquely determine prices unless the distribution v, charges every nonempty
open set. Furthermore, convergence of the finite system to the infinite system depends on the convergence of the price
process and convergence of quantiles again depends on the limiting distribution charging every open set at least in a
neighborhood of the limiting quantile. Consequently, our fundamental problem is to give conditions under which this
assertion holds. Our proof depends on the observation that

”’(“’)an_i)‘%oE[ Z<p

fWS] E[o(x)IF"*]=m (),

where 7, is the conditional distribution of X tl given ]—",W’S and v (¢) = f ¢ (x)v; (dx). With this observation in mind,
we address our fundamental problem in a more general context.

Let (£2, F, P) be a probability space and (E, r) a complete, separable metric space. Let B and W be d and d’'-
dimensional standard Brownian motions, and let V be a cadlag E-valued process. We assume that B is independent of
(W, V) and that W is compatible with V in the sense that for each t > 0, W;. — W; is independent of ]-'tW’V, where
]-",W’V =0 (W, Vi, s <t).Let X be a d-dimensional stochastic process satisfying the equation

t t t
X, = Xo + f(xs,vs>ds+/ a(xx,vs>dwx+/ 5(X,, Vy)dB, (1.6)
0 0 0

where the coefficients satisfy one or more of the following:

Conditions (f :R¢ x E > RY, 0 :R? x E — Maxd' 5. Rd x E — M4x4),

Cl. f, o, & are continuous functions, uniformly Lipschitz in the first argument.!

I'That is, there exists a constant cy such that | f(x1,y) — f(x1,¥)| <cplx; —xp| forall x1,xp € R4 and y € E with a similar inequality holding
foro and .
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C2. 5(x,y) is nonsingular for all (x, y).2
C3. f,o and & are continuously differentiable in the first variable.
C4. E =R"™ and there exists a constant K such that f, o, 6 are bounded by K (1 + |x| + |y]).

We assume that, given Vj, Xg is conditionally independent of W, V and B, that is,
E[f(Xo)|FL VP = E[f(X0)|Vo]. (1.7)

We are interested in the P(R%)-valued process w = {m;,t > 0}, where m; is the conditional distribution of X,
given .EW’V,

m(9) = E[p(X)|1 7"V ] (1.8)

for any ¢ € B(R?), where B(R?) is the set of bounded Borel-measurable functions on R.

Under Conditions C1 and C2, we will show that for # > 0, 7; charges any nonempty open set A C R¢ almost
surely (and the null set can be chosen independent of A). Further, under the additional Condition C3, r; is absolutely
continuous with respect to Lebesgue measure on R? and, with probability one, its density is strictly positive. We have
the following fundamental theorems.

Theorem 1.1. Assume in (1.6) that B is independent of (W, V), that W is compatible with V,fmd that given Vy, X
is conditionally independent of (W, V, B). Under Conditions C1 and C2, there exists a set 2 € F of full measure
such that for every w € 2 and t > 0, w” charges every open set, i.e., w;”(A) > 0 for every nonempty open set A.

Theorem 1.2. In addition to the conditions of Theorem 1.1, assume that Condition C3 holds. Then there exists a set
§2 € F of full measure such that for every w € 2 and t > 0, 7}’ is absolutely continuous with respect to Lebesgue
measure with a strictly positive density.

Theorem 1.1 provides the essential ingredient for the proof of the following existence theorem.

Theorem 1.3. Suppose that Conditions C1, C2, and C4 hold, that {X 6} is exchangeable, and that E[| X 6 |1 < 00. Then

there exists a weak solution for the system (1.2)—(1.4) such that {X'} is exchangeable and v satisfies the stochastic
partial differential Eq. (1.5).

The proof of Theorem 1.3 is given in Section 2. In Section 3, we extend the one-dimensional model to multiple
substitutable assets for which the market clearing condition becomes

vt{x: Xk — Stk zOvrln;/}(m _St,l)} = ay, (1.9

where v; is the distribution of valuations among the infinite collection of traders, S; ; denotes the price of the kth
asset, 0 < a; < 1 measures the availability of the kth asset, and ) « @k < 1. The price then is the solution of an infinite
version of the assignment game as defined by Shapley and Shubik [25]. It can also be described as the result of a
multi-item auction. (See Demange, Gale and Sotomayor [7].)

For the single asset case, the stochastic differential equation satisfied by the price (the o-quantile of v) is derived
in Section 4, Proposition 4.1.

Section 5 is devoted to the application of the support results to the solution of stochastic filtering problems. Let
(X, Y) be the solution of

t

t t
X; =X0+/ (X, Ys)ds+/ o(Xs, Ys)dW; +/ o (Xy,Ys)dBy,
0 0 0

t t
Yt=/ h(Xs, Ys)d5+/ k(Ys) dW;.
0 0

ZFor d = 1, we will assume without loss of generality that 6 (x, y) is positive.
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Here Y plays the role of V, so B is not independent of (W, Y). Assuming that k(y) is invertible and setting
_ t
W= Wi [ RO Y b,
0
we have

t
Xl:XO'i“/(; (f(XS1 Yy) + o (Xs, Ys)k(YS)ilh(XSv Ys))ds
t - t
+/ G(XS7YS)dWS'+/ o (Xy, Ys)dBy,
0 0

t
Yt :/ k(YY)dWY
0

Under modest assumptions on A (x, ¥)/k(y), a Girsanov change of measure gives an equivalent probability measure
under which B is independent of (W, Y). In this framework we show that the conditional distribution of X, given
.7-",Y charges any open set (see Corollary 5.1). Moreover, under additional conditions, it is absolutely continuous with
respect to Lebesgue measure on R and, with probability one, its density is strictly positive. Corollary 5.1 can be inter-
preted as a smoothing result of the most basic kind. Essentially we prove under Lipschitz/differentiability conditions
on the coefficients that, whilst g is arbitrary, 77; charges every open set and, respectively, has a positive density with
respect to the Lebesgue measure for any ¢ > 0. We are not aware of a similar result on the density of the conditional
distribution of the process X proved under such generality. Most of the existing results assume higher differentiability
of the coefficients of the pair process (X, Y). The exception is the recent work of Krylov: In [15], the density of the
conditional distribution of X, given ! is analyzed under Lipschitz assumptions on the coefficients of the pair process
(X, Y). However, the coefficients are also assumed to be bounded and the initial distribution of ¢ is assumed to have
a density belonging to a suitable Bessel potential space. See Remark 5.3 for details.

In Section 6 we prove the two basic Theorems 1.1 and 1.2. The paper concludes with a short appendix contain-
ing results on the convergence of the quantiles and the measurability and positivity of random functions given by
conditional expectations.

The analysis of the properties of the density of 7; forms the basis of the above results. The method employed here
is novel and will lead to further, more refined, results.> We do not do this here as it is not the focus of the current
work. The basis of the results are the representation formulae (6.6), (6.9) for the case d = 1 and (6.25) for the multi-
dimensional case. The manner of proof is a Girsanov-based argument that resembles Bismut’s approach (see [2]) to
deduce integration by parts formulae using Malliavin calculus. Here we do not use Malliavin calculus and obtain the
results under very general conditions. A Malliavin calculus approach to analyze the density of 7; is possible along the
lines of [21] and [24] (see also [3,5,6] and the recent survey [4]), but only at the expense of more stringent smoothness
conditions imposed on the coefficients of (1.6).

2. Weak existence for SPDEs with coefficients depending on quantiles

To prove Theorem 1.3, we consider the Euler-type approximation of (1.2)—(1.4) defined as follows:

t

i . 1 . . t . .
X" =X6—|—/ f(xin, V;‘~")ds+/ o(Xy", VSO"”)dWS—i—/ a(Xy", ver)dB;, (2.1)
0 0 0

where
Y Z inx € By (o0, 1) 2]

[tn]/n

3For a glimpse of what can be achieved, in Remark 6.3 we deduce Gaussian tail estimates for the conditional density.
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and v" is defined as in (1.4). Since we are assuming Lipschitz continuity in x, existence and uniqueness of a solution

for (2.1) is obtained recursively on intervals [%, %]. On each such interval, the process V%" is constant and equal

to the quantile of the empirical measure of the system at the beginning of the interval. Note that

an(l—a)|V"| < |Xnt]/n| = lim ~ Z|X[tn]/n

and hence

a A (1 —a)sup| V" | < sup|X7|. (2.2)
s<t

s<t
We have the following uniform estimates on the growth of the X"

Lemma 2.1. Suppose that E[|X6|] < 00. Then for each t > 0, there exists C(t) such that

supE[sup|X§’” |] <C(),
s<t

n

which by (2.2) implies sup, E[sup,_, |V""|] < MC(I).

Proof. Note that for fixed n, the finiteness of E [sup, <, |X§."1 |] follows by the recursive construction of the solution.
By a result of Lenglart, Lépingle and Pratelli [23] (see Theorem 1 of [13] or Lemma 2.4 of [18]), there exists a C > 0
such that

t t ]
E[sup‘X?"‘] < EHX{)H +/ E[’f(Xinv Vf‘*")’]ds + CE[\// o2 (XL, v dsi|
s<t 0 0

t .
+ CE[\/ [ o0 venyas]
0

E[|Xg"[]+ (Kt + 2KC«/?)E[1 + sup| X} | + sup|Vs°"”|]
s<t s<t

in 1 in
E[|X} ]]+(Kt+2KC«/;)+(Kt+2KC\/Z)<1+m>E[§L;[t)|XS I

Selecting #( so that

1

1
(Kf0+2KC\/5)<1 + m) = 3

E[sup|x;}n|] <2E[|X}|] +2(Kto +2KC/10) =2E[| X|] + R
S <1p

and iterating
m—1
E[ swp[xin|] = 2mE[IXg[]+ R Y 2 =2"E[|X)[]+ " - )R,
(m—1)tg<s<mty k=0

SO

E[ sup [xi"[] = (@ = 2)E[|X[]+ (2" —m —2)R.

0<s<mtg
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In the following lemma, we drop the assumption that V" is a quantile, allowing it to take values in any Euclidean
space, and only require that the coefficients be continuous.

Lemma 2.2. Suppose f, o, and & are continuous on R? x R?, (V", W) is independent of B, X{ conditionally
independent of (V"*, W, B) given V', and X" satisfies

t

t
X;":Xg—l—/ f(X;',VS")dz+/
0 0

Suppose that for each t > 0, {sup, -, | X{ [}n>1 and {sup, <, | V{' [}n>1 are stochastically bounded. Define

t
a(Xg‘,VSn)dWmL/0 & (X", v!")dB.

t
F”(Cx[O,t])z/ 1c(V"(s))ds, CeB(RY),
0

t
M}';(w,t)=/0 o(V"(s))dBy, ¢ € Cp(RY),
and
t
M"W(<p,t)=/0 o(V"(s))dW,, Cp(RY).

Then {I'™} is relatively compact in L,,(R?) and {X"} is relatively compact in Dral0, 00). (See Appendix A.2.)
Selecting a subsequence if necessary, assume (X", B,W,I'") = (X,B,W,I'") in Dy g g [0, 00) x Lo (Rd).
Then for (pfg, e (p,f, (pIW, R <plW IS Ch(Rd),

{(r" My (7). ... M (f), My (9)), ... M3y (0))) ]

is relatively compact in L, (R?) x Dri+1[0, 00), and a subsequence can be selected along which convergence holds
for all choices of (plB, ceey go,f, <p1W, ey <plW € C,(RY). For any limit point, Mg and My are orthogonal martingale
random measures satisfying

[MB(wl),MB(fpz)],=/Rl<m(y)¢z(y)1"(dy x [0, 1]),

[Mw (¢1). Mw (¢2)], =/Rd P12 T (dy x [0, 1]),
[Mg (1), Mw (92)], =0,

and X, the limit of X", satisfies

Xl=X0+/ f(XS,v)F(dvxds)—i—/ o (X, v)Mwy(dv x ds)
R4 x[0,¢] R4 x[0,]

+/ 0 (X5, v)Mp(dv x ds), (2.3)
R4 x[0,t]
where the stochastic integrals are defined as in [18].

Proof. Relative compactness follows from the fact that
2
E[(Mj (.t +h) — My (p.0)"177'] = EUR 0O’ (dy x (1.1 + h])\f,"} <llgI*h

for each ¢ € Cp(R?) and similarly for {My,}. Along any convergent subsequence, {I"", M, My, } satisfies the conver-
gence conditions in Theorem 4.2 of Kurtz and Protter [18] (see Example 12.1 of [18]), and X" converges to a solution
of (2.3) by Theorem 7.4 of Kurtz and Protter [18]. O
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Remark 2.3. Since the time-marginal of I' in Lemma 2.2 is Lebesgue measure, we can write I'(C x [0,1]) =
fé vs(C)ds, where y is a P(R?)-valued process. Note that the quadratic covariation matrix for ./]Rdx[() . o (X, v) X
Mp(dv x ds) is

t
/ 6(Xs,v)6(Xs,v)TF(dvxds):// & (Xs, )5 (Xg, v)T ys(dv) ds.
R4 x[0,7] 0 JRA

If o (x,v) is nonsingular for every x and v, then a(x,y) = fRd o (x,v)o (x, v)T)/(dv) is positive definite for ev-
ery x € R? and y € P(RY), as is &0(x,y) = a(x, y)'/2. Similarly, defining oo(x,y) to be the square root of
fRd o(x,v)o(x, v)Ty(dv) and setting fo(x,y) = fRd f(x,v)y(dv), there exist independent Brownian motions w
and B (perhaps on an enlarged sample space) such that

X, = Xo+/ Fo(Xs. o) ds +f
]Rdx[(),t] 0

The independence of B and (V", W) implies that B and

t t

o0 (Xs, ys) AW, + fo Go(Xy, 75) dBs. 2.4)

t
U= / o (X7, V') dB;
0
are martingales with respect to the filtration given by G' = f,X”’B vao(I'", W). It follows that B,
up =/ & (Xs, v)Mp(dv x ds),
R4 x[0,1]
and
B; =/ 0y (Xs, ys)dUs
0
, . . . X,B,UY
are martingales with respect to the filtration given by G; = F; Vao(l, W) where
uY =/ o (Xy, v) My (dv x ds).
R4 x[0,¢]

It then is possible to construct W so that B is independent of (I', W).
We also will need to following result on convergence of conditional expectations.
Lemma 2.4. Let {X,} be a uniformly integrable sequence of random variables converging in distribution to a random

variable X, and let {D,} be a sequence of o -fields defined on the probability spaces where X,, reside. Let {Y,} be a
sequence of S-valued random variables such that

E[Xn|Dn] =G((Yn),
where G : S — R is continuous. Suppose (X, Y,) = (X,Y). Then E[X|Y]=G(Y).

Proof. Since {X,} is uniformly integrable, it follows by Jensen’s inequality that {G(Y,)} is uniformly integrable.
Then, employing the convergence in distribution and the uniform integrability,

E[G()g(V)] = lim E[G(¥,)g(Yy)]= lim E[X,g(¥))]=E[Xg(Y)]

for every g € Cp(S), and the lemma follows. (|
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To complete the proof of Theorem 1.3, note that by Theorem 1.1, v}’ charges every open set and
V" =inf{x € R|v]((—o0, x]) = a} = sup{x € Ry} ((—o0, x]) <a}.
For each i, the finiteness of sup, E[sup;, |XEm 4 sup; [V{""|], the linear growth bound on f, o, and &, and
standard estimates on stochastic integrals imply that the sequence {X’"},~ is relatively compact (in distribution) in
DR ([0, 00)). This relative compactness together with the continuity of the processes ensures relative compactness of

{X"},>0 in Dr= ([0, 00)). Taking a subsequence, if necessary, we can assume that {X"},.o converges in distribution
to a continuous process X = (X');>0. By Lemma 4.4 of [14], v"* converges in distribution to v defined by

N RS
v = lim > ki 2.5)
i=1
More precisely, (X", v", W) converges in distribution in Dgeoyp®)xRr[0, 00) to (X, v, W), where X and v sat-
isfy (2.5). Since v" is {F"""" ©}-adapted, for ¢ € C»(R),
: W7 n O " R n
v () = E[p(x;")IF"" O] = E[o(x;") 17"
Lemma 2.4 then implies
vi(p) = E[p(X])I7""].

Note that we cannot guarantee that v is {]-"tW}-adapted.

For each i, X' will satisfy an equation of the form (2.4), where the B’ can be taken to be independent. These
equations satisfy the conditions of Theorem 1.1, so

, W,
vi() = E[p(X;)17 7]

and v; charges any open set. By Lemma A.3, V%" converges in distribution to V*, where
VY= inf{x IS Rlv,((—oo, x]) > a}.

In turn, it follows that My and Mp satisfy

t
Ms(w,t)=/0 o(Vy')dBy, ¢ e Cy(RY),
and
t
M@‘V«p,t):/o o(V¥)dW,, Cu(RY),

that is Y5 = SVSa. Consequently, (X", V*", v™) converges in distribution to (X, V¥, v) which is a weak solution
of (1.2)—(1.4). .
Applying It6’s formula to ¢ (X}) and averaging the resulting identity as in [19] shows that v satisfies (1.5).

Remark 2.5. It would be natural to expect a uniqueness result for (1.2)—(1.4), perhaps under the additional assump-
tion that the coefficients were also Lipschitz in the second variable. Unfortunately, quantiles are not well-behaved
Sfunctions of the corresponding distribution. If V¥ were replaced by the mean M of v, then for two solutions X and X

Ef[o (X4, M) o (8%, )] < K[| — &2 + |, — 11,

< KE[|Xi - X|] + K sup E[|x{ — X]|]
j

< 2KE[|X{ - X{],



Conditional distributions, exchangeable particle systems, and SPDEs 955

where the last inequality follows from the exchangeability, and uniqueness for the system would follow by an argument
similar to that used in Section 10 of [18]. Unfortunately, there is no similar estimate for quantiles.
We can prove uniqueness for the system given by (1.1). If we define

t
Y =e Xl + / e P95 dB!,
0

we have
X . t t
X =vi+ / pe PU=9) s ds + / e P9 aw;.
0 0
Consequently, if S; is the a-quantile of{Xf }, then
t t
S =U*+ / pe PU=9 s ds + / e PU=9) awy, (2.6)
0 0

where U} is the a-quantile of {Y!} and is uniquely determined since the Y} are. (Note that U® will be deterministic if
the Xy are independent.) Clearly, the solution of (2.6) is unique.

Remark 2.6. Theorem 1.3 gives existence of a solution of (1.2)—(1.4) that is exchangeable. Suppose that we define

N I ¢
V= l1msup1nf{x eR: - ZI{X;&X} > oz}

n—oo :
i=1

and consider the system without an a priori assumption of exchangeability. Then strong uniqueness for the infinite
system would imply that V® is measurable with respect to W and exchangeability of the solution would follow au-
tomatically. More generally, if weak uniqueness holds for the system, then any finite permutation of a solution is a
solution so all finite permutations have the same distribution, that is, the solution is exchangeable.

3. A model of prices for multiple assets

As an application of the multidimensional version of Theorem 1.1, we extend the asset price model discussed above to
a market with multiple assets. To specify the model, we need to identify an appropriate market clearing condition. Our
model essentially sets the prices by solving an assignment game as defined in [25]. The prices can also be interpreted
as the result of a multi-item auction [7].

Suppose there are N traders and d assets. Each trader owns at most one unit of one of the assets. If the prices of

the assets are sy, ..., sq and the value that the ith trader places on the kth asset is x;x, then the ith trader will buy the
kth asset provided
Xik — Sk > 0V max(x;; — s7), 3.1
1k

ignoring for the moment the ambiguity that would occur if there were more than one value of k satisfying (3.1).
Suppose there are ny units of the kth asset and ), ny < N. Then the prices should be set so that the assets can be
allocated to the traders in such a way that each unit of the kth goes to a trader whose valuations satisfy (3.1) and each
trader with valuations satisfying x;x — sx > 0 V max;- (x;; — s7) receives a unit of asset k. Define

Ay = {i: Xik — Sk >0V max(x;; — sl)}
Ik
and

Ay =1{it xix <sk, k=1,....d}.



956 D. Crisan, T. G. Kurtz and Y. Lee

Each trader receiving asset k must have index in A} and each trader receiving no asset must have index in Ag. Setting

ngp=N — Zzzl ny, the classical marriage theorem states that this allocation can be achieved if and only if for each
I1c{0,...,d},

#JAp =) mi (3.2)

kel kel

Assume that "W‘ — ay as N — oo and

N
%Z(Sx,. =>ve ’P(Rd).

i=1

Now for each s € RY, let A} = {x € R?: xp — s > 0vmaxs (x; —s)}, k= 1,...,d,and A) = {x € RY: x¢ <sp, k=
1,...,d}. The continuous version of the allocation requirement (3.2) becomes
v (U A;) > a. (3.3)
kel kel

Lemma 3.1. Leta; > 0,k=0,...,d, satisfy Zf:o ay = 1. Then for each v € P(Rd), there exists s € R such that

d
/ \/ G = snodx) + > ars = inf, / \ (=) o) + > as; (3.4)
I =1 §e ! [
and for each I C {0, ..., d}, (3.3) holds.

Remark 3.2. The continuous version of the marriage theorem due to Dudley (see [8], Lemma 1.4) then gives the
existence of measures vi, k =0, ..., d, such that vi (Ai) = ay and Zgzo ve=v.Fork=1,...,d, the v; determine
the allocation of asset k to traders whose valuation satisfies x; — sy > 0V max;xi (x; — s1). The fact that vo(Af)) =
apg=1-— Zgzl ay ensures that all traders with valuations satisfying maxy (xy — sx) > 0 are allocated a unit of the
asset.

Proof. Assume first that v is absolutely continuous with respect to Lebesgue measure, and let s be any minimizer
of (3.4). Differentiation with respect to s; shows that v(Ai) =ak, k=1,...,d. The absolute continuity of v implies
v{x: xx = sg, some k} = 0. Consequently, setting

Az’lz{x: xk—sk>0VIlT;Zl]§((xl_Sl)}’ k=1,....d,

v(Ai’l) =v(A}) = a, and since Ay = (UZ=1 Ai’l)", v(Ap) = ap. Setting v = v(- N A}) gives the desired result.
For general v, let p. be a mollifier with support in B, (0), the ball of radius € around 0, and let v, be the probability
measure with density fe(x) = f Pe(x — y)v(dy). Then there exists s¢ minimizing (3.4) with v replaced by ve and
Ve (A‘;;) =ar, k=0,...,d. As € — 0, any limit point s of {s¢} will minimize (3.4), and ve = v.
For x e R4, let y; = x; — s; +s;. For 1 <k <d, suppose x; — s; > 0V max;x;(x; — s;). Then

— s >0vmax(y; —s
Yk — Sk = l#(w 1)

and y € A}. Similarly, if x; < s for 1 </ <d, then y; <s; and y € A}. For any B € B(R?), let B¢ = {y: infyep |y —
x| < €} and note that v¢(B) < v(B€). Consequently, for any I C {0, ...,d},

ZakEUG(UA}Y(e) Ev{x: EIyeUA‘,i3|x—y|§e+mlax\sf—s1 }
kel

kel kel
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and
Zak < liminfv® (U A‘f;) < v(U Ak>
kel =0 kel kel
giving (3.3). ]

We are interested in an infinite system
X;=x6+/ f(X;,SS)ds+/ a(x;,ss)dws+[ o (X;, Ss) dB;,
0 0 0

where X' takes values in R? and S, is the vector of prices determined by the requirement that
v,{UA,f'} > . (3.5)
kel kel

In other words, for the ith trader, X ; gives the valuations at time ¢ of the d assets, and v; = lim;,—, o % Z;l:l ) Xi gives
the distribution of valuations by the infinite collection of traders.

Existence of a solution follows essentially as in the quantile example, v; will have a strictly positive density which
ensures that S; is uniquely determined by v;, and as before, v satisfies the stochastic partial differential equation

t

t
(¢, vr) = (¢, vo) +/(‘) <L(Ss)¢v Us>ds +/(; <V¢TU('7 Ss), U&)dWs, (3.6)

where

1
L(S)px) =3 Zaij(x, S) Bx; 0x;p(x) + f(x,5) - Vo (x)
iJ

and

aix,S)=ox,Sox, H +5(x, Hox, ).

4. Quantile process

Returning now to the single asset case, we find an equation for the quantile process
VY= inf{x cR, v,((—oo, x]) > a}.

Recall that we considered an infinite system of (one-dimensional) interacting diffusions

t

t t

X§=X6+/ f(xg‘,vf)derf a(X;',,V;’)dWSJr/ & (XL, v¥)dBL, 4.1)
0 0 0

where

VY= inf{x € R|v;(—o0, x] > a}

and

n—oo

1 n
vy = lim v)' where o] = " ) Sxi- (4.2)
i=1
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To prove the following result we choose a bounded, smooth, strictly positive function g : R — R with bounded first
and second derivative such that fR qg(x)dx =1 and

q'(x) 4
sup < 00.

xeRr q(x) @3

Define the functions, v;"¢, v, F;", Ff : R — R as follows

1 & : x
v?’e(X)=;qu(x—X§), F,"’G(X)=/ v () dy,

i=1 -

vf(X)Z/Rqe(x—y)vt(dy), Ff(x):/ vi (»)dy,

—00

where g, :R — R, g (x) = éq(’ei), x € R. Then, the functions v;"¢ are uniformly bounded smooth functions and,
since lim,_, oo V" = 1y, it follows that v;"“ converges pointwise to vf. Hence the quantiles V" of the probability
measures with densities v, with respect to the Lebesgue measure uniquely defined by the formula

Fn,e (t, Vta,n,e) —a

converge to the quantiles V;*“ of the measure with density v¢ with respect to the Lebesgue measure, lim,_, o V"€ =
V€. Moreover, since also the derivatives of the functions v;"“ converge to the derivatives of the functions v¢ and

are uniformly bounded, it follows that v;" converges to v¢ uniformly on compacts. In particular this implies that

. N,€ y,70N,€ o,€ . . dvl"€(x) dv (x) . .
lim, 0 v; " (V; ) =v; (V;%). Similarly, lim,,, o0 e |x=v,‘”‘" =—5 |x=V,‘“~ These two facts will be used in

the following proposition.

Proposition 4.1. Assume Conditions C1, C2, and C3 and that f,o and 6 are twice continuously differentiable in the
first component. Then the quantiles V* satisfy the following evolution equation

t t
ve=ve [ revears o v aw,
N N

dr (4.4)

x=V

! 1 d a2
_/x 721),(%"‘)5[(0(% V) v (0]
foranyt >s > 0.

Proof. First, note that, by the definition of the quantiles,
TV X)L X =0,

where 7%€ : Rl 5 R is the smooth function
I (Y
TP, X1, .., X)) = — Z/ qe(y — xi)dy —a.
s e

Since 37;{)"’6 (W, X1, .oy xp) = %Z;’zlqg(v — x;) > 0, by the implicit function theorem there exists a count-

able set of balls B(xj,r;) € R" j > 1 such that U”Z 1 B(xj,rj) =R" and a countable set of smooth functions
Q%m€J: B(xj,r;) — R such that

Ve = gumed (X)L XD, (X)L .. XT) € B(xj,r)).

4One can choose q such that g(x) = ¢4 exp(—|x|[) for |x| > 1, where ¢, is the normalization constant.
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o,n,e

In particular it follows that V,
semimartingales V"""

is a semi-martingale. This fact allows us to deduce the evolution equation for the
. By applying the generalized It6 formula (see, for example, Kunita [16]) we have

0=dr*" (V™ X/}, ....X})

gy @n.€ n gy @n€
=— (VEme, X! X Ay 4
v

5 (v, xt L Xy dx]
X
j=t
2~ra,n,€
S X X dlyee),
1 82}/\0{”6 .
+EZT(V,“’”’G,X},...,X?)d(Xf)t
j=1
n Y€
3)(]'31)

+ (Ve X)L Xy d(vere x7)
j=1

which implies that

n
0=v (V") avome — %Zf(X,j, V) qe (Ve — X dr
j=1
n

_ _Z Xll’ Va)qe(vane _Xij)dW’ — %Z&(X,j, V )qe(vﬂlne —X‘Z/)dB,j

j=l1 =1
n
+2]_nZ6Z(Xij,Vta)qE(Vane_Xj df+ ZO, XJ’VOt (Vane le)dl
j=1
1 & 1 ' .
" Zqé(VIa,n € th)d(Va n e)t - Clé(V,a’n’e _ Xt])o‘(X;’ Vf‘)d(W, V(x,n,e>t
Jj=1 j=1
n
- Ly e - XDy (x, vyl vene),
j=1

From this identity it follows that

2
t 1 n )
(V"‘*”‘>,=/O T (V“E)2<;Zo (x], Vi) ge (Ve = x) | ds

Jj=1

t 1 & -~
+A e ane (EZ X{vvga qG(V"‘"E X{) ds,
J=1

1 ) .
(W, Voz,n,e>l _ (V“ e (; ZO-(ij’ VSD‘)CIG(Vsﬂf»n,e — Xs/)) ds,
j=1

(B[,V“’"’E>t=/0 W” (X{,Vsa)qe(vs""”’é—X!)ds.
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Therefore

1 - ;
= e 2 Ve — x)a

dvene —
t

1 - ;
XJ o o,n,e XJ
+ nv;z,e(vta,n,e) ; ( > V )qf(v l)dW’

(Vwé Z& (X7, V&) qe(VE™€ — x7)dB]
nv;” =
1 "o . ; .
— T @] VE) + o (X V) gL (V" = X ) dr
t t =1

2nvt (Va —— g Zl a ne X]) d(va,n,e)t

* Z Ve = x)a (X v alw. ver),
n
+ % Zq;(v,""”’6 - X{)a(xg', V&) d(B/, vere) (4.5)

Observe that the term W Z’}zl f(th, V) Gqe (Ve — th) is bounded by || ||, the supremum norm of f,
13 t

with similar bounds holding for the second and the third term in (4.5) and for the terms appearing in the expression
for (V™€) (W, V&), (B, V™€), The term

1 “ .
= S 200 Vi) 0 (6, V)l (v — )
t =1

is uniformly bounded by é(||6 I+ |lo]1?) following property (4.3) of the function g. A similar bound can be proved
for all the remaining terms in (4.5) are uniformly bounded on compacts as inf,, inf,¢[5 7| vy € (x) is strictly positive on
compacts (using the tightness of the sequence v") and &, o, and g, are bounded. Using these bounds, we take the
limit in (4.5) as n tends to infinity to obtain that

1

0 < )
1 o€
+W(fRG(x7Vt“)qe(Vt’ —x)vt(dx))th

! O o Q\\ ./ [yr0€E
W(f( 2(x, V&) + 02 (x, V)L (V] —x)v,(dx)> dr
1 we 2
ZW“ ([ ”’“’”)W(/R“&’Vz“)%(%* @) @

Ut (V“ —e (/]RG (Ve — x)v,(dx)) dr. (4.6)
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Next since v; (x) = lime_, 0 vy (x) as e tends to 0, it follows that V¥ =lim._,¢ V Following from Corollary 6.1 and
the boundedness of both v, (x) and 2 33 [vr (x)] on sets of the form [s, 1] x [—k, k] , we can take the limit in (4.6) as €
tends to O to obtain that

1 0 r/_
dv® = f(VE V) dt +o (VE V) dW, — Wa—x[(oz(x, VE) + 02 (x, V) (0)] . dr
__ Ly ey L oV, Vi) 9 «
e, Vt"‘)a (Vt Vi )8x [vt(x)] - dr + o, V) ax [o(x, V )vt(x)] - de,
which gives (4.4). O

Remark 4.2. See also [22] for the Eq. (4.4).

Remark 4.3. Under additional assumptions on the initial distribution of X (for example if the distribution of Xg is
absolutely continuous with respect to the Lebesgue measure with strictly positive density), one can show that (4.4)
holds true also for s = 0.

5. Application to nonlinear filtering

Let (£2, F, P) be a probability space on which we have defined two independent d-dimensional, respectively m-
dimensional standard Brownian motions B = {(B, )d pt>0}and W = {(W’ o1, t > 0}. Let (X, Y) be the solution
of the following stochastic system

t

t t
X; =X0+/ f(Xs» Ys)ds+/ o (Xs, Ys)dWs +/ 6(XS1 YS)stv
0 0 0

t t
Y =/ h(Xs, Ys)ds +/ k(Y)dW;.
0 0

Let ]—",Y be o-field generated by the process Y and m; be the conditional distribution of X; given the o-field
generated by the process Y. We show that 7; charges any open set. Moreover, under additional conditions, we show
that it is absolutely continuous with respect to the Lebesgue measure on R¢ and has a positive density. We have the
following

Corollary 5.1. Assume the following:

° f:Rd xR" >R 1R xR" > R", g:RYT x R" - R" x R, and 5 : R? x R"™ — R x R are continuous
functions, uniformly Lipschitz in the first argument.

e o is nonsingular, k:R™ — R™ x R™ is invertible, k=1 is bounded and ok~ 'h:RY x R™ — R? is a continuous
functions, uniformly Lipschitz in the first argument.

o The random variable X has finite second moment.

Then there exists a set $2 € F of full measure such that for every w € 2 and t > 0, m charges any nonempty open
set.

If, in addition, the functions f,ck™'h,o and & are continuously differentiable in the first component then there
exists a set 2 € F of full measure such that for every w € $2 and t > 0, m{ is absolutely continuous with respect to
the Lebesgue measure with a strictly positive density.

Proof. Let Z ={Z;,t > 0} be defined as

t
Zi = exp(— / (' (Yph(X,, Y0)) T dWy
0

t
_ %/0 (k" (YORXs, Y0) T (K (Yoh(Xs, ys))ds)
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Under the above assumption Z is a martingale. Consider the probability measure P absolutely continuous with
respect to P defined as

dP|
apP|z "
Then, by Girsanov’s theorem, the process W = {W,, > 0} defined by
_ t
W= Wi [ R Y
0

for r > 0 is a Brownian motion under P independent of B and, by Kallianpur—Striebel’s formula,

E[e(X)IF ] = E[e(X0&|F]]. (5.1)
-1

Z
where ¢; = W and

t

t t
X,:X0+f (f+o—k*‘h)(xs,ys)ds+/ o(XS,YS)dWS—i—/ 5(Xy, Yy)dBy.
0 0 0

‘We note that, under ﬁ, Y satisfies the SDE
t ~
Y, = / K(Yy) dW,,
0
hence
- t
W, = / k~1(Yy) dY,
0

and in particular }',Y = .EW’Y for all > 0. From (5.1) we obtain that as in (6.3) that

—(1/277z

(zn)d/z

T (p) = /R ) E[¢(Xt @) M, (2)¢ F,Y} dz,

where M, (z) is the martingale defined in (6.2). The analysis then proceeds in an identical fashion to that in the proofs
of Theorems 1.1 and 1.2. O

Remark 5.2. Note that we cannot apply the results of the Theorems 1.1 and 1.2 under the original measure P as the
Brownian motion B is not independent of Y under P.

Remark 5.3. Corollary 5.1 can be interpreted as a smoothing result of the most basic kind. Essentially we prove
under Lipschitz/differentiability conditions (in the first argument only!) on the coefficients that, whilst 1 is arbitrary,
7, charges every open set and, respectively, has a positive density with respect to the Lebesgue measure for any t > 0.
Recently, Krylov proved in [15] that if o has a density that belongs to the Sobolev space H ;_2/ P(RY) forall p > 2,
then m; is 1 — & Holder continuous. In addition to the boundedness and the Lipschitz assumptions on the coefficients
(imposed both in the x and in the y variable), the results in [15] also require uniform ellipticity of the diffusion matrix.

6. Proof of the properties of the conditional distributions

Let / be a function f :[0, 0o) x R? — R with the following properties:

e For each z € RY, the function 7 — F (¢, 7) is a measurable, locally-bounded function.
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e For each 1 € [0, 00), the function z — F (¢, z) is differentiable. F'(z, z) will denote the matrix of partial derivatives
(F'(t.2);,;=8;Fi(t.2).

e For each z € RY, the function r — f~’ (1, z) is a measurable, locally-bounded function.

Now consider a new probability measure P, absolutely continuous with respect to P, defined by

dpP? ! 1 [

dPAE=6H(—[;F@JfﬂBy—§AIFQJH%B)
where [ (s,z) " is the row vector (f (s,2)1, F (5,2)2, ..., F (s,2)q). Then, by Girsanov’s theorem, the process B* =
{Bf,1>0}

t
Bf:B,—i—/ F (s, z)ds
0

is a Brownian motion under P*, independent of W and V. Since (B%, W, V) has the same law under P* as (B, W, V)
has under P, it follows that X (z) given by

dX;(z) = f(Xt(Z)v Vt) dr +0'(Xt(Z), Vt) dw; +5(Xt(Z), Vt) dB;
= f(Xt(Z), V[) dr +0'(X1(Z), V[) dW[ +O_'(X[(Z), V[) dBl
+0(X/(2), Vi)F (t,2)dt (6.1)

has the same law under P? as X has under P, and for ¢ € B(RY),
E[o(XnIF""] = E[p(X, ()1 F""]
= E[p(X, ()M, ()| 7],

where M, (z) is defined as

t 1 13
M;(z) =exp<—/(; F(s,z) dBs — 5/0 ’F(s,z)’zds>, t>0. (6.2)

In the following, we will use a Fubini argument for the function ¢, where

(/22

(Lw$¢@&MM@T£E7

is defined on the product space RY x £2. Consequently, we need to know that ¢ is B(RY) x ]—',W’ V-B_measurable.
Measurability is not immediate as X;(z) is initially defined for each z individually. However, one can prove the
existence of a process X;(z) such that for each z, X (z) and X (z) are indistinguishable and

(z,0) = X,(2)
is B(R?) x .7-",W’ V-B_measurable. More precisely, we can assume that X is optional, that is, the mapping
(t,z,w) €[0,00) x RY x 2 — X,(2)

is measurable with respect to the o -algebra generated by processes of the form

D & i@ @),



964 D. Crisan, T. G. Kurtz and Y. Lee

where 0 =19 <t <---, fi € C (]Rd), and §&; is f,fV’V’B-measurable. To avoid further measurability complications,
from now on, we will use this version of the solution of (6.1). Hence, if ¢ : R? x £2 — R is a nonnegative, B(R?) x
}',W’ Y _measurable function, the conditional version of Fubini’s theorem (for nonnegative functions) gives

—-(1/2)z"z

E[p(X,, )NF""] = /H; JE[e(Xi(@), M) FV V]S dz

(23‘[)d/2
e—(1/2)272

= E|:/Rd(p(Xt(z), ~)M,(Z)Wdz’ﬁw’v]. (6.3)

We treat the one-dimensional and the multi-dimensional cases separately.
6.1. The one-dimensional case

Consider the function

Ft,z)=z Yt>0. (6.4)
In this case, (6.1) becomes

dX;(2) = f(X/(2), Vi) dr + o (X, (2), Vi) AW, + & (X, (2), Vi) (dB; + zdr). (6.5)

Since & is positive, with probability 1, the function z — X,(z) is a strictly increasing, continuous function and
lim;_, oo X¢(z) = —00 and lim,_, », X;(z) = oo. In particular, z — X;(z) is a continuous bijection, so if (ﬁ, B)isa
(nonempty) open interval, then X, Y'B.B)isa nonempty open interval. In particular, X, ! (B, B) has positive Lebesgue
measure. Hence, if we choose ¢ in (6_.3) to be the indicator function of an open interval (E_, B), then

P[Xt c (é, E)LF[W’V] — e—ZBf—zz(l-‘rl)/z dz)ftW,V:|' (66)

=
—E
2 LIX7'8.B)

Since z — e~?B=2(+1/2 g positive on X;”' (B, B), it follows that fx—l(ﬂ B e~Bi=2(t+1)/2 4 5 positive (with prob-
P B,

ability 1) as is its conditional expectation. This proves Theorem 1.1 in the case d = 1.
Assuming that f, o and ¢ are differentiable, z — X, (z) is differentiable with probability 1. Its (positive) derivative
is given by

of dX
7,2 d:f 1(2)
dz

t
_ / 5 (X, (2). Vy) exp(il (2)) ds, ©.7)
0

where

' 1 1
is(2) = / (f/(Xr(Z), Vi) = 5 (0" (X @, V)’ - 5@ (X ), Vr))z) dr

t t t
+f 0/(Xr(z),Vr)dWr+/ 6/(X,(z),V,)dBr+f o' (X (2), Vy)zdr.

Now, since z — X;(z) is a bijection, it is invertible, and we can define

exp{—X; ' B — (X, ()2 + /2
J(X7 )

Taking ¢ =14, A € B(R), in (6.3) and using the change of variable y = X,(z),

vi(y) = (6.8)

1 1
Pl e aiF™ )= k| [norw]m | = o [ Ebois" o,
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Hence, the conditional distribution of X, given ]—',W’ Vs absolutely continuous with respect to Lebesgue measure with
density

1
() = EE[W W"IFY]. (6.9)

Since v; (y) is strictly positive, by Lemma A.7, there exists a version of p,(y) such that with probability one, p;(y) > 0
for all y € R and 7 > 0. This proves Theorem 1.2 in the case d = 1.

Corollary 6.1. Under Conditions C1, C2, and C3, there exists a random variable c(s, t, k) positive almost surely such
that

inf > c(s, t, k). -
(r,y)€Els,t1x[—k,k] or(y) = c(s ) ( |

In particular, the set 2 € F of full measure appearing in the statement of Theorem 1.2 on which /' is absolutely
continuous with respect to Lebesgue measure and the density of m/ with respect to Lebesgue measure is strictly
positive can be chosen independent of the time variable t € (0, 00).

Proof. Using the independence properties of Xo, B, W, and V, we have
E[f (Xo. BIF"] = E[f (Xo. B)[Vo]
for any reasonable function f. Hence, there exists & such that
E[f (X0, B, Wonr, VI FaeV | =h
0, D, RAVE] 'A[)l 00 ] - f(VO’ W'/\[7 ‘/-/\l)'

Since v;(y) is a function of X¢, B, W..; and V. ;, this implies that
() = —— E[u IFYY] = —— E[n (I FEY ]
V2T ! V271 *

Choose m to be an arbitrary positive constant. Since the function (¢, x) — min(v;(x), m) is bounded, positive and
jointly continuous in (¢, x) it follows that its conditional expectation

1
" (y) = —— E[min(v; (x), m)|FYV
t Y m [ ( ! ) 00 ]
has a version which is bounded, positive and jointly continuous in (¢, x). Hence, (6.10) holds true with c(s, t, k) =
infi yyels.x (k.1 £ (7) > 0. 0

Lemma 6.2. Under Conditions C1, C2, and C3, the density function y — p;(y) is absolutely continuous. Moreover,
it is differentiable almost everywhere and

dp[ 1 d])t
Ly =——EF|

dy V2rn Ldy
More generally, if f,o and 6 are m-times continuously differentiable in the first component, then the density func-
tion y — p;(y) is (m — 1)-times continuously differentiable and m-times differentiable almost everywhere. A similar
formula to (6.11) holds for higher derivative of p; as well.

6))

;EIW’V]. (6.11)

Proof. The function y — v;(y) is continuously differentiable under Conditions C1, C2, and C3, and

d”é;y) =) — 2(x), (6.12)
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where
iy = ~SPEXT OB = (X 02+ D/2) B4 X )+ D)
’ ST ) LX)
2o _ X=X OB — X 0P+ D/ dd EPRY
HOR o (X ) /(%7 0)?).

We want to prove that

E|:/ M dyi|<oo.
R

dx
In order to do that, we show that the property holds for both functions on the right hand side of (6.12). We show how
this is done for the first function. We have that

_ _ 2
E[/‘L}(y)’dy}:E[/ exp{=2B; — 2 (t+1)/2}|Bt+z(t+1)|dz] (6.13)
R R Ji(2)
< / e T2 E[e= P B YP E[ 1)) Y E[|B, + 2t + D[] dz (6.14)
R
Sfe_zz(’H_”’)/er(Izl)l/rE[Jt(z)_q]l/qdz, (6.15)
R

where p, g, r € (1, 00) are chosen so that p < # and % + é + % =1 and Q, is a suitably chosen polynomial so that

E[|B; +z(t 4+ 1D|"] < Q,(|z|) for any z € R. To get (6.13), we used the change of variable z = Xt_l(y) and applied
Holder’s inequality to obtain (6.14). From (6.7) it follows that

J, > tes exp(—ch,(,,;, —tch]z] =2 sup |Cs|>, (6.16)
s€[0,1]

where C is the martingale
s N
Cs :/ o' (Xr(2), V,) dW, +/ &' (Xr(2), V;)dB., s€[0,1].
0 0

In (6.16) we used the fact that c5 & inf, , & (x, y) > 0 and that

def _
Cros = sup|f'(x,y) — 3o’ (x, y) — 367 (x. y)?,
X,y

cs def sup|6/(x, y)|
x’y

are finite quantities. This follows from Conditions C1, C2, and C3. Hence, immediately,
E[J/(2)7] < ked'e5 1!, 6.17)
where

k= (tacz)™4 exp(qICf,g,g)E[exp(Zq sup |Cy |)]
s€[0,1]
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Note that k is finite as the running maximum of the martingale C has exponential moments of all orders. From (6.15)
and (6.17) we deduce immediately the integrability of L, The integrability of Ll fo]lows ina similar manner as all the
terms involved as similar to those appearing in Lt The only term that is different 4 i Exphcitly is given by

dJ, ' _ dig
= @= / o (X5(2). Vi) exp(i (z))<0 (XS(Z)aVY)JAY(Z)_i_E(Z)) ds

and one proves in a similar manner that

[ dJ;
E -
dz

} < Keklel (6.18)

where k' and k” are some suitably chosen constants. It follows that

o) = o (?) = J%E[v,(yl) o (A)IFN]
_ dv; w.v
_mE[/m RIS ‘}', ]

d\}[ W,V
/J_[ (y)dy ‘]-" ]dy (6.19)

and we deduce from the above the absolute continuity of p; and, therefore, its differentiability almost everywhere We
note that the last identity follows by the (conditional) Fubini’s theorem as we have proved the integrability of over
the product space §2 x R. The methodology to show that p; has higher derivatives is similar. Observe first that

4" () _ expl=X; ' 0B — (X 0D+ D/2)

dy™ J(X7 )
dxt™ _
xr<z,3t, X7, —( SO (X 1(y)))
where T (¢, B;, X 7] (y), dX’ (X, ( b)) RS if: (X, -l (v))) is a random variable which has moments of all order con-

trolled by an upper bound of the type (6.18). One then shows the integrability of ¢ v’ (y ) over the product space 2 x R
which implies the m-times differentiability of p;. (]

Lemma 6.3. If in addition to Conditions C1, C2 and C3, the coefficients f, o and 6 are bounded, then there exists a
constant a = a(t) independent of z and a positive random variable c; such that almost surely

pi(x) <ce ™ VzeR. (6.20)

Proof. It suffices to show that E[sup, g o (z)e“zz] < 0. This inequality is satisfied provided E[sup,cp Vs (y)e“yz] <
o0, which, substituting y = X, (z) (see (6.8)), is satisfied if E[sup,cg v ((X;(2)))e*® @] < 00. Moreover the latter

is satisfied if
E|:/ ‘di(vz((Xt(Z))ea(Xi(z))z) dz] = E|:/ (CII(Z) +q2(z)) dz] < 00

r|dz .
204D ax
2 El

where
q1(2) = 2a|X,(z)|exp{—zB, —

(X1 ()

d
020 = \d—zw,((xt(z)))




968 D. Crisan, T. G. Kurtz and Y. Lee

Since the coefficients f, o and ¢ are bounded, by a standard argument one can easily show that there exists a positive
constant b} such that for any 0 < b < b/

sup e_kbzzE[eb(X’(Z))z] < 00,
zeR

where k = 2|0 ||C2>Ot2. The proof then follows similar to that of Lemma 6.2. O
6.2. The multidimensional case

For X (z) given by

dX;(2) = f(X:(2), Vy) dt + 0 (X, (2), Vi) AW, + 6 (X, (2), Vi) dB; + F (1, 2) dt, (6.21)
define
dps g T L 2
=M;2)=exp|— [ 67 (Xs(2), Vs)F (s.2) " dBy — = | |67 (Xs(2), Vi) F (5,2)| ds ),
where f (s,z) | is the row vector (F (s,2)1, F (5,2)2, ..., F (5,2)q). Then M(z) is a martingale under the filtration

G = ]-',B V o (W, V) and by Girsanov’s theorem, the process B* = {B}, t > 0}

t
BtZ:Bt+/ 0_’71(Xs(z)7 V?)f (s,2)ds
0

is a Brownian motion under P* with respect to the filtration {G,;}. Consequently, (B%, W, V) has the same law under
P%as (B, W, V) has under P, and it follows that X (z) given by

dX;(2) = f(X:(2), Vi) dt + 0 (X;(2), Vi) dW; + 6 (X, (2), V) dBf
= f(X:(@), Vi) dt + 0 (X/(2), V;) dW; + & (X (2), Vi) dB, + F (¢, 2)dt (6.22)

has the same law under P? as X has under P. As before, for ¢ € B(R?),
E[o(X)IFYY] = E-[o(X:@)IF"Y]
= E[p(X:@)M: @7 ]
since E[M;(2)|lo(W,V)]=1.Fora >n"!,n=1,2,..., define
F*"(s,2) =nljg—1/n,a](5)z. (6.23)

Let X*"(z) = {X;""(z), 1 > 0} be the solution of (6.1) with  replaced by F *". Then X" (z) — X + z almost surely,
where the convergence will be uniform for z in compact sets, and

Ta(A) = P Xy € AR

o0
ZZZ_"/ E[LixzmemMi@IF"V]0(z) dz,

d
n=1 R

where 6 is a probability density that is strictly positive on R. If A is open then

o0
D 2Mxp e My () > 0

n=1
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on {(z,w): Xg(w)+z € A,limy_ 0 X" = Xo + z}. Since the limit holds almost surely, Theorem 1.1 follows.
Next, let J" (z) be the Jacobian of z — X*"(z)

(Jta’n(Z))ij =9; (X;x’n)i(z)'

Then J*"(z) = {J" (z),t > 0} is zero for t <a —n~!, and for t > o — n~!, Jo" satisfies the following stochastic
differential equation

t
s = | A VS)J“"(z)ds+Zf Lo, V) aw,
oa—1/n =1 oa—1/n
d . ‘
+Z/ y 6/ (X3 (2), Vs)J & (2)dBL + (1 — n(a — 1)) 1, (6.24)
i=1"en

where f/:R? x E — R?*? is the matrix-valued function defined as

def 0 f (x, v)i

/

(.X, v) A
and o/, i =1,...,d" 6/,i =1,...,d are functions defined in the same manner (o;, i =1,...,d" 6;,i=1,...,d
are the column vectors of o, respectively o, o = (01, 02, ...,04), 6 = (1,02, ...,04)) and I; is the d-dimensional

identity matrix. Let @%"(z) = {®;""(z),t > 0} and T*"(z) = {T,*"(z),t > 0} be the solutions of the following
matrix stochastic differential equations

t
¢f”"(z)=ld+/( o [z X3 (2), Vs) " () ds
a—1/n)nt
+Z/ . o} (X2 (2), Vy) D" (2) AW}
(a—1/n)At
+Z/ . &/(X2"(2), V) @2 (2) dBL,
D( n)Nt

YOGy =1 — / TN @ (2, XO(2), Vi) ds
(a—1/n)At
—Z / e O (X ). Vi) W,
ot n)Nt

t .
_ Z / TEM ()6 (X2 (2), V) dBI,
(

= Ja—1/mnt

where

QU

k(2 XE (@), Vi) = £/ (2 X3 @), V) = Y o] (X8 (), Vi) Z (X2"(2), V;)*.

It is easy to check that

(" ()P (2)) =0,
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and since 1" (2)@"" (z) = I, it follows that 7" (2)®;"" (z) = I, for all t > 0, i.e., ;" (z) and 1;*" (z) are non-

singular and inverse to each other. Then, for t € [0 — %, o] we can write the solution of (6.24) explicitly as
t
I (2) =nd " (2) " (z)ds
a—1/n
t
=I;4+n®""(2) (2" () — 1" (2)) ds.
a—1/n

Since " (z) is jointly continuous in s and z, we have that, almost surely, for each compact K C R,

o

n®g"(2) (" (@ = 17" (2)) ds| =0.

a—1/n

lim sup
n—)OOZEK

Hence, almost surely, lim;, , oo sup,c g [J2°"(z) — I| — 0.
Let

e ={(z, w): det(J"(2)) #0}.

Then there exists a partition I"*" = | J, I}"" and processes Y/*(y),y € R? such that X2(Y*(y)) = y for
(Yg’k()’)s ) € I and Yl;”k(XZ(z)) =z for (z, w) € I}"". For each n, we have

7o (A) = P{Xy € AlF)"V}

E[/Rd Lixn(5)eayMy (2)6(2) dz‘fy‘v}

> E|:/Rl Lran(z, )Lixn(z)eay My (2)0(2) dz‘fy’v}

MI(YER () (YK () ]
_ E|1 nan (y7:k e a\Ma a f;}V’V dy.
Ad Xk: |: Iy ( o (y) ) {veA} det(‘lg,n(yg,k(y))) ’ Y

Let

Mg (Y ()0 (v) | ]_-W,v]‘

Xk: I ( ) det(J" (Y2 * (y)))

There exists a version of 7% such that
T (A) > / P (y) dy
A
for all Borel sets A. Then
T (A) :f max r™%(y)dy (6.25)
A n
for all Borel sets A. To see this observe first that

na(A)z/maxr"’“(y)dy.
A n

5We also have that limy,— oo sup,ek X5 (@) — (Xo +2)| = 0.
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Then, it is enough to show that

E / maxr"’”‘(y)dyi|:l. (6.26)
L/RE 7

But this expectation is greater than or equal to

E / ran(z. )My (2)0(2) dz] = f dPz{det(Jo‘j""(z))#O}G(Z)dz. (6.27)
L/ R R

Foreach z and € > 0, lim,,, oo P*{|J2""(2) — 1| < €} = 1 by essentially the same argument as for z = 0. Consequently,
(6.27) converges to 1 giving (6.26).
To see that the density r* can be taken to be strictly positive, note that

© ME(YER(y)O (YR (y))
« E[DY 27 1pen (YK (y), ) — - Fa
re(y) > [; ; ren (Ve 0. ) det(JE" (Y () = }

and that for almost every w and for each y and € > 0, there exists n such that
Bc(y) C {u: 3z such that X}}(z, ®) = u and det(J$""(z, w)) #0}.

Consequently, the sum inside the conditional expectation is almost surely strictly positive, and hence, the conditional
expectation can be taken to be strictly positive. This proves Theorem 1.2 for the multidimensional case.

Appendix
A.1. Convergence of quantiles

For 0 < @ < 1, and for u € P(R), define g, (1) = inf{x: w(—00, x] > «}. Note that p is a point of continuity for g,
if and only if 1 (gy (1), go () + €) > 0 and pu(gy (1) — €, go (1)) > 0 for every € > 0.

Lemma A.1. Let {Y,} be a sequence of P(R)-valued random variables such that Y, = Y. Suppose that with proba-
bility 1, the measure Y charges every open set. Then qo(Yy) = qo(Y) for each 0 < o < 1.

Proof. The lemma follows by the continuous mapping theorem. (]

Lemma A.2. Suppose z € Dpm)[0, 00) and for each t > 0, z(t) and z(t—) charge every open set. Then if 0 <a <1
and z, — z in Dp(w)[0, 00), o (2n) = qa(2) in Dr[0, 00).

Proof. The lemma follows by Proposition 3.6.5 of Ethier and Kurtz [8] and the continuity properties of g . (]
The continuous mapping theorem gives the following:

Lemma A.3. Suppose {Z,} is a sequence of processes in Dpw)[0, 00) such that Z,, = Z. If, with probability 1, Z(t)
and Z(t—) charge every open set for all t, then for 0 < a < 1, go(Z,) = qu(Z).

A.2. Convergence of random measures
The following results are from Kurtz [17]. Let £(S) be the space of measures u on [0, 0c0) x S such that ([0, 1] x S) <

oo for each ¢ > 0, and let £,,,(S) C L(S) be the subspace on which ([0, 1] x S) = ¢. For € L(S), let 1! denote the
restriction of u to [0, ] x S. Let p; denote the Prohorov metric on M([0, ¢] x S), and define the metric p on £L(S) by

0
A, v) = / e 'L Ap (V') de,
0
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that is, {1, } converges in 6 if and only if {u!} converges weakly for almost every 7.

Lemma A.4. A sequence of (L, (S), p)-valued random variables {I,} is relatively compact if and only if for each
€ > 0 and each t > 0, there exists a compact K C S such that inf,, E[I;,([0,¢] x K)] > (1 — €)t.

Lemma A.5. Let {(xn, )} C DE[0, 00) X L£(S), and (x,, jtn) — (x, ). Let h € C(E x S). Define

Un (1) =/ h(xn(s), y)n(ds x dy),  u(r) =/ h(x(s), y)u(ds x dy),
[0,¢]x S [0,1]1xS

Zn(t) = un ([0, 1] x S), and z(t) = ([0, t] x S).

(a) If x is continuous on [0, t] and lim,— o 2, (¢) = z(t), then lim,_ oo u, (t) = u(?).

(®) If (xn, zn, pun) = (x, 2, 1) in DExRr[0, 00) x L(S), then (xp, zn, Un, in) —> (X, 2, u, u) in Dpxrxr[0, 00) x
L(S). In particular, lim,,_, oo u, (t) = u(t) at all points of continuity of z.

(¢) The continuity assumption on h can be replaced by the assumption that h is continuous a.e. v; for each t, where
v; € M(E x S) is the measure determined by v;(A x B) = u{(s, y): x(s) € A,s <t,y € B}.

(d) In both (a) and (b), the boundedness assumption on h can be replaced by the assumption that there exists a
nonnegative convex function ¥ on [0, 00) satisfying lim,_, o ¥ (r)/r = oo such that

sup/[‘0 ] SW(|h(xn(s), y)|)u,,(ds x dy) < o0 (A1)
t]%

n

foreacht > 0.
A.3. Measurability and positivity of random functions given by conditional expectations

Lemma A.6. Let (2, F, P) be a complete probability space, E a complete, separable metric space, and {F,,x € E}
a collection of complete sub-o-algebras of F. Suppose that for each A € F, there exists a B(E) x F measurable
process X 4 indexed by E such that for each x,

P(A|Fy)=Xa(x) a.s.

Then for each bounded, B(E) x F-measurable process Y there exists another B(E) x F-measurable process Y such
that

E[YWIF]=Y ) as.

Proof. If Y(x) = 15(x)14 for B € B(E) and A € F, then )?(x) = 1p(x)X 4 (x) satisfies the requirements of the
lemma. Since {B x A: B € B(E), A € F} is closed under intersections and generates B(E) x F and the collection
of Y for which the conclusion of the lemma holds is closed under bounded monotone increasing limits, the lemma
follows by the monotone class theorem for functions. (See Theorem 4.3 in the Appendix of Ethier and Kurtz [8].) [

Lemma A.7. Suppose that the conclusion of Lemma A.6 holds and that Y is B(E) x F-measurable and strictly
positive. Then Y can be taken to be strictly positive.

Proof. Let Ag={(x,»): Y(x,w) > 1}and A, = {(x,0): 27" <Y (x,0) <27 D} n=1,2,.... Then |2 A, =
E x §2, and we can assume that E[14,|F,] > 0 for all (x, ). Note that

n
1= nli)rroloz E[14,|F:] as.
k=0



Conditional distributions, exchangeable particle systems, and SPDEs 973

for all x. If necessary, we can replace E[14,|F] by

n n—1
LAY EMalFd— 1A E[ls|F]
k=0 k=0

to ensure Z,fozo E[14,|F,]1 <1 and then replace E[14,|F] by

1= Ella 7]

k=1

to ensure ) oo E[14,|F:]=1 forall (x, ). Then
o
ZZ‘"E[IAn |Fl<Y(x) as.
n=0

and we can replace ?(x) by ?(x) \Y ZZO:() 27" E[14,|F] to be assured that l?(x) > 0 for all (x, w). (I
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