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We present a hybrid iterative algorithm for finding a common element of the set of solutions of a finite family of generalized mixed
equilibrium problems, the set of solutions of a finite family of variational inequalities for inverse strong monotone mappings, the
set of fixed points of an infinite family of nonexpansive mappings, and the set of solutions of a variational inclusion in a real Hilbert
space. Furthermore, we prove that the proposed hybrid iterative algorithm has strong convergence under some mild conditions
imposed on algorithm parameters. Here, our hybrid algorithm is based on Korpelevi¢’s extragradient method, hybrid steepest-

descent method, and viscosity approximation method.

1. Introduction

Throughout this paper, we assume that H is a real Hilbert
space with inner product (-, -) and norm ||- ||, C is a nonempty
closed convex subset of H, and P, is the metric projection of
HontoC.LetS: C — C bea self-mapping on C. We denote
by Fix(S) the set of fixed points of S and by R the set of all real
numbers. A mapping A : C — H is called p-Lipschitzian if
there exists a constant p > 0 such that

lAx - Ayl < p|x-y|, Vx.yeC. o)
In particular, if p = 1, then A is called a nonexpansive
mapping [1]; if p € [0, 1), then A is called p-contraction.

Recall that a mapping A : C — H is called

(i) n-strongly monotone if there exists a constant 7 > 0
such that

(Ax-Apx-y) znlx -y, vxyeG @

(ii) a-inverse strongly monotone if there exists a constant
o > 0 such that

(Ax - Ay,x - y) > af| Ax - Ay||2, Vx,yeC. (3)

Itis obvious that if A is a-inverse strongly monotone, then
A is monotone and 1/a-Lipschitz continuous. In addition, a
mapping V is called strongly positive on H if there exists a
constant ¢ > 0 such that
(Vx, x) = y||x||2, Vx € H. (4)
Let ¢ : C — R be a real-valued function, let A :
H — H be anonlinear mapping, andlet® : CxC — R
be a bifunction. In 2008, Peng and Yao [2] introduced the
following generalized mixed equilibrium problem (GMEP) of
finding x € C such that

O(xy)+9(y) -9 x) +(Ax,y-x) 20, V¥yeC. (5
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We denote the set of solutions of GMEP (5) by
GMEP(®, ¢, A). The GMEP (5) is very general in the
sense that it includes, as special cases, optimization
problems, variational inequalities, minimax problems, Nash
equilibrium problems in noncooperative games, and others.
The GMEP is further considered and studied in [3-8].

We present some special cases of GMEP (5) as follows.

If 9 = 0, then GMEP (5) reduces to the generalized
equilibrium problem (GEP) which is to find x € C such that

O(x,y)+(Ax,y-x) >0, VyeC, (6)

which was introduced and studied by S. Takahashi and W.
Takahashi [9]. The set of solutions of GEP is denoted by
GEP(G, A).

If A = 0, then GMEP (5) reduces to the mixed equilibrium
problem (MEP) which is to find x € C such that

O(xy)+9(y)-9(x)20, VyeC, )

which was considered and studied in [10]. The set of solutions
of MEP is denoted by MEP(®, ¢).

If = 0, A = 0, then GMEP (5) reduces to the equilibrium
problem (EP) which is to find x € C such that

O(x,y)=0, VyeC. (8)

The set of solutions of EP is denoted by EP(®). It is worth
pointing out that the EP is a unified model of several
problems, for instance, variational inequality problems, opti-
mization problems, saddle point problems, complementarity
problems, fixed point problems, Nash equilibrium problems,
and so forth.

Throughout this paper, it is assumed as in [2] that ® : Cx
C — Risa bifunction satisfying conditions (Al)-(A4) and
¢ : C — Risalower semicontinuous and convex function
with restriction (B1) or (B2), where

(Al) O(x,x) =0forall x € C,
(A2) © is monotone, that is, O(x, y) + O(y, x) < 0 for any

x,y €C,
(A3) O is upper hemicontinuous, that is, for each x, y,z €
C)
lim sup® (tz + (1 -t) x, y) < O (x, y), ©)
t— 0"

(A4) O(x,-) is convex and lower semicontinuous for each
x €C,

(B1) for each x € H and r > 0, there exists a bounded
subset D, ¢ Cand y, € Csuchthatforanyz € C\D,,

0(2) + 9 () - 9@+ -y, -2z -x) <0, (10)

(B2) Cis a bounded set.

Let B be a single-valued mapping of C into H and R a
multivalued mapping with D(R) = C. Consider the following
variational inclusion: find a point x € C such that

0 € Bx + Rx. 1)
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We denote by I(B,R) the solution set of the variational
inclusion (11). In particular, if B = R = 0, then I(B,R) = C.
If B = 0, then problem (11) becomes the inclusion problem
introduced by Rockafellar [11]. It is known that problem (11)
provides a convenient framework for the unified study of
optimal solutions in many optimization related areas includ-
ing mathematical programming, complementarity problems,
variational inequalities, optimal control, mathematical eco-
nomics, equilibria, and game theory.

In 1998, Huang [12] studied problem (11) in the case where
R is maximal monotone and B is strongly monotone and
Lipschitz continuous with D(R) = C = H. Subsequently,
Zeng et al. [13] further studied problem (11) in the case which
is more general than Huang’s one [12]. Moreover, the authors
[13] obtained the same strong convergence conclusion as
in Huang’s result [12]. In addition, the authors also gave
the geometric convergence rate estimate for approximate
solutions. Also, various types of iterative algorithms for
solving variational inclusions have been further studied and
developed; for more details, refer to [14-17] and the references
therein.

On the other hand, consider the following variational
inequality problem (VIP): find a point x € C such that

(Ax,y —x) >0, VyeC. (12)

The solution set of VIP (12) is denoted by VI (C, A).
In 1976, Korpelevic [18] proposed an iterative algorithm
for solving the VIP (12) in Euclidean space R™:

Yn = PC (xn - TAxn)’
(13)

Xp1 = Po(x, - TAy,), Vn=>0,

with 7 > 0 being a given number, which is known
as the extragradient method (see also [19]). The literature
on the VIP is vast and Korpelevi¢’s extragradient method
has received great attention given by many authors, who
improved it in various ways; see, for example, [2,5, 6, 8,17, 20—
28] and references therein, to name but a few.

VIP (12) was first discussed by Lions [29] and now
is well known; there are a lot of different approaches
towards solving VIP (12) in finite-dimensional and infinite-
dimensional spaces, and the research is intensively continued.
VIP (12) has many applications in computational mathemat-
ics, mathematical physics, operations research, mathematical
economics, optimization theory, and other fields; see, for
example, [30-33]. It is well known that, if A is a strongly
monotone and Lipschitz-continuous mapping on C, then
VIP (12) has a unique solution. Not only the existence and
uniqueness of solutions are important topics in the study of
VIP (12) but also how to actually find a solution of VIP (12) is
important.

Let C be a nonempty closed convex subset of a real Banach
space X. Let {T,}"° bean infinite family of nonexpansive self-
mappings on C and let {A,}° be a sequence of nonnegative
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numbers in [0, 1]. For any #n > 1, define a self-mapping W, on
C as follows:

Un,n+1 = I’
Un,n = AnTnUn,nJrl + (1 - /\n) I,

Un,n—l = An—l’z—‘n—lUn,n + (1 - An—l) I

Upge = MTUpper + (1= A) L (14)
Upgeer = Mecr T U + (1= A0) L

Upr =AM TU, 5 + (1-1)1
W,=U,, =AT\U,, +(1-1,) L

Such a mapping W, is called the W-mapping generated by
T,T, ,....,Tyand A, A, _q,..., Ay; see [34].

In 2008, Ceng and Yao [35] introduced and analyzed the
following relaxed viscosity approximation method for finding
a common fixed point of an infinite family of nonexpansive
mappings in a strictly convex and reflexive Banach space.

Theorem 1 (see [35, Theorem 3.2]). Let X be a strictly convex
and reflexive Banach space with a uniformly Gateaux differen-
tiable norm, let C be a nonempty closed convex subset of X, let
{T,}>2, be an infinite family of nonexpansive self-mappings on
C such that the common fixed point set N2, Fix(T,) # 0, and let
f:C — C bea p-contraction with the contraction coefficient
p € (1/2,1). Let {A},2, be a sequence of positive numbers in
(0,b] for some b € (0,1). For any given x, € C, let {x,}>, be
the iterative sequence defined by

Xn+1 = (1 &~ ﬁn) X, + anf (yn) + ﬁnwnyn’

Vn>1,

(15)
Yn = (1 - Yn) Xy T Yanxn’
where {«,}.°, and {B,},°, are two sequences in (0, 1) with «,, +
B, < 1(n = 1), {y,},2, is a sequence in [0, 1], and W,, is the
W -mapping defined by (14). Assume that
(i) lim o, =

(0]
n—o00"'n 0’ Zn:O OCn =
lim inf, , B, <lim sup, _, B, < 1,

oo and 0 <

(ii) im,, _, o |V,s1 = Yol = 0 and lim sup,, _, ..y, < L.

Then there hold the following:

(I) hmnaoo”xn+1 - xn” = 0;

(IT) the sequence {x,},>, converges strongly to some q €
N2, Fix(T,,), provided lim,,_, .y, = 0 and f3,, = f3 for
some fixed 3 € (0, 1), which is the unique solution of
the VIP:

(I-f)aJ(q-p)), Vpen? Fix(T,), (16)

where ] is the normalized duality mapping of X.

Furthermore, let A, 1, A5, ..., A, € (0,1], n 2 1. Given

the nonexpansive mappings S,,S,,...,Sy on H, Atsushiba

and Takahashi [36] defined, for each n > 1, mappings
Uo1>Upas -5 U, N by
Upi = ApiSi+ (1= 2A,1) L,
Un,2 = /\n,ZSnUn,l + (1 - An,Z) I
Un,n—l = An—lTn—lUn,n + (1 - /\n—l) I
17)

Upn-1 = AanaiSnciUnnez + (1= A0 1
Wn = Un,N = /\n,NSNUn,N—l + (1 - /\n,N) L

The W,, is called the W-mapping generated by S,, ..
and A, 1, A5, A, . Note that the nonexpansivity of S;
implies the nonexpansivity of W,.

In 2008, Colao et al. [37] introduced and studied an
iterative method for finding a common element of the set
of solutions of an equilibrium problem and the set of fixed
points of a finite family of nonexpansive mappings in a real
Hilbert space H. Subsequently, combining Yamada’s hybrid
steepest-descent method [38] and Colao et al’s hybrid viscosity
approximation method [37], Ceng et al. [7] proposed and
analyzed the following hybrid iterative method for finding a
common element of the set of solutions of GMEP (5) and the
set of fixed points of a finite family of nonexpansive mappings
Sk

"SN

Theorem 2 (see [7, Theorem 3.1]). Let C be a nonempty closed
convex subset of a real Hilbert space H. Let ® : Cx C —
R be a bifunction satisfying assumptions (Al)-(A4) and let
@ : C — R be a lower semicontinuous and convex function
with restriction (B1) or (B2). Let the mapping A : H —
H be 8-inverse strongly monotone, and let {S;}Y be a finite
family of nonexpansive mappings on H such that N | Fix(S;) N
GMEP(®, ¢, A)#0. Let F : H — H be a k-Lipschitzian
and n-strongly monotone operator with constants k,n > 0
and f : H — H a p-Lipschitzian mapping with constant
p > 0.LetO < pu < 2/* and 0 < yp < 7, where

7 =1- 11— u(2n — ux?). Suppose that {e,} and {f,,} are two

sequences in (0, 1), {y,} is a sequence in (0,26], and {An’i}fil
is a sequence in [a,b] with 0 < a < b < 1. For every
n > 1, let W, be the W-mapping generated by S,,...,Sy and
Apts Ao s Ay . Given x; € H arbitrarily, suppose that the
sequences {x,} and {u,} are generated iteratively by

O (u, ) + 9 (y) — ¢ (u,) + (Ax,, y — )

1
+—(y-u,u,—x, >0, VyeC,
s

n



Xn+1 = ‘xn)/f (xn) + /jnxn + ((1 - ﬁn) I- “muF) Wnun’
Vn>1,
(18)

where the sequences {«,}, {B,}, {r,} and the finite family of
sequences {/\n,i}il satisfy the following conditions:

(i) lim,, _, &, =0and Y >, «, = 00;
(ii) 0 < lim inf, |, B, <lim sup,_, B, <L
(iii)) 0 < lim inf,_, r, < limsup,_ 1, < 26 and
lim, | (r,.1 —1,) =0;
(iv) lim,, , ., (A4, —Apy) =0 foralli=1,2,...,N.

Then, both {x,} and {u,} converge strongly to
x* € nf\:rl Fix(S;) N GMEP(®,¢, A), where x* =
Py Fix(s,)NGMEP(@.p,4) (] — HF + yf)x"* is a unique solution of
the variational inequality:

(uF = yf) x",x" = x) <0,

(19)
Vx € Y, Fix (S;) N GMEP (©, ¢, A).

On the other hand, whenever C = H a real Hilbert space,
Yao et al. [4] very recently introduced and analyzed an iterative
algorithm for finding a common element of the set of solutions of
GMEP (5), the set of solutions of the variational inclusion (11),
and the set of fixed points of an infinite family of nonexpansive

mappings.

Theorem 3 (see [4, Theorem 3.2]). Letg : H — Rbealower
semicontinuous and convex function and let ® : Hx H — R
be a bifunction satisfying conditions (A1)-(A4) and (B1). Let V
be a strongly positive bounded linear operator with coefficient
u>0andletR: H — 2" be a maximal monotone mapping.
Let the mappings A,B : H — H be a-inverse strongly
monotone and f-inverse strongly monotone, respectively. Let
f:+H — H bea p-contraction. Letr > 0,y > 0, and A > 0
be three constants such thatr < 2o, A <23, and 0 <y < u/p.
Let {A};2 | be a sequence of positive numbers in (0,b] for some
b € (0,1) and {T,}.2, an infinite family of nonexpansive self-
mappings on H such that Q := N°2, Fix(T, )NGMEP(®, ¢, A)n
I (B, R) # 0. For arbitrarily given x, € H, let the sequence {x,,}
be generated by

O (t y) + 9 (¥) = ¢ () + (y =, Ax,)
+ l(y—un,un -x,)20, VyeH,
r (20)

Xn+1 = ‘anf (xn) + ﬂnxn + [(1 - /3n) I- ‘an]

XW,Jga (4, —ABu,), VYn>1,

where {a,}, {B,} are two real sequences in [0, 1] and W, is the
W-mapping defined by (14) (with X = H and C = H). Assume
that the following conditions are satisfied:
(CI) lim
(C2) 0 < lim inf, _, B, <lim sup,, _, . B, < L.

=0and Y22, a, = co;

n—»oo“n n=1"n
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Then, the sequence {x,} converges strongly to x* € Q, where
x* = Po(yf(x™) + (I - V)x*) is a unique solution of the VIP:

(pf -V)x",y-x") <0, VyeQ. (21)

Motivated and inspired by the above facts, in this paper,
we introduce and analyze a hybrid iterative algorithm for
finding a common element of the set of solutions of a finite
family of generalized mixed equilibrium problems, the set
of solutions of a finite family of variational inequalities for
inverse strong monotone mappings, the set of fixed points
of an infinite family of nonexpansive mappings, and the
set of solutions of the variational inclusion (11) in a real
Hilbert space. Furthermore, it is proven that the proposed
hybrid iterative algorithm is strongly convergent under some
mild conditions imposed on algorithm parameters. Here
our hybrid algorithm is based on Korpelevic’s extragradi-
ent method, hybrid steepest-descent method, and viscosity
approximation method. The results obtained in this paper
improve and extend the corresponding results announced by
many others.

2. Preliminaries

Let H be a real Hilbert space whose inner product and norm
are denoted by (-, -) and |- ||, respectively. Let C be a nonempty
closed convex subset of H. We write x, — x to indicate
that the sequence {x,} converges weakly to x and x, — x
to indicate that the sequence {x,} converges strongly to x.
Moreover, we use w,,(x,) to denote the weak w-limit set of
the sequence {x,}; that is,

w, (x,) = {er:xni —x
(22)
for some subsequence {xni} of {xn}}.

The metric (or nearest point) projection from H onto C is
the mapping P : H — C which assigns to each point x € H
the unique point P-x € C satisfying the property

- Pl =inf -l =d 0.y

Some important properties of projections are gathered in
the following proposition.

Proposition 4 (see [31, 39]). For given x € H and z € C:

()z=Pxe(x-2,y-2)<0,VyeC
(i) z=Pex & |x—zI* < lx-yI> -y -z’ Vy € G
(iii) (Pox — Py, x — y) > |Pox — Peyl’, Vy € H.

Consequently, P is nonexpansive and monotone.
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If A is an a-inverse strongly monotone mapping («-ism) of
C into H, then it is obvious that A is 1/«-Lipschitzian. We also
have that, for allu,v € C and A > 0,

I~ AA)u — (I - AA)Y|)?

= [|(u - v) = A(Au - Av)|*
(24)
= Jlu—v|* = 2M(Au — Av,u —v) + A*| Au — Av|?

<llu—=vI* + A (A - 20) | Au — Av|.

So, if A < 2a, then I — AA is a nonexpansive mapping from C
to H.

It is also easy to see that a projection P is 1-ism. Inverse
strongly monotone (also referred to as cocoercive) operators
have been applied widely in solving practical problems in
various fields.

A set-valued mapping R : D(R) ¢ H — 2 is called
monotone if, for all x, y € D(R), f € R(x) and g € R(y) imply

(f-gx-y)=0. (25)

A set-valued mapping R is called maximal monotone if R is
monotone and (I + AR)D(R) = H for each A > 0, where I is
the identity mapping of H. We denote by G(R) the graph of R.
It is known that a monotone mapping R is maximal if and only
if, for (x, f) € HxH, {(f—g,x—y) > 0 forevery (y,g) € G(R)
implies f € R(x).

Let A: C — H be a monotone, k-Lipschitzian mapping
and let Nv be the normal cone to C at v € C; that is,

Nev={weH:{v-u,w) >0, Yu € C}. (26)
Defining
Av+ Ngv, i )
Ty - 1AV T Nev 1'fv€C 27)
0, if veC,

then, T is maximal monotone and 0 € Tv if and only if v €
VI (C, A); see [11].

Assume thatR : D(R) ¢ H — 2" is a maximal monotone
mapping. Then, for A > 0, associated with R, the resolvent
operator Jg ; can be defined as

Jaax = (I +AR)'x, Vx e H. (28)

In terms of Huang [12] (see also [13]), there holds the following
property for the resolvent operator Jp, : H — D(R).

Lemma 5. Jy,, is single-valued and firmly nonexpansive; that
is,

Uppx = Jrpysx—y) 2 "]R,Ax - IR,AJ’HZ’ Vx,y € H.
(29)

Consequently, ] , is nonexpansive and monotone.

Lemma 6. Let C be a nonempty closed convex subset of H and
A : C — H a monotone mapping. In the context of the VIP
(12), there holds the following relation:

ueVI(C,A) & u=P-(u—-AAu), for some A > 0.

(30)

Lemma 7 (see [17]). Let R be a maximal monotone mapping
with D(R) = C. Then, for any given A > 0, u € C is a solution
of problem (11) if and only if u € C satisfies

u=Jp, (u—-ABu). (31)

Lemma 8 (see [13]). Let R be a maximal monotone mapping
with D(R) = C and let B: C — H be a strongly monotone,
continuous, and single-valued mapping. Then, for each z € H,
the equation z € (B+ AR)x has a unique solution x, for A > 0.

Lemma 9 (see [17]). Let R be a maximal monotone mapping
with D(R) = C and B : C — H a monotone, continuous, and
single-valued mapping. Then (I + A(R + B))C = H for each
A > 0. In this case, R + B is maximal monotone.

Lemma 10 ([40], see also [10]). Assume that ® : Cx C —
R satisfies (A1)-(A4) and let ¢ : C — R be a proper lower
semicontinuous and convex function. Assume that either (BI)

or (B2) holds. For v > 0 and x € H, define a mapping T,(G)"P) :
H — C as follows:

T (x) = {z €C:0(z,y)+9(y)—¢(2)
. (32)
+—(y-2,z-x)20, Vye€ C}
r
for all x € H. Then the following hold:

(i) for each x € H, Tr(®"")(x) +0;
(ii) TT(G)"”) is single-valued;

(iii) Tr(®"p) is firmly nonexpansive, that is, for any x, y € H,
2
“Tr(&(p)x - TT(G"D)y" <(TO% TPy, x - y);  (33)

(iv) Fix(T'®?) = MEP(®, 9);
(v) MEP(®, ¢) is closed and convex.

Proposition 11 (see [5, Proposition 2.1]). Let C, H, ®, ¢, and
Tr(®"P) be as in Lemma 10. Then the following inequality holds:

©9) ©9) > S—t/ @ ©9) . m(6,p)
T, x-T, x” £T<TS Px-T,7"x,Tx - x),

(34)
foralls,t >0andx € H.

Remark 12. From the conclusion of Proposition 11, it imme-
diately follows that

”Ts((a"”)x B Tt(e,qa)x” - @ [ToPx -] 39

forall s, >0and x € H.

Lemma 13 (see [41]). Let {x,} and {z,} be bounded sequences
in a Banach space X and {f3,} a sequence in [0, 1] with

0 < lim inff, < lim supf, < 1.
n—oo n— oo

(36)



Suppose that x,,,, = (1 - )z, + B,x, foreachn > 1 and
lim sup (|| 2,41 — 2] = %01 = x,]) < 0. (37)
n—00
Then lim,, _, Iz, — x,|l = 0.

We have the following crucial lemmas concerning the W-
mapping defined by (14).

Lemma 14 (see [42, Lemma 3.2]). Let C be a nonempty
closed convex subset of a strictly convex Banach space X. Let
{T,}2, be a sequence of nonexpansive self-mappings on C such
that N2 Fix(T,) # 0 and let {A,}72 be a sequence of positive
numbers in (0,b] for some b € (0,1). Then, for every x € C
and k > 1, the limit lim,, _, . U, ;. x exists.

Lemma 15 (see [42, Lemma 3.3]). Let C be a nonempty
closed convex subset of a strictly convex Banach space X. Let
{T,}72, be a sequence of nonexpansive self-mappings on C
such that N2 Fix(T,) #0 and let {A,};>, be a sequence of
positive numbers in (0, b] for some b € (0, 1). Then, Fix(W) =
N, Fix(T,,).

Remark 16. Using Lemma 14, we can define the mapping W :
C — Casfollows:

Wx = nangownx = nangoUn)lx, Vx € C. (38)

Such a W is called the W-mapping generated by the
sequences {T,}7° and {A,}.2,. As pointed out in [43], if {x,,}
is a bounded sequence in C, then we have

lim [Wx, - W,x,[ =o0. (39)

Throughout this paper, we always assume that {A,}>> is a
sequence of positive numbers in (0, b] for some b € (0, 1).

Lemma 17 (see [44]). Let {s,} be a sequence of nonnegative
numbers satisfying the conditions

Sy < (1—a,)s, + o, B, Vn1, (40)

where {a,,} and {f3,} are sequences of real numbers such that
(i) {a,} € [0,1] and Y2 | e, = 00, or equivalently,

(1-a,):= lim [[(1-)=0, (41)

k=1

—18

I
—_

n

(i) lim sup,,_, B, < 0, or Yoo, lox,,B,,| < c0.

Then lim,, _, s, = 0.

Lemma 18 (see [39, demiclosedness principle]). Let C be a
nonempty closed convex subset of a real Hilbert space H. Let
T be a nonexpansive self-mapping on C with Fix(T) # 0. Then
I — T is demiclosed. That is, whenever {x,,} is a sequence in C
weakly converging to some x € C and the sequence {(I —T)x,}
strongly converges to some y, it follows that (I - T)x = y. Here
I is the identity operator of H.

Abstract and Applied Analysis

The following lemma is an immediate consequence of an
inner product.

Lemmal9. Inareal Hilbert space H, there holds the inequality

lx+ ¥ < Ixl® +2¢y, x + y), Vx,y€H. (42)

Let C be a nonempty closed convex subset of a real Hilbert
space H. We introduce some notations. Let A be a number in
(0, 1] and let u > 0. Associating with a nonexpansive mapping
T:C — C, we define the mapping T" : C — H by

T x == Tx — MEF (Tx), VxeC, (43)

where F : C — H is an operator such that, for some positive
constantsk,n > 0, F is k-Lipschitzian and n-strongly monotone
on C; that is, F satisfies the conditions

(Fx~Fy,x-y) 2 lx -y
(44)

|Fx = By| <l = ],

forallx,y e C.

Lemma 20 (see [44, Lemma 3.1]). T* is a contraction pro-
vided 0 < y < 21/’ that is,

HT’\x - T’\y" <(1-An)|x-y|, VxyeC, (45)

where T = 1 — |1 — u(2n — ux?) € (0, 1].

Remark 21. (i) Since F is x-Lipschitzian and #-strongly
monotone on C, we get 0 < 5 < «. Hence, whenever 0 <
u < 21/, we have

0<(1-pn)’ =1-2un+u’n’

<1 —2w]+;421<2

(46)
2 o
<1-2un+ ch =1,
which implies
0<1-11-2un+p*c®<1. (47)

So,7=1—/1-pu2y — ux?) € (0, 1].

(ii) In Lemma 20, put F = (1/2)I and g = 2. Then we
know thatx = 7= 1/2,0 < u = 2 < 2n7/x* = 4 and

T=1-\1-u(2n-px?)
=1—\j1—2(2x%—2x<%>2)=1.

3. A Strong Convergence Theorem

(48)

In this section, we will prove a strong convergence theorem
for a hybrid iterative algorithm for finding a common element
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of the set of solutions of a finite family of generalized
mixed equilibrium problems, the set of solutions of a finite
family of variational inequalities for inverse strong monotone
mappings, the set of fixed points of an infinite family of
nonexpansive mappings, and the set of solutions of the
variational inclusion (11) in a real Hilbert space.

Theorem 22. Let C be a nonempty closed convex subset of a
real Hilbert space H. Let M, N be two integers. Let ®; be a
bifunction from C x C to R satisfying (A1)-(A4) and let ¢y :
C — RU{+00} be a proper lower semicontinuous and convex
function, where k € {1,2,...,M}. Let B, : H — H and
A; : C — H be py-inverse strongly monotone and n;-inverse
strongly monotone, respectively, where k € {1,2,...,M}, i €
{1,2,...,N}. Let F : C — H be a x-Lipschitzian and n-
strongly monotone operator with positive constants x,n > 0
andlet f: H — H be a p-Lipschitzian mapping with constant
p>0.LetR:C — 2" bea maximal monotone mapping and
let the mapping B : C — H be B-inverse strongly monotone.
Let0 < A < 28,0 < u < 2y/k*, and 0 < yp < 1,
where T = 1 — \[1 — u(2n — ux?). Let {1}, be a sequence
of positive numbers in (0, b] for some b € (0,1) and {T,}2, an
infinite family of nonexpansive self-mappings on C such that
Q =Nt GMEP(@y, ¢, By) NN, VI(C, A;) NN, Fix(T,)N
I (B, R) # 0. For arbitrarily given x, € H, let the sequence {x,,}
be generated by

U, = Tr(ilf’(pM) (I = a1Br) Tr(iﬁd_l’w_l) (I = raro1.0Bri-)
X o Tr(fil""l) (I=r,By) %,

vy = Po (I = AnnAn) Po (I = AnoinAn-t)
o Po(I=Ay,A5) Po (1= Ay A ) s

Xne1 = “n)}f (xn) + ﬁnxn + [(1 - ﬁn) I- (Xn‘blF]

XWolra (v, = ABV,),  ¥n=1,

(49)

where {a,}, {B,} are two real sequences in [0,1] and W, is
the W-mapping defined by (14). Assume that the following
conditions are satisfied:

(i) lim,, _, &, =0and Y >, «, = 00;
(ii) 0 < lim inf, |, B, <lim sup,_, B, < L;

(iii) {A;,,} € [a;,b] C (0,2#;) andlim A=A

1

foralli€{1,2,...,N};

(iv) {1} € lew fi] € (0,2u) andlim,_, |7y 01 —Tipl =
0 forallk € {1,2,..., M}.

11— 00 i,nI:O

Assume that either (Bl) or (B2) holds. Then the sequence {x,,}
converges strongly to x* € Q, where x* = Po(I — uF + yf)x"
is a unique solution of the VIP:

(WF =yf)x",x" = y) <0,

Proof. Let Q = Py. Note that F: C — H is a k-Lipschitzian
and #-strongly monotone operator with positive constants

Vy e Q. (50)

x,1 > 0and f: H — H is a p-Lipschitzian mapping with
constant p > 0. Then, we have

|~ uF)x — (I - uF)y|’

=[x = |’ - 2u(x - y, Fx = Ey) + | Fx - By’
< (1-2un+ ') |x - 5|

=1 -0x -y’
(51)

where 7 = 1 — /1 — (217 — px?), and hence

|Q(1 - uF +yf)x - Q(I - uF +vf) y|
<|(I = uF +yf) x = (I - uF + yf) y|
<1 -pF)x—(T-puF)y|+y|f ) - f )] 62
<@-7)x=y|+yplx-yl

=(1-(r-yp)|x-y], VxyeC.

Since 0 < yp < 7 < 1, it is known that 1 — (7 — yp) € [0, 1).
Therefore, Q(I — uF + yf) is a contraction of C into itself,
which implies that there exists a unique element x* € C such
that x* = QU — uF + yf)x" = Po(I — uF + yf)x".

We divide the remainder of the proof into several steps.

Step 1. Let us show that {x,,} is bounded.

Indeed, taking into account the control conditions (i) and
(i), we may assume, without loss of generality, that o, < 1-3,
foralln > 1. Put

AY =T ([ — 1 By

n rk,n

O 1.0 9,
» Ti('k_};ml Pr-1) (I _ rk—l,an—l) e Tr(l,,,l $1) (I _ rl,nBl) X,
(53)

forallk € {1,2,...,M}andn > 1,

Ain =Pc (I - Ai,nAi) P (I - Aifl,nAi—l)

(54)
X Po (I~ Az,nAz)Pc (I- /\l,nAl)

foralli € {1,2,...,N}andn > l,andA(; = Aon = I, where I
is the identity mapping on H. Then we have that u,, = AYx,



and v, = ANu,. Take p € Q arbitrarily. Then from (24) and
Lemma 10 we have

— nnBuy) AM_ x

- Pl =

n

1O (1 5 85|

rMn

< "(I - TM,nBM) An B xn - (I - TM,nBM) AIZIilPH

M-1 M-1
s"An xn_An P“

< s, - ]

= lxu =2l
(55)

Similarly, we have
Iv. -l
= HPC (I-AnaAN) Ay, = P (1 - AnnAN) AI;HPH
£ “(I ~AnnAn) A, - (1 - AnaAN) AIZ_IP”

< -]

Ao

= Jun =2l
(56)

Combining (55) and (56), we have
v = pll < 1%, - 2l (57)

Since the mapping B : C — H is S-inverse strongly
monotone with 0 < A < 23, we have

I = AB)x = (1 = AB)yIF = [ -y +1 (A~ 2) [ BBy !
(58)

It is clear that, if 0 < A < 23, then I — AB is nonexpansive. Set

Y = Jra(v,, — ABv,) for each n > 1. It follows that
”yn - p" = ”]R/\ (Vn - )‘an) - ]R,A (P - /\Bp)"
< [|(v, = ABv,) - (p - ABp)| (59)
< v - pll,

which, together with (57), yields

Iy, = pll < %, — pl- (60)
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Utilizing Lemma 20, from (49) we obtain

%1 = 2l
= [, (vf () = uEp) + B, (x5 = p) + (1 = B,) I ~ o, uF)
XW, 9 = (1= B,) I = a,uF) W,
< o vf (x0) = uFpll + B %~ Pl
+ (1 = B) I = ouuF) Wy, = (1 = B,) I = o, uF) W,

=y "Vf (xn) _ll/le” +ﬁn ”xn _p" + (1 _ﬁn)

| = )W"y"‘<1‘1f"/3n >

< (=) (1= 125 I pll+ Bl

+a, yf (x,) - uFp]
= (1 _ﬁn _anT) "yn _P“ +ﬂn ”xn _P"
+ 0, [vf (x,) - uFp|

< (1= a,7) [x, = pll + auy [ f () - £ (P)]
+ o, [vf (p) - uFp|

< (1= a,7) |, = pll + auyp %, = p
+a, |vf (p) - uFp|

= (1~ o, (r=yp)) %, — pll + e Ivf (p) - uFpl|
lvf (p) - uFp|
=(Il-a,(t- X, — p|l +«, (- —_—
(1=, (7 =yp)) [ = Pl + e (7 = yp) === ”
F,
Smax{"xn— ol lvf (p) - u P||}
T=YpP
(61)
By induction, we get
lvf (p MFPII}
x, — p| < max {|x, - e =2, Vnx>1l
b=l < b - BLL
(62)
Therefore, {x,} is bounded and hence {u,}, {v,}, {y,}, (W,.,.}>

{FW, y,}, and { f(x,)} are also bounded.

Step 2. Let us show that |x,,; —x,/| — 0asn — oo.
Indeed, define x,,,, = B,x, + (1 - B,)z, for each n > 1.
Then from the definition of z,, we obtain

n+l ~ %n

_ Xui2 _ﬁn+1xn+1 _ Xt ﬁn Xn

- 1_/3n+1 1_Bn
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_ & VS (%01) + [(1 = Brr) I = & iF] Wiy where sup,., IU,
B 1- B Note that
_ (anf ('xn) + [(1 B ﬂn)l B (ngF] W, Y
1- ﬁn

= nﬁl IYf( n+1) B ( n)+ n+1Yn+1

witni1Yn = Upni Yall < M for some M > 0.

||}’n+1 - )’n" = ”]R,A (Vn+1 ~ABv,,,,) - Jra (Vn - )Lan)H
< |l(vn+1 - /\anﬂ) - (Vn - Aan)”

< ”Vn+1 - Vn" .

(66)
nyn In— el +1yn+1
1= /3" 1= ﬁ"“ Note that
X+l
= — FW,
l—ﬁm [vf (%ni1) = BFWoii1 Y] [
1 [#F wn = vf (x,)] = [Aertr = A

P, I A Ay) AN
+W, nt+1Vn+1 — n+1yn + Wn+1yn - Wnyn' “ ¢ ot N) n+1 ot
(63) _PC (I - AN,nIAN) AIZ?lun"
It follows that < “PC —Anns1AN) AN

"zn+1 - Zn" - ||xn+1 - xn” _PC (I )‘NnAN) An+1 n+1||

n+1 (Y "f n+1)|| +["“F +1yn+1||) "PC (I ANnAN)AnH Upi1
~Po (I = Ay,An) AN Mu,

+o _"ﬁ IFWpll +v I (=)I) o T

B ” I ANn+1AN)An+1 Upe1 — (I - /\N,nAN) AI:zTJ:llunH“
" n+1Vn+1 — n+1yn” + || nt1Vn — Wnyn"

+”(I ANnAN)AnJrl Uy = (I = /\NnAN)AN u

- "xrﬁ-l - xn“ ’

<

ANAN”

-A
N f
MN +1 Nn| n+1 Uyt

”;:M WIS Cened)| + 4 [F W1 9 ))

N-1
“Anﬂ n+1_An Uy,

+

1 _nﬁn ([’l ”FWnyn" Ty "f (xn)” " nt1Vn = Wnyn" < |AN,n+1 /\

| + MN—l,nH - AN—I,n'

+ ||}’n+1 - )’n" - ”xnﬂ - xn” : x "AN lAn+1 n+1|| + ||An+1 Uppr — AIZ_Zun“
(64)

n+1 Upi1

Utilizing (14) and the nonexpansivity of T; and U, ;, we obtain
that for eachn > 1 < At = A ||ANAIZJ:11un+1

| + lAN—l,nH - AN—I,n'

|| ne1Yn Wnyn" = “/\ TlUn+1,1yn - AlTlUn,lyn" “AN lAn+l n+1|| + o+ |A1,n+1 - /\l,n|

< /\ || n+l, lyn n,lyn”

HA An+1u”l+1" + '|A”+1un+1 A(Lun”
= /\1 ||/\2T2Un+1,2yn - AZTZLIH,Z)/n"

N
< A /\ n n+1 Zyn n,Zyn“ < MO; |Ai’”+1 - Ai»”l + “un-H - un“ >
where supn>1{zl AN w0 < M, for some M, > 0.
(H 2. ) “ etV = Upns )’n" Also, utilizing Lemma 10 and Proposition 11 we deduce that

"un+1 — Uy "

< Mﬁ/\i,
i=1

M M
= [ - 85



10
= TrSi‘i:”M (I = ot Bar) Ay %
TS0 (1= 1y, Bag) A0,

< TTSZ_IPM (I = ragper Bur) An+1 n+1
_Tr(fj,}:’(PM) (I- rM,nBM) Ajr\z/:l Xnt1

+ r(;iid’(PM) (I- rM,nBM) Aﬁﬁllxnﬂ
_Tr(ify\lm‘PM) (I- "ainBar) A]:l/l_lx,,

< Trgﬁfm (I- "Mn+1BM) An+1 n+l

(OnrPn)
_TrM’I,:l(pM (I_rMnHBM)ArH—I Xn+1

n+1 Xn+1

"T o) (I — Ty, n+lBM) AN,

Ty o) (1 = ryp,Bag) AY,

n+1 Xn+1

+ ||(I "M, nBM) An+1 n+1 (I - rM,nBM) Alr\:I_lxn

< |rM,n+1 - rM,n|

(©r:Par) M-1
= TrM (I - rM,n+lBM) AnJrl Xn+1
r n+1
M,n+1
-(I- ”Mn+1BM) An+1 ntl
M-1
|rMn+1 rMn| "BMAn+1 n+1” + “An+1 Xnt1 — An xn"
1
|rMn+1 rMn "BMA n+l n+1|' +
rM,nJrl

(CIvEI
x TrM o (I = ragpe1 Bur) An+1 n+l
M-1
- (I - rM,n+1BM) An+1 n+1 :|
M-1 M-1
+ |An+1 Xp1 — A, X,

1
< |ragmer = gl ["BMAnH n+1'+ -
Mn+1
(CIVRIVY)
X TrM " (I_rMnHBM)AnH Xn+1

M-1
-(I- "M,n+1BM) TA P

|

1

0
o [P = T ['lBlAn+1xn+1" +
T1nt1
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(® 0
T (I- rl,n+lBl) A X

Tnt1

-(I- ”1,n+1Bl) A(:1+1xn+1

0 0
+ "Anﬂxn+1 - Anxn”

. M
< MIZ |rk,n+1 - rk,nl + "xn+1 - xn" >
k=1

(68)
where M, > 0 is a constant such that for each n > 1
2 [Betix|
k=1
+ Yot Tr(,iﬁ’fpk) (I = Tipi Be) AS X (69)
-(I- Tkn+1Bk)An+1xn+1 ] <M,
Combining (64)—(68), we get
21 = 2ol = %01 = %l
sﬁ%ijummuw:ﬂﬁﬂ
7 ﬁn (IFWall 4 1Lf o)D) + [Woiiyn = Wozi
+ IIy,m = Vall = It = 5
< 2 (£ ()l + Wi )

1- ﬁn+1

(Xn —
=g Wl v If Gl + M A,
n i=1
Vi = Vall = %1 = x4
(04

I/\

+1yn+1||

xn)”) + M#ﬁkz

n+1
T o)l + W,

i‘”ﬁ (u [ FW,pall + v ]I £ (

N
+ MOZ |/‘i,n+1 - Ai,n' + "un+1 - un" - "xn+1 - xn“
i=1

I/\

‘xn
1_“ (I Gl + W,

ﬁ +1yn+1"
n+l

%W+Mﬁk

M”F WVl + 7 1f (

M
zn+1 Z |rk n+1 rkn

(70)
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Consequently, it follows from (70), {A,} < (0,b], and
conditions (i)-(iv) that

lim sup (||Zn+1 - Zn“ - “xnﬂ - xn") <0. (71)
n—00
Hence, by Lemma 13 we have
nILI%O “Zn - xn" =0. (72)
Consequently

lim ||xn+1 - xn" = lim (1-8,) ||zn - xn” =0. (73)

n— o0 n— 00

Step 3. Let us show that ||[Bv, — Bp| — 0, ||BkAI;_1xn -
Bepl — 0,and [A;AS ' u, — A;pll — 0,k € {1,2,...,M},
i€{l,2,...,N}L

Indeed, we can rewrite (49) as follows:

Xnt1 = Ky (Yf (xn) - /’lFWnyn) + ﬁn (xn - Wnyn) + Wn)En' )
74

It follows that

”xn - Wnyn” B ||xn - xn+1" + "xn+1 - Wnyn"
< ”xn - xn+1" + o, ”Vf (xn) - .uFWnyn" (75)
+ /3n "xn - Wnyn“ >

that is,
1
”xn - Wnyn" < 1-B "xn - xn+1||
! (76)
«

+ 1 _nﬁ "Vf (xn) - MFWnyn“ .
This, together with «, — 0 and (73), implies that

lim_x,, = W,,[ = 0. (77)

n— oo

Also, from (24) it follows that for all i € {1,2,..., N}and k €
{1,2,...,M}

Iv. - £l
- of < of
= ”PC(I -\ A )Aiglun - Pl - /\i,nAi)P"z

intti

< = A AN = (= 2 4P|

11
< A5, = ol + Ay Ay = 20) AN i, - A
< ety = PIP + i (i = 20) | A 0, = A
< = Pl + A (i = 21) | A:A% 0, — A
lu, - pl
- s of <[ of

2
0,9 k-1 0,9,
I:k,nk k)(l — rk,an)An xn — ’1 fk,nk k)(l — rk’an)p“

< || - re, BOAS %, — (=1, BOP|
< ”A]:lxn - P”Z + T (Ton = 244) ”BkAl:«l_lxn - ka“z

_ 2
= ”xn - P||2 T Tk (rk,n - Zplk) ||BkA]; 1xn - ka" :
(78)

So, from (57), (58), and (78), it follows that
15 = 21 = Waa (v, = ABv,) = Jra(p — ABp)|°
< (v, - ABv,) - (p - ABp)|’
< v = oI + A (A - 2B) |Bv, - Bp|
<t = I+ A iy = 21) | 405 0, - Ap|]
+ A (A -2p) |Bv, - Bp|’
< v = oI + 1o (i — 24 “BkAI;lxn - BkP“2

+ A (Ai = 21) “AiAi;;lun - A;p

'2

+ (A~ 2B) |Bv, - Bpl".
(79)

By (49) and Lemma 20, we obtain
% - I
= Jlov, (vf () = 4Fp) + B (= W, 3,)
+(I - a uF)W,y, — (I - o, uF)p||°
< Bu(x, = W) + (I = auF)W,y,, = (I = P p|
+ 200, (yf (x,,) = UEp, X1 = P)
< [Bullxn = Wl
+ (T - @ uF)W,y, - (I - auF)W, p|]°
+ 201, [[yf () = Ep|| [ 001 = I
< (Bl = Worall + (0 = @, 0) |3, = pII)°
+ 20, [[yf (x,) = uFp|| |01 = |
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=(1- “n'[)Z"yn - p“z + ﬁi"xn - Wnynllz
+2 (1 - ‘an) ﬁn “yn - p" "xn - Wnyn”
+2a, [yf (x,) = uFp|| |01 = P -
(80)

From (79) and (80), it follows that

%51 - 2l
< lyu = 2l” + Bl = Wzl ” +2 (1 = a,7) B, 13, - £
* %0 = Wyl + 200, [lpf (x,,) = uFp| %01 - P
< | = Pl + 7 (i — 208) | By x, - BkP"2
A (i = 20) AN 0, — Ap|* + A (1 - 2B)
x|[Bv, = Bpl” + Bl = Wyl
+2(1=0,7) By 1 = Pl = Wyl

+ Z“n “Yf (xn) - ”Fp" ||xn+1 - P" >
(81)

and so

Tkn (zluk - rk,n) ||BkAI:1xn - ka"2 + Ai,n (2}71 - Ai,n)
x |40 w, — Asp| + A (28~ ) || By, - BplP

< e = 2I° = I%sr = 21" + Biln = Woal”
+2(1 = ,7) B,y = 2l %0 = Wiy
+ 201, [lyf (x,) = uFp|l %11 = |
< (I = 2+ s = 2D %0 = % |
+ Bl = Wyl +2 (1= o,7) B, v - £
X s = Wzl + 200, lvf () = Fp| 1 - p(lls-2 |

Since {A;,,} € [a;,b;] € (0,27;) and {r,,} C [ex, fir] € (0,2p1)
foralli € {1,2,...,N}and k € {1,2,..., M}, by (73), (77),
and (82) we conclude immediately that

Jim (B, Bl =0, lim 4,07, - 4,p] =0,

i [0, ] o
(83)

foralli € {1,2,...,N}and k € {1,2,..., M}.
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Step 4. Let us show that |x,, — Wx, | — 0.
Indeed, by Lemma 10 (iii) we obtain that for each k €
{1,2,...,M}

[, - ol

2
O k-1 O
Tr(k: P =1y, BOAY x, - Tfk,nk (1 - Vk,an)P"

< <(I - rk,an) A,:;Ixn - (I - rk,an) ps A];xn - P)

8, - ol

= (0= BN, ~ (1= B+ |
_"(I - rk,an) A];_lxn_ (I - 7’k,an) p- (Al;xn - p)”z)
< 5 (o5 e, ol + |40, o
- “Al:lxn - A];xn - rk,n(BkA]:lxn - ka)“z) R

(84)

which implies that

k 2 k-1 2
An'xn_p" £ |An xn_p"

k-1 2
=85 %, - p

k-1 k k-1 2
A x, = A x, = 1 (BeAY  x, — Bip)|

n

- ||AI;_1xn - AI;‘xn"z - rlf,n"BkAI;_lxn - ka"2
+ 217, (A x, - A% x,, BLAN X, - Bip)

< |5, - pf - o - |
+ 21, |5 x, - Al | [BeAY X, - B

< [, - oI - A% 5, - Ak |

+ 21, | A5 x, - Al || B x, - Bip| -
(85

Also, by Proposition 4 (iii), we obtain that for each i €
{1,2,...,N}

[, o]
= | PeT = A, ADAS w, — Pl - )&i)nA,-)p"2

intti

s <(I - Ai,nAi) Aiglun - (I - )Li,nAi) b, Ainun - P>
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= (@ = A AN ey = (T = A Ap| + [N, — o

intri intti

0| =

= A AN, — (1= A3, ADp — (N, - )]

A 2 Al 2
n Un— p| + nMn p

Y

Ay = N, = Ay (A, — AiP)||2)

1 n n

IN

(R

Al lun - Alnun - Ai,n(IAiAlnlun - Azp)" ) >

n

(86)

which implies that

i 2
Anun _P"

N, = Nt~ DA, A

1 n n

< fu, - pI -

= ||un - P”2 - “Ai;lun - Ainun '2 - /\zz‘,n”AiAl;lun - Aip"z

+20 (AN — A AN T — Ap)
nLn n n n’n lp

1 n n

A Al 2
n Un = DUy

< fu, - ol -

+ 20, A, - A | AN, - Aup])
(87)

Since Jg , is 1-inverse strongly monotone, we have
2
.- pl

= |Tra (v = ABv,) = Tra(p ~ ABp)|
< (v, = ABv, = (p—ABp),y,— p)

1
= - (v = ABv, = (o= ABp)[ + |, - I

v, — ABv, - (p = ABp) - (3, - p)IF)

1
< 5 (=2 + 1y = 2" = v = = A (Bv, - BR)[)
1
= 5 (=2l + Iy = 2 = v =2l
+2A <an - Bp,v, - yn> - /\2"an - BP“2) >
(88)
which implies that

"yn - p”2 < "Vn - p"2 - ”Vn - yn||2 + 2/\<an - Bp’ Vn = yn)
(89)

13
Thus, from (85)-(89) we get
1y - 2l

< = 2l = v = yall* + 2218y, = Bp| v, =

2
AIZ”n - P" - "Vn - ynllz +2A ”an - Bp" "Vn - yn“

i 2
s "Alnun - P" - ”Vn - yn“z +2A “an - Bp" ”Vn - yn“

< = oI = A 0~ A, |

+21;, “A’;lun - Ainun"

AiAirglun - Aip“ - ”Vn - yn"2
+ 21 |[Bv,, - Bp|[ v, - 3

M 2 i-1 i 2
= Anxn_P" - An un_Anun"

+21;,

Ay = N | | AN = A = = 3l
+ 2 [[Bv, = Bp| [|[v, = 7

< e of - |5
2 [N = N | AN = A = = 3l
+ 2 [[Bv, — Bp| [|[v, = 7

< |x, = p|* - A5 %, - A’;xn“z + 21, A5 x, - Al |

B, AK! B Al Al 2
><"k n Xn~ kPl — n Un = 2, Uy

+21;,

Xy~ N | | AN, - 4]

= v = 2l + 2218y, = Bp] v, = 5l
(90)

Substituting (90) into (80), we have

e
< (L=, 1) |y = 2l + Billx = Wl
+2(1 =, 7) By [y = pll % = Worl
+ 20, yf (x,) = 4Fp| %01 -
< (1= ) {llx, - oI = |45, - A%
+ 2, A% x, = A, || BiA ', - Bep|
Ay = A 20, A - A
x| A% = Asp| = v = 2l

+2 “an - Bp" "Vn - yn“} + ﬁi”xn - Wnyn”z
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+2 (1 - (an) /3n "yn - P" "xn - Wnyn"
+ 20, |[vf (%) = wFp|| %1 = P
< |x, - p||2 -(1- ocn‘r)z"Al;_lxn - A];xn”Z

Ak_lxn - Al;xn" "BkAI;_lxn - ka”

n

+ 21’k)n |

— (1= o) A = A 20, A, - A
x AN, = Agp] = (1= e 7) [, =yl

+ 24 |Bv, = Bp| v, = yull + Bl = Wyl
+2(1=a,7) By |yn = Pl % = Wzl

+ 20, lyf (x,) = | |01 - s
(o1

that is,

(1 - ‘an)z
N[O Y IV Sy
< Nt = 2l = It = I + 270 A% = A

x |Bia 'x, - Bip| + 22, |

A, - A
x AN, — || + 2 By, — Bp| v, —

+ ﬂz"xn - Wn)’n”2 +2 (1 - (an) ﬁn “yn - P" ||xn - Wnyn“
+ 2“71 ")}f (xn) - lbin” ”‘xn+1 - P“
< (| = 2l + 21 = PID 60 = %00

k-1
A x, — A’;xn

+ Zrk’n n

BkA]:lxn - BkP"

+21;, |

i—1 i
An Uy — Anun” '

AiAirjlun - AiP'

+2A “an - Bp" ”Vn - yn” + ﬁrzt"xn - Wnyn"2
+2 (1 - anr) ﬁn ||yn - P” ”xn - Wnyn"

+ Z“n ")/f (xn) - A“FP” ”xnﬂ - p” .
(92)

So, from o, — 0, (73), (77), and (83) we immediately get

nh—{%o [V, = vl = 0, nh—{%o ||Ai;lun - Ainun" ,

. k-1 k
lim "An X, = Anxn" =0,

n— 00

Abstract and Applied Analysis

foralli € {1,2,...,N}andk € {1,2,..., M}. Note that

||xn - un" = “A(an - Alfxn

< “A(an - Alnxn" + "Alnxn - Aznxn" (94)

M-1 M
+o “An xn—Anxn“,

Hun - vn" = 'A(Lun - Al;jun“

0 1
< “A = N uy,

+ AN, - A 95)
+eet “Al;flun - AIZun" .
Thus, from (93) we have

lim |u, - v,| = 0. (96)

n— oo

nango ||xn - un" =0,
It is easy to see thatasn — oo
"xn - yn" S ”xn - un” + ”un - Vn" + "Vn - yn” — 0. (97)

Also, observe that

"Wnyn - yn“ < "Wnyn - Xn” * ”xn - un"

(98)
et = vall + 1 = 3l
Hence, we have
Jim Wy, =y, = 0. (99)
Since
Wy = yall < Wy = Wogll + Wy = 3l (100)
it follows from Remark 16 that
Jim Wy, - 3, =o. (101)
This, together with [lx,, — y,| — 0, implies that
lim |x, - Wx,| = 0. (102)

n— 00

Step 5. Let us show thatlim sup,, _, . ((yf —uF)x",x,-x") <
0 where x* = Po(I — uF + yf)x".

Indeed, as previously noted, it is known that Py (I — uF +
yf) is contractive and so Py (I — pF + yf) has a unique fixed
point, denoted by x* € C. This implies that x* = Po(I — uF +

yf)x*.
First, we show that w,(x,) ¢ Q. As a matter of fact, we
note that there exists a subsequence {xn]_} of {x,} such that

lim sup{(yf — uF) x",x, — x*)
e (103)
= jlingo((yf - uF)x", x, - x").

Since {xnj} is bounded, there exists a subsequence {xnﬁ} of
{xn]_} which converges weakly to w. Without loss of generality,
we may assume that X, — W Note that [|[Wx, — x,[| — 0.



Abstract and Applied Analysis

Then, by the demiclosedness principle for nonexpansive
mappings, we obtain w € Fix(W) = n72, Fix(T,,). Further-
more, from (93) and (96), we have that A];i X, — W, Ar:; U, —
w,u, — w,v, — w,and y, — w,wherek € {1,2,..., M}
andm € {1,2,...,N}. '

Now we prove that w € ﬂf:l]:l VI(C, A,,). Let

T oy {Amv+NCv, veC,

104
" 0, v¢C, (104)

wherem € {1,2,...,N}. Let (v,u) € G(T,,). Sinceu— A, v €
Nevand AT u, € C, we have

(v=ATu,u-A,v)>0. (105)

On the other hand, from A”u, = Po(I-A,,,A,)A” 'u, and
v € C, we have
(v = Nt N = (N7 1, = Ay AN M) 20,
(106)
and hence
AMu, - N" 'y
S AN ) 2 0.

m,n

(v—=Au,, (107)

Therefore, we have
<v -A"u,, u>
m
2 (v- A u,, AY)

> (v = Ay, Ay)

m m—1
_ _A™ A”iu”i A"i Un, + A Am—l
4 n; Uy, 2 mt iy, Uy,

mn;

=(v-AJu, A, v—A, N u,)

m m m—1
+ (v - Aniuni,AmAniuni - AmAn,. uni)

m m—1
A uni—Ani u,

A

=)

i

m
—(v= Ay

mn;

m m m—1
2 (V=AU AN, — Ay N uy,)

Ny,

m m—1
m An.uni - An. U,
— (V -AN"y 7 7
n;'ny A

m,n;

(108)

From (93) and since A, is Lipschitzian, we obtain that
. -1

lim, , A, Au, — A, A7 u,ll = 0. From AT u, — w,
At € la,,,b,,1 € (0,21,,), Ym € {1,2,..., N}, and (93), we
have

v—w,u) > 0. (109)

Since T, is maximal monotone, we have w € T,'0 and
hence w € VI(C,A,,), m = 1,2,...,N, which implies that
wenl_ VIC A,).
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Next we prove that w € N GMEP(®,, ¢y, B,). Since
A, = T = 1, BOA X, n = 1Lk € {1,2,..., M},
we have

O (M52, ) + 91 () — @ (A5x,) + (B, y = Afx,)

1 -
+—(y- A];xn, A];xn - A’; 'x,) > 0.
Tk
(110)

By (A2), we have

k k— k
o (7) = 9 (A5x,) + (BA T,y — AR x,)

1 -
+ r—(y - A];xn, Al;xn - Al; 'x,) > 0O, (y, A];xn) .
k.n
an)

Letz, =ty+ (1 -t)wforallt € (0,1] and y € C. This implies
that z, € C. Then, we have

k
(z, — A x,, Bi.z,)

n

2 9 (85%,) = 9 (2) + (2 = Ayx, Bizy)
—(z, - A x,, B.AY Tx,)
—{z, - A];xn, Aknx%j’:fxn) + O (zt, A];xn)

= ¢ (A};zxn) ~ ¢ (2) + (7 — Nix,, Bz, — BiAx,)

k k k-
+(z, = A} x,,, BLA' x,, — B A, 'x,)

k k-1
Aox, — A x

—(z, - Nx,, )+ Oy (2, Ak, ).

rk,n
(112)

By (93) and the fact that B, is Lipschitzian, we have || B, A’;xn—
BkA]:lflxn | - 0asn — oo.Inaddition, by the monotonicity
of By, we obtain (z,—AI;xn, Bkzt—BkA];xn) > 0. Then, by (A4)
and (112) we obtain

(z, —w, Bzy) = ¢ (W) — @i (2,) + O (2, w).  (113)

Utilizing (Al), (A4), and (113), we obtain

0 =0 (22) + ¢x (21) — 1 (2)
<10, (2, ) + (1= 1) O (2, w) + tr (1)
+(1=1) g (w) - 9 (2,)
<t[0 (2, ) + 91 () — pi (2)] + (1 - 1) (2, — w, Byz,)

= 1[0 (20 ) + 91 (¥) — @i (2)] + (1 = 1) t(y — w, Byz,),
(114)
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and hence

0< 0 (2 y) + 9 (¥) — 9 (2,) + (1 = 1) (y — w, Bz,).
(115)

Lettingt — 0, we have, for each y € C,

0< 0, (w,y) + ¢ (¥) — o W)+ (y —w, Baw).  (116)

This implies that w € GMEP(O, ¢, B,) and hence w €
N, GMEP(®y, ¢, By).

Further, we prove that w € I(B, R). In fact, since B is -
inverse strongly monotone, B is monotone and Lipschitzian.
It follows from Lemma 9 that R + B is maximal monotone.
Let (v,g) € G(R + B); that is, g — Bv € Rv. Again, since y, =
Jra(v, — ABv, ), we have v, - ABv, € (I+ AR)yn ; that is,
(1 /A)(v — Yn, —ABv,) € Ryn By virtue of the monotonicity
of R, we have

(V=Y,,9-Bv- % (vni - Yy — Aani)) >0, 117)

and so
(v="2n-9)
>(v-y, ,Bv+l(v -y, —ABy, ))
n; A n; n; n;
1
=(v- ;Vn,.’BV - B)’n,. + Byni - ani + 1 (Vn,» - yni))
1
< <V - yn,-’Byn,- - an,-> + <V - yni’ X (vni - yn,-)>'
(118)
Since [[v, = y,I — 0, 1B, — Byl — 0,and y, — w, we
have
nilgnm(v = Yup> g ={v-w,g) =0. (119)

It follows from the maximal monotonicity of B + R that 0 €
(R + B)w; that is, w € I(B, R). Therefore, w € Q). This shows
that w,,({x,,}) ¢ Q. Consequently, it follows from (103) that

lim sup((yf — uF) x*, x,, — x*)
(120)

= jlingo((yf — uF) x*,xnj - x")

=((yf —uF)x",w—-x") <0.

Abstract and Applied Analysis

Step 6. Let us show that x, — x" asn — oo.
Indeed, from (49) and Lemma 20 it follows that

1 = %7
= o, (vf (x,) = uFx") + B, (x, = x7)
+H( = BT = auF)W, 3, = (1= B,) T - o,uF) W,x" |

< 1B, (= x7) + (1= B) I - auF) W, y,

(1= BT - auF)W,x" |
+ 20, (pf (%) = UEX", 00 = x7)
(= B T = aaF) Wy, = (1= Bo) T = caF) W,

Bl = 717+ 20, (x,) — f ("
+ 20, {(yf = pF) x", Xy — %)

[ |(r- g W (1 g )

2
Bl =37 | #2000 () = (5 50 =)

IN

)’xn+1 _x*>

+ 200, ((pf = uF) X7, %, = x7)

=8 (1= 25 I+ B ]
#2010 e, [ '

+ 200, ((vf = WF) X7, %000 = %)
[(1_ﬁn_anr)"xn_x*"+ﬁn"xn_x*|l]2

+ 20,7, = 5| [ - ']

2

IN

IN

+ 2“n<(yf - AuF) x*’xn+l - x*>
<(1- cxn‘r)zuxn - x*"2 +a,yp ["xn - x*"2 + %00 — x*||2]

+ 200, ((pf = uF) X7, %0, = x7),

(121)
which immediately yields
s = [
1- 206T+0£T + o, yp N
 L2mrre -
nYP
2% ((yf —pF)x", xpq — x7)
«,yp Y. H n+1
2(r—yp ((x )’ .
=[1 T]u e e LB g e
Yp —&Yp
2a,,

oo ((pf = uF)x", Xy = x7)
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< |1- 2

1—a,yp

2(t-yp)a,
I- a,Yp

«, 7> M,
n _ F *’ _ *
A s () -2
= (1 - 6n) "xn - ‘x*"2 + 6non’
(122)
where
_ " 2(t - yp) o
MZ:sup{"xn—x" :nzl}, 6nzw,
o 12M2 1
0,=—" + ((yf —uF)x", x4 — x7).
2(r-yp) TP o
(123)
It is easy to see that ) >, 8, = oo and lim sup,_, 0, < 0.

Hence, by Lemma 17 we conclude that the sequence {x,}
converges strongly to x*. This completes the proof. O

From Theorem 22, we can readily derive the following.

Corollary 23. Let C be a nonempty closed convex subset of a
real Hilbert space H. Let © be a bifunction from C x C to R
satisfying (A1)-(A4) and let ¢ : C — R U {+00} be a proper
lower semicontinuous and convex function. Let 8 : H — H
and A; : C — H be {-inverse strongly monotone and ;-
inverse strongly monotone, respectively, where i = 1,2. Let
F : C — H be a k-Lipschitzian and n-strongly monotone
operator with positive constants k,n > 0 and let f : H —
H be a p-Lipschitzian mapping with constant p > 0. Let
R : C — 2" be a maximal monotone mapping and let the
mapping B : C — H be f-inverse strongly monotone. Let
0 <A <2B0c<upuc< 217/K2,and0 < yp < T, where

\1 = p(2n — px?). Let {A,,}°2 be a sequence of positive
numbers in (0,b] for some b € (0,1) and let {T,},°, be an
infinite family of nonexpansive self-mappings on C such that
Q := GMEP(0, ¢, B)NVI(C, A, )NVI(C, A,)nn;2 | Fix(T,)N
I (B, R) # 0. For arbitrarily given x, € H, let the sequence {x,,}
be generated by

O (u,y) +9(y) -

T=1-

¢ (un) + <‘%jxn’ Y- un>

1
+—(y-u,u,-x, >0, VyeC,

Ty

Vn = PC (I_AZ,HAZ)PC (I _Al,nAl)un’

Xn+1 = an)/f (xn) + ﬁnxn + [(1 - ﬁn) I- “muF]
X Wn]R,/\ (Vn - )‘an) >

(124)

Vn>1,

where {a,},{B,} are two real sequences in [0,1] and W, is
the W-mapping defined by (14). Assume that the following
conditions are satisfied:

(i) lim,, _, &, =0and Y2, a, = 00;

(i) 0 < lim inf, , B, <lim sup,,_, B, < L;
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(iii) {A; .} C [a;b] € (0,21;) andlim,, _, |A;, 1 —A; 1 =0
fori=1,2;

(iv) {r,} c [e, f] € (0,20) and lim,, _, 7,1 — 7| = O.

Assume that either (B1) or (B2) holds. Then the sequence {x,}
converges strongly to x* € Q, where x* = Po(I — uF + yf)x"
is a unique solution of the VIP:

((uF - ¥f)

Corollary 24. Let C be a nonempty closed convex subset of a
real Hilbert space H. Let ©® be a bifunction from C x C to R
satisfying (A1)-(A4) and let ¢ : C — R U {+00} be a proper
lower semicontinuous and convex function. Let # : H — H
and o : C — H be {-inverse strongly monotone and &-
inverse strongly monotone, respectively. Let F : C — H be a
k-Lipschitzian and n-strongly monotone operator with positive
constants k,y > 0 and let f : H — H be a p-Lipschitzian
mapping with constant p > 0. Let R : C — 2™ be a maximal
monotone mapping and let the mapping B : C — H be f-
inverse strongly monotone. Let 0 < A < 23,0 < u < 25/«*, and

0 <yp <7, wheret =1— 11— u(2n — px?). Let {1}, bea

sequence of positive numbers in (0, b] for someb € (0, 1) and let
{T,};2, be an infinite family of nonexpansive self-mappings on
C such that Q) := GMEP(0, ¢, Z)NVI(C, &) nn>2, Fix(T,) N
I (B, R) #0. For arbitrarily given x, € H, let the sequence {x,}
be generated by

x,x"-y) <0, VyeQ. (125)

O (u,, ) + 9 (y) — ¢ (u,) +(Bx,, y — 1)

1
+—(y-u,u,—x,) >0, VyeC,
s

n

126
Vn=PC(I_Pn‘d)un ( )

- ﬁn)I _“nMF]

Vn>1,

Xnt1 = (anf (xn) + ﬁnxn + [(1
X Wn]R,/X (Vn - /‘an) >
where {a,}, {B,} are two real sequences in [0,1] and W, is
the W-mapping defined by (14). Assume that the following
conditions are satisfied:
(i) lim,, _, &, =0and Y,
(ii) 0 < lim inf,,_, B3, < lim sup, , B, < L;
(iii) {p,} < [a,b] € (0,28) and lim,, _, 1,1 — Pul = 0;
(iv) {r,} c [e, f1 € (0,20) and lim,,_, . |7,,1
Assume that either (B1) or (B2) holds. Then the sequence {x,,}

converges strongly to x* € Q, where x* = Po(I — uF + yf)x"
is a unique solution of the VIP:

(WF =yf)x",x" - y) <0,

Corollary 25. Let C be a nonempty closed convex subset of a
real Hilbert space H. Let ©® be a bifunction from C x C to R
satisfying (A1)-(A4) and let ¢ : C — R U {+00} be a proper
lower semicontinuous and convex function. Let o/ : C — H be
E-inverse strongly monotone and f : H — H a p-contractive

«, = OO,

-7, =0.

VyeQ.  (127)
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mapping with constant p € [0,1). Let R : C — 2" be a
maximal monotone mapping and let the mapping B: C — H
be B-inverse strongly monotone. Let 0 < A < 23. Let {1}, be
a sequence of positive numbers in (0, b] for some b € (0, 1) and
let {T,}72, be an infinite family of nonexpansive self-mappings
on C such that Q .= MEP(®, ¢) N VI(C, &) n N2, Fix(T,) N
I (B, R) # 0. For arbitrarily given x, € H, let the sequence {x,,}
be generated by

1
®(un>y)+¢(y)_¢(un)+ r_<y_un’un_xn> =0,

Vy €C,
Vi :PC(I_pnd)un’

Xp+1 = ‘an ('xn) + ﬁnxn + (1 -, - ﬁn) Wn]R,/\ (vn - ABVn) >

Vn>1,
(128)

where {a,}, {B,} are two real sequences in [0,1] and W, is
the W-mapping defined by (14). Assume that the following
conditions are satisfied:

(i) lim,, _, &, =0and Y >, «, = 00;
(ii) 0 < lim inf,_, B3, <lim sup,_, B, < L;
(i) {p,} € [a,b] c (0,2&) and lim,, _, P — Pul = 0

(iv) {r,} c [e, f]1 € (0,00) and lim,, _, |t,,,; — 1, = 0.

Assume that either (B1) or (B2) holds. Then the sequence {x,,}
converges strongly to x* € Q, where x* = Py, f(x") is a unique
solution of the VIP:
(I-f)x"x"-y) <0, (129)
Proof. In Corollary 24, put % = 0, F = (1/2)I, y = 2, and
p = 1. Then from Remark 16 (ii), we get 7 = 1. Moreover,
for {r,} C [e, f] € (0,00), we can choose a positive constant
¢ > Osuchthat{r,} c [e, f] c (0,20).Itis easy to see that F is
(-inverse strongly monotone. In addition, for the contraction
f:+H — H,wehave0 < yp < 7. Hence, all the conditions of
Corollary 24 are satisfied. Thus, in terms of Corollary 24, we
obtain the desired result. O

Vy € Q.

Corollary 26. Let C be a nonempty closed convex subset of a
real Hilbert space H. Let ©® be a bifunction from C x C to R
satisfying (A1)-(A4) and let ¢ : C — R U {+00} be a proper
lower semicontinuous and convex function. Let of : C — H
be &-inverse strongly monotone. Let F : C — H be a k-
Lipschitzian and n-strongly monotone operator with positive
constants x,7 > 0 and let f : H — H be a p-Lipschitzian
mapping with constant p > 0. Let R : C — 2" be a maximal
monotone mapping and let the mapping B : C — H be f3-
inverse strongly monotone. Let 0 < A < 23,0 < u < 2n/x*, and

0 <yp <1 wheret =1 -1 - u(2n— px?). Let {A,}2 be

a sequence of positive numbers in (0, b] for some b € (0,1) and
let {T,}72, be an infinite family of nonexpansive self-mappings
on C such that Q .= MEP(®, ¢) N VI(C, &) n N;2, Fix(T,) N
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I (B, R) # 0. For arbitrarily given x, € H, let the sequence {x,}
be generated by

1
®(un,y)+<P(y)—<P(un)+r—<y—uwun—xn> >0,

Vy eC,
Vi =PC(I_Pn'Q{)un’

Xn+1 = ‘anf (xn) + ﬁnxn + [(1 - ﬁn) I- (melF]

X Wn]R,/\ (Vn - )LBVn) , Vn=x>1,

(130)

where {«,}, {B,} are two real sequences in [0,1] and W, is
the W-mapping defined by (14). Assume that the following
conditions are satisfied:

(i) lim,,_, &, = 0and Y2, «, = 00;
(ii) 0 < lim inf,, _, B, <lim sup,_, B, < L;

(iii) {p,} < [a,b] € (0,28) and lim,, _, 1,1 — Pul = 0;
(iv) {r,} c [e, f]1  (0,00) and lim,, _, . |1,,.; — 1,| = 0.

Assume that either (B1) or (B2) holds. Then the sequence {x,,}
converges strongly to x* € Q, where x* = Po(I — uF + yf)x"
is a unique solution of the VIP:

(WF —yf)x",x" - y) <0,

Corollary 27. Let C be a nonempty closed convex subset of a
real Hilbert space H. Let ©® be a bifunction from C x C to R
satisfying (A1)-(A4) and let ¢ : C — R U {+00} be a proper
lower semicontinuous and convex function. Let 8 : H — H
and of : C — H be (-inverse strongly monotone and &-
inverse strongly monotone, respectively. Let F : C — H be a
k-Lipschitzian and n-strongly monotone operator with positive
constants k,1 > 0 and let f : H — H be a p-Lipschitzian
mapping with constant p > 0. Let R : C — 2" be a maximal
monotone mapping and let the mapping B : C — H be f3-
inverse strongly monotone. Let 0 < A < 23, 0 < y < 25/x%,

Vy € Q. (131)

and 0 < yp < 7, where T = 1 — |1 — u(2n — ux?). Assume that

Q := GMEP(O, ¢, B)NVI(C, )N I (B, R) + 0. For arbitrarily
given x, € H, let the sequence {x,} be generated by

O (u,, ) +9 () — ¢ (u,) +(Bx,, y —u,)

1
+ —y—-u,u,—x, =0, VyeC,
r?’l

132
Vn:PC(I_pn'Qf)un’ ( )

Xny1 = oc,,Vf (xn) + ﬁnxn + [(1 - ﬁn) I - (xn‘uF]
X Jpa (v, —ABv,), Vnx1,

where {o,}, {,} are two real sequences in [0, 1]. Assume that
the following conditions are satisfied:

(i) lim, _, &, =0and Y >, o, = 00;

(ii) 0 < lim inf, , B, <lim sup,_, B, < L;
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(i) {p,} € [a,b] c (0,2&) and lim,, _, ,|pn1 — Pul = 0
(iv) {r,} c [e, f1 € (0,20) and lim,, _, 7,01 — 7l = O.

Assume that either (B1) or (B2) holds. Then the sequence {x,}
converges strongly to x* € Q, where x* = Po(I — uF + yf)x”
is a unique solution of the VIP:

((uF = yf)x",x" = y) <0,

Corollary 28. Let C be a nonempty closed convex subset of a
real Hilbert space H. Let © be a bifunction from C x C to R
satisfying (Al1)-(A4). Let B : H — Hand & : C — H be
(-inverse strongly monotone and &-inverse strongly monotone,
respectively. Let F : C — H be a x-Lipschitzian and nj-strongly
monotone operator with positive constants k,n > 0 and let
f+H — H bea p-Lipschitzian mapping with constant p > 0.
Let R : C — 2" be a maximal monotone mapping and let
the mapping B : C — H be B-inverse strongly monotone.
Let0 < A < 2B,0 < u < 2n/x* and 0 < yp < T, where

Vy e Q. (133)

T =1-1/1— p(2n — ux?). Let {1}, be a sequence of positive
numbers in (0,b] for some b € (0,1) and let {T,},, be an
infinite family of nonexpansive self-mappings on C such that
Q := GEP(®, %) N VI(C, &) NN, Fix(T,) N 1(B,R) #0. For
arbitrarily given x, € H, let the sequence {x,} be generated by

9(”n»)/)+ <‘%xn’y_un> + l<y_un>un_xn> >0,
rn

Vy € C,
Vi :PC(I_Pn‘d)un’

Xn+1 = ‘xny.f (xn) + ﬁnxn + [(1 - /311) I- ‘xmuF]

x Wn]R,/\ (Vn - )‘an) , Vn=x1,

(134)

where {a,}, {B,} are two real sequences in [0,1] and W, is
the W-mapping defined by (14). Assume that the following
conditions are satisfied:
(i) lim,
(ii) 0 < lim inf, , B, <lim sup,_, B, < L;
(i) {p,} € [a,b] c (0,2&) and lim,, _, ,|pn1 — Pul = 0
(iv) {r,} c [e, f]1 € (0,20) and lim,, _, 7,01 — 7| = O.

[ee]
noooly =0and Y 2 &, = 00;

Assume that either (B1) or (B2) holds. Then the sequence {x,,}
converges strongly to x* € Q, where x* = Po(I — uF + yf)x”
is a unique solution of the VIP:

((WF = yf) x",x" = y) <0,

Corollary 29. Let C be a nonempty closed convex subset of a
real Hilbert space H. Let © be a bifunction from C x C to R
satisfying (Al1)-(A4). Let B : H — Hand o/ : C — H be
(-inverse strongly monotone and &-inverse strongly monotone,
respectively. Let F : C — H be a x-Lipschitzian and nj-strongly
monotone operator with positive constants k,1 > 0 and let f :
H — H be a p-Lipschitzian mapping with constant p > 0.

Vy e Q. (135)
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Let R : C — 2 be a maximal monotone mapping and let
the mapping B : C — H be B-inverse strongly monotone.
Let0 < A < 2B,0 < u < 2n/x* and 0 < yp < 1, where

7 = 1 -1 - u(2n — ux?). Assume that Q := GEP(®, B) n

VI(C, &) N 1 (B, R) #0. For arbitrarily given x, € H, let the
sequence {x,} be generated by

1
®(un’y)+ <‘%xn’y_un) + _<y_un’un_xn> >0,
Ty

Yy €C,
Vo = PC (I - pnd)uw
Xp+1 = (xnyf (xn) + ﬁnxn + [(1 - ﬁn) I- ‘Xn!’lF]

X Jpa (Va —ABv,), V¥n>1,

(136)

where {a,}, {8,} are two real sequences in [0, 1]. Assume that
the following conditions are satisfied:
(i) lim

p— (o) —_ .
noooly =0and Y &, = 00;

(ii) 0 < lim inf <lim sup, , B, < L;

(iii) {p,} < [a,b] € (0,28) and lim,, _, 1P, — Pul = 0;

(iv) {r,} c [e, f] € (0,20) and lim,, _, 7,1 — 7| = O.
Assume that either (B1) or (B2) holds. Then the sequence {x,}
converges strongly to x* € Q, where x* = Py(I — uF + yf)x*

is a unique solution of the VIP:

(137)

((UF-yf)x",x" —y) <0, VyeQ.

Corollary 30. Let C be a nonempty closed convex subset of a
real Hilbert space H. Let ©® be a bifunction from C x C to R
satisfying (Al1)-(A4). Let B: H — Hand o/ : C — H be
(-inverse strongly monotone and &-inverse strongly monotone,
respectively. Let f : H — H be a p-contractive mapping with
constant p € [0,1). LetR: C — 2" be a maximal monotone
mapping and let the mapping B : C — H be f-inverse strongly
monotone. Let 0 < A < 2f3. Assume that Q) := GEP(®, %) N
VI(C, o) N 1(B,R) #0. For arbitrarily given x, € H, let the
sequence {x,} be generated by

1
O (u,, y) + (Bx,, y —u,) + r—(y—un,un—xn) >0,

Vy € C,
Vi :PC(I_pnd)un’

Xp41 = (an (xn) + ﬁnxn + (1 -, lgn) ]R,)\, (Vn - ABVn) >

Vn>1,
(138)
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where {a,}, {8,,} are two real sequences in [0, 1]. Assume that
the following conditions are satisfied:

(i) lim,, _, &, =0and Y >, a, = 00;
(ii) 0 < lim inf, _, B, <lim sup, _, B, < L;
(iii) {p,} < [a,b] < (0,28) and lim,, _, ,|py — pul = 0;

(iv) {r,} c [e, f] € (0,20) and lim,, _, 7,01 — 7| = O.
Assume that either (B1) or (B2) holds. Then the sequence {x,,}
converges strongly to x* € Q, where x* = Py, f(x") is a unique

solution of the VIP:

(I-f)x",x"=y) <0, VyeQ. (139)
Remark 31. 'Theorem 22 extends, improves, and supplements

[4, Theorem 3.2] in the following aspects.

(i) The problem of finding a point p €
Nl GMEP(©,¢,By) n nY VI(CA,) n
N2, Fix(T,) N I(B,R) in Theorem 22 is very
different from the problem of finding a point
p € GMEP(®,¢,A) N N Fix(T,) N I(B,R) in
[4, Theorem 3.2] (i.e., Theorem 3 in this paper).
There is no doubt that the problem of finding a
point p € N1, GMEP(®,, ¢, B,) N NY, VI(C, A;) N
N2, Fix(T,) N I(B,R) is more general and more
subtle than the problem of finding a point
p € GMEP(®,¢,A) N N® Fix(T,) N I(B,R) in
[4, Theorem 3.2].

(ii) If, in Corollary 24,C = H, o/ = 0,1, =1 > 0
(Vn = 1), uF = V isastrongly positive bounded linear
operator, and f is a contraction, then Corollary 24
reduces essentially to [4, Theorem 3.2]. This shows
that Theorem 22 includes [4, Theorem 3.2] as a special
case.

(iii) The iterative scheme in [4, Algorithm 3.1] is extended
to develop the iterative scheme in Theorem 22
by virtue of Korpelevi¢’s extragradient method and
hybrid steepest-descent method [38]. The iterative
scheme in Theorem 22 is more advantageous and
more flexible than the iterative scheme in [4, Algo-
rithm 3.1] because it involves solving four problems:
a finite family of GMEPs, a finite family of VIPs, the
variational inclusion (11), and the fixed point problem
of an infinite family of nonexpansive self-mappings.

(iv) The iterative scheme in Theorem 22 is very different
from the iterative scheme in [4, Algorithm 3.1]
because the iterative scheme in Theorem 22 involves
Korpelevi¢’s extragradient method and hybrid
steepest-descent method.

(v) The proof of Theorem 22 combines the proof for
viscosity approximation method in [4, Theorem 3.2],
the proof for Korpelevi¢’s extragradient method in
[8, Theorem 3.1], and the proof for hybrid steepest-
descent method in [44, Theorem 3.1].
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