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We study a class of resonant cooperative elliptic systems and replace the Ambrosetti-Rabinowitz superlinear condition with general
superlinear conditions. We obtain ground state solutions and infinitely many nontrivial solutions of this system by a generalized
Nehari manifold method developed recently by Szulkin and Weth.

1. Introduction and Main Results

We consider the following cooperative elliptic system:

−Δ𝑢 = 𝜉𝑢 + 𝑓 (𝑥, 𝑢, V) in Ω,

−ΔV = 𝜁V + 𝑔 (𝑥, 𝑢, V) in Ω,

𝑢 = V = 0 on 𝜕Ω,

(1)

where Ω is a bounded smooth domain in R𝑁 and 𝜉, 𝜁 ∈ R.
The nonlinearities (𝑓, 𝑔) are the gradient of some function;
that is, there exists a function 𝐹 ∈ 𝐶

1
(Ω × R2,R) such that

∇𝐹 = (𝑓, 𝑔). For system (1), we are interested in the resonant
case; that is,

𝜎 (𝐴

∗
) ∩ 𝜎 (−Δ) ̸= 0, (2)

where 𝐴∗ = (

𝜉 0

0 𝜁
), 𝜎(𝐴∗) = {𝜉, 𝜁} denotes the spectrum of

the matrix 𝐴∗, and 𝜎(−Δ) = {𝜆

𝑘
: 𝑘 = 1, 2, . . . and 0 < 𝜆

1
<

𝜆

2
< ⋅ ⋅ ⋅ } denotes the eigenvalues of the Laplacian onΩ with

zero boundary condition.
If 𝜉 = 𝜁 = 𝜆

𝑘
∈ 𝜎(−Δ), 𝑓(𝑥, 𝑢, V) = 𝑓(𝑥, 𝑢), 𝑔(𝑥, 𝑢, V) =

𝑔(𝑥, V), and 𝑓 ≡ 𝑔 onΩ×R, then (1) reduces to the following
single elliptic equation:

−Δ𝑢 = 𝜆

𝑘
𝑢 + 𝑓 (𝑥, 𝑢) in Ω,

𝑢 = 0 on 𝜕Ω.

(3)

The authors [1, 2] have considered the strongly resonant single
elliptic equation (3) with odd nonlinearities and obtained a
finite number of solutions. Li and Zou [3] investigated (3) by
using the Morse theory.

The system (1) has been studied by many authors under
asymptotically linear or sublinear assumptions on nonlin-
earities; see [4–10]. In [4], the variational structure was
established and several existence results were obtained by
minimax techniques under a condition which was called
nonquadraticity at infinity. Ma [5] established the existence
of infinitely many solutions for (1) with odd nonlinearities by
theminimax techniques.Ma [6] and Zou et al. [9] established
the existence and multiplicity of solutions for (1) via the
computations of the critical groups and the Morse theory.
By using a penalization technique and the Morse theory,
Pomponio [7] established the existence and multiplicity of
solutions of (1). However, very little is known about the
existence of infinitely many solutions for resonant single
elliptic equation and elliptic systems (both cooperative and
noncooperative). Zou [8] considered (1) and, by using the
methods used in [1], obtained infinitely many solutions
under the oddness and boundedness assumptions on the
nonlinearities. Zou [10] proved that (1) has infinitely many
solutions under the oddness assumption and some growth
assumptions near 𝑈 = 0. Recently, the author [11] also
obtained the existence of ground state solutions for (1) in the
nonresonant case (i.e., 𝜎(𝐴∗) ∩ 𝜎(−Δ) = 0) by a variant weak
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linking theorem. For related topics, including noncooperative
elliptic systems, we refer the readers to [12–18] and references
cited therein.

Let | ⋅ | and (⋅, ⋅) denote, respectively, the usual norm and
the inner product in R2. Assume that

(𝑆

0
) (∇𝐹(𝑥, 𝑈), 𝑍)(𝑈, 𝑍) ≥ 0 for all 𝑈,𝑍 ∈ R2, ∀𝑥 ∈ Ω;

(𝑆

1
) |∇𝐹(𝑥, 𝑈)| ≤ 𝑎(1 + |𝑈|

𝑝−1
) for some 𝑎 > 0 and 𝑝 ∈

(2, 2

∗
), where 2∗ = 2𝑁/(𝑁−2) if𝑁 ≥ 3 and 2∗ := +∞

if𝑁 = 1, 2

(𝑆

2
) |∇𝐹(𝑥, 𝑈)| = 𝑜(|𝑈|) as |𝑈| → 0 uniformly in 𝑥;

(𝑆

3
) 𝐹(𝑥, 𝑈)/|𝑈|

2
→ ∞ as |𝑈| → ∞ uniformly in 𝑥;

(𝑆

4
) (1/2)(∇𝐹(𝑥, 𝑈), 𝑈) > 𝐹(𝑥, 𝑈) > 0 for all𝑈 ∈ R2 \ {0},
∀𝑥 ∈ Ω;

(𝑆

5
) |𝑈| = |𝑍| ⇒ 𝐹(𝑥, 𝑈) = 𝐹(𝑥, 𝑍) and (∇𝐹(𝑥, 𝑈) ,
𝑍) ≤ (∇𝐹(𝑥, 𝑈), 𝑈), |𝑈| = |𝑍| and 𝑈 ̸=𝑍 ⇒

(∇𝐹(𝑥, 𝑈), 𝑍) < (∇𝐹(𝑥, 𝑈), 𝑈), ∀𝑥 ∈ Ω;
(𝑆

6
) |𝑈| ̸= |𝑍| and (𝑈, 𝑍) ̸= 0 ⇒ (∇𝐹(𝑥, 𝑈), 𝑍) ̸= (∇𝐹(𝑥 ,

𝑍), 𝑈), ∀𝑥 ∈ Ω.

In this paper, we obtain ground state solutions of (1), that
is, nontrivial solutions corresponding to the least energy of
the action functional of (1). Moreover, if 𝐹(𝑥, 𝑈) is even in𝑈,
we obtain infinitely many solutions of (1). Our main results
based on a generalized Nehari manifold method developed
in [2]. Now, our main results read as follows.

Theorem 1. If (𝑆
0
)–(𝑆

6
) hold, then (1) admits a ground state

solution.

Theorem 2. If (𝑆
0
)–(𝑆

6
) and 𝐹(𝑥, −𝑈) = 𝐹(𝑥, 𝑈), for all

𝑥 ∈ Ω, hold, then (1) has infinitely many solutions 𝑈
𝑘
such

that |𝑈
𝑘
|

∞
→ ∞.

Considering the following superquadratic condition
there exists a constant 𝜇 > 2 such that

0 < 𝜇𝐹 (𝑥, 𝑈) ≤ (∇𝐹 (𝑥, 𝑈) , 𝑈) , 𝑥 ∈ Ω \ {0} , (4)

which is now known as Ambrosetti-Rabinowitz superlinear
condition. As we all know, our proofs will be more easier if
we use the assumption (4). But we replace condition (4) with
more general superquadratic conditions. As is shown in next
examples, our assumptions (𝑆

0
)–(𝑆

6
) are reasonable and there

are cases in which Ambrosetti-Rabinowitz condition (4) is
not satisfied.

Example 3. Let

𝐹 (𝑥, 𝑈) = 𝑓 (𝑥) |𝑈|

𝑝
, (5)

where 𝑝 > 2 and 𝑓(𝑥) > 0 is a continuous function. Clearly,
𝐹 satisfies (𝑆

0
)–(𝑆

6
).

Example 4. Let

𝐹 (𝑥, 𝑈) = 𝑔 (𝑥) (|𝑈|

𝑝
+ (𝑝 − 2) |𝑈|

𝑝−𝜀sin2 (|𝑈|
𝜀

𝜀

)) , (6)

where 𝑔(𝑥) > 0 is a continuous function, 𝑝 > 2, 0 < 𝜀 < 𝑝−2

if𝑁 = 1, 2, and 0 < 𝜀 < 𝑝 + 𝑁 −𝑁𝑝/2 if𝑁 ≥ 3. Note that

∇𝐹 (𝑥, 𝑈) = 𝑔 (𝑥)𝑈 [(𝑝 − 2) (𝑝 − 𝜀) |𝑈|

𝑝−𝜀−2sin2 (|𝑈|
𝜀

𝜀

)

+(𝑝 + (𝑝 − 2) sin(2|𝑈|
𝜀

𝜀

)) |𝑈|

𝑝−2
] .

(7)

It is not hard to check that 𝐹 satisfies (𝑆
0
)–(𝑆

6
) but does not

satisfy condition (4).

The rest of the present paper is organized as follows. In
Section 2, we firstly establish the variational framework of (1),
and then we give some preliminary lemmas, which are useful
in the proofs of our main results. In Section 3, we give the
detailed proofs of our main results.

2. Variational Framework and Preliminaries

Here and in what follows, we use ‖ ⋅ ‖
𝑝
to denote the norm of

𝐿

𝑝
(Ω). Let

𝐸 := 𝐻

1

0
(Ω) , 𝑊 := 𝐻

1

0
(Ω) × 𝐻

1

0
(Ω) ,

(8)

where𝐻1
0
(Ω) is the usual Sobolev space with the norm ‖ ⋅ ‖

𝐸

generated by the inner product ⟨𝑢, V⟩
𝐸
= ∫

Ω
∇𝑢∇V𝑑𝑥, for

𝑢, V ∈ 𝐻

1

0
(Ω). For 𝑈 = (𝑢

1
, 𝑢

2
) and 𝑉 = (V

1
, V
2
) in

𝑊, the induced inner product and norm on 𝑊 are given,
respectively, by

⟨𝑈, 𝑉⟩𝑊
= ⟨𝑢

1
, V
1
⟩

𝐸
+ ⟨𝑢

2
, V
2
⟩

𝐸
,

‖𝑈‖

2

𝑊
=

󵄩

󵄩

󵄩

󵄩

𝑢

1

󵄩

󵄩

󵄩

󵄩

2

𝐸
+

󵄩

󵄩

󵄩

󵄩

𝑢

2

󵄩

󵄩

󵄩

󵄩

2

𝐸
.

(9)

Let ⃗𝑒

1
:= (1, 0) and ⃗𝑒

2
:= (0, 1); then 𝐴

∗
⃗𝑒

1
= 𝜉 ⃗𝑒

1
,

𝐴

∗
⃗𝑒

2
= 𝜁 ⃗𝑒

2
, ⃗𝑒

1
⋅ ⃗𝑒

2
= 0, and | ⃗𝑒

1
| = | ⃗𝑒

2
| = 1. For any 𝛼 ∈ R, let

𝐻

+

𝛼
, 𝐻

−

𝛼
, 𝐻

0

𝛼
be the subspaces of 𝐻1

0
(Ω), where the quadratic

form 𝑢 → ‖𝑢‖

2
−𝛼‖𝑢‖

2

2
is positive definite, negative definite,

and zero, respectively. Let

𝑊

0
:= 𝐻

0

𝜉
× 𝐻

0

𝜁
, 𝑊

+
:= 𝐻

+

𝜉
× 𝐻

+

𝜁
,

𝑊

−
:= 𝐻

−

𝜉
× 𝐻

−

𝜁
.

(10)

Set

𝐴

1
:= id − 𝜉(−Δ)−1, 𝐴

2
:= id − 𝜁(−Δ)−1, (11)

where id denotes the identity from 𝐻

1

0
(Ω) to 𝐻

1

0
(Ω). We

introduce an operator

𝐴 : 𝑊 󳨀→ 𝑊, 𝐴 = (𝐴

1
, 𝐴

2
) , 𝐴𝑈 = (𝐴

1
𝑢

1
, 𝐴

2
𝑢

2
)

for any 𝑈 = (𝑢

1
, 𝑢

2
) ∈ 𝑊.

(12)

Then 𝐴 is a bounded self-adjoint operator from 𝑊 to 𝑊

and ker𝐴 = 𝑊

0 with dim𝑊

0
< ∞. The space 𝑊 splits
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as 𝑊 = 𝑊

−
⊕ 𝑊

0
⊕ 𝑊

+, where 𝑊− and 𝑊

+ are invariant
under 𝐴, 𝐴|

𝑊
− is negative, and 𝐴|

𝑊
+ is positive definite.

More precisely, there exists a positive constant 𝑐
0
such that

±⟨𝐴𝑈

±
, 𝑈

±
⟩

𝑊
≥ 𝑐

0

󵄩

󵄩

󵄩

󵄩

𝑈

±󵄩
󵄩

󵄩

󵄩

2

𝑊
, ∀𝑈

±
∈ 𝑊

±
.

(13)

Here and in what follows, for any 𝑈 ∈ 𝑊, we always denote
by 𝑈0, 𝑈+, and 𝑈− the vectors in 𝑊 with 𝑈 = 𝑈

0
+ 𝑈

−
+

𝑈

+
, 𝑈

0
∈ 𝑊

0, and 𝑈

±
∈ 𝑊

±. Note that dim𝑊

0 and
dim𝑊

− are finite. Furthermore, 𝜎(𝐴∗) ∩ 𝜎(−Δ) ̸= 0 implies
that dim𝑊

0
̸= 0.

For problem (1), we consider the following functional:

Φ (𝑈) =

1

2

⟨𝐴𝑈,𝑈⟩𝑊
− ∫

Ω

̃

𝐹 (𝑥, 𝑈) 𝑑𝑥,

𝑈 = (𝑢

1
, 𝑢

2
) ∈ 𝑊,

(14)

where ̃

𝐹(𝑥, 𝑠, 𝑡) = 𝐹(𝑥, 𝑠 ⃗𝑒

1
+ 𝑡 ⃗𝑒

2
) = 𝐹(𝑥, 𝑠, 𝑡). We define an

equivalent inner product ⟨⋅, ⋅⟩ and the corresponding norm
‖ ⋅ ‖ on𝑊 given, respectively, by

⟨𝑈, 𝑉⟩ = ⟨𝐴𝑈

+
, 𝑉

+
⟩

𝑊
− ⟨𝐴𝑈

−
, 𝑉

−
⟩

𝑊
,

‖𝑈‖ = ⟨𝑈,𝑈⟩

1/2
,

(15)

where 𝑈 = 𝑈

−
+ 𝑈

0
+ 𝑈

+
, 𝑉 = 𝑉

−
+ 𝑉

0
+ 𝑉

+
∈ 𝑊 =

𝑊

−
+𝑊

0
+𝑊

+. Thus, Φ can be rewritten as

Φ (𝑈) =

1

2

󵄩

󵄩

󵄩

󵄩

𝑈

+󵄩
󵄩

󵄩

󵄩

2

−

1

2

󵄩

󵄩

󵄩

󵄩

𝑈

−󵄩
󵄩

󵄩

󵄩

2

− ∫

Ω

𝐹 (𝑥, 𝑈) 𝑑𝑥. (16)

Under our assumptions, Φ ∈ 𝐶

1
(𝑊,R) and the derivative is

given by

Φ

󸀠
(𝑈)𝑉 = ⟨𝑈

+
, 𝑉

+
⟩ − ⟨𝑈

−
, 𝑉

−
⟩ − ∫

Ω

(∇𝐹 (𝑥, 𝑈) , 𝑉) 𝑑𝑥,

(17)

where 𝑈 = 𝑈

−
+ 𝑈

0
+ 𝑈

+
, 𝑉 = 𝑉

−
+ 𝑉

0
+ 𝑉

+
∈ 𝑊 =

𝑊

−
+𝑊

0
+𝑊

+. By the discussion of [4], the (weak) solutions
of system (1) are the critical points of the 𝐶1 functionalΦ.

We let

M := {𝑈 ∈ 𝑊 \ (𝑊

−
⊕𝑊

0
) : Φ

󸀠
(𝑈)𝑈 = 0,

Φ

󸀠
(𝑈)𝑉 = 0, ∀𝑉 ∈ 𝑊

−
⊕𝑊

0
} .

(18)

By definition, it is easy to see that M contains all nontrivial
critical points of Φ. We define for 𝑈 ∈ 𝑊 \ (𝑊

−
⊕ 𝑊

0
) the

subspace,

𝑊(𝑈) := 𝑊

−
⊕𝑊

0
⊕R𝑈 = 𝑊

−
⊕𝑊

0
⊕R𝑈

+
,

(19)

and the convex subset,
̃

𝑊(𝑈) := 𝑊

−
⊕𝑊

0
⊕R

+
𝑈 = 𝑊

−
⊕𝑊

0
⊕R

+
𝑈

+
,

(20)

of𝑊, where R+ = [0,∞).
We assume (𝑆

0
)–(𝑆

6
) are satisfied from now on. Obvi-

ously, (𝑆
1
) and (𝑆

2
) imply that for each 𝜀 > 0 there is 𝐶

𝜀
> 0

such that

|∇𝐹 (𝑥, 𝑈)| ≤ 𝜀 |𝑈| + 𝐶𝜀|
𝑈|

𝑝−1
, ∀𝑈 ∈ R

2
.

(21)

Lemma 5. Let 𝑄 := 𝑠𝑈 + 𝑉 ̸= 0, where 𝑈,𝑉 ∈ R2, 𝑠 ∈ R, and
𝑠 ≥ −1; then

(∇𝐹 (𝑥, 𝑈) , 𝑠 (

𝑠

2

+ 1)𝑈 + (𝑠 + 1)𝑉) + 𝐹 (𝑥, 𝑈)

− 𝐹 (𝑥, 𝑈 + 𝑄) < 0, ∀𝑥 ∈ Ω.

(22)

Proof. We fix 𝑥 ∈ Ω and 𝑈,𝑉 ∈ R2. For 𝑠 ≥ −1, we let 𝑍 =

𝑍(𝑠) := (𝑠 + 1)𝑈 + 𝑉, so 𝑍 = 𝑄 + 𝑈. Let

ℎ (𝑠) := (∇𝐹 (𝑥, 𝑈) , 𝑠 (

𝑠

2

+ 1)𝑈 + (𝑠 + 1)𝑉)

+ 𝐹 (𝑥, 𝑈) − 𝐹 (𝑥, 𝑍) .

(23)

We need to show that ℎ(𝑠) < 0 whenever 𝑄 = 𝑠𝑈 + 𝑉 ̸= 0

(i.e.,𝑈 ̸=𝑍). We first consider the case𝑈 = 0. Then𝑍 ̸= 0 and
ℎ(𝑠) = −𝐹(𝑥, 𝑍) < 0 by (𝑆

4
). We may therefore assume 𝑈 ̸= 0

from now on. It is not hard to check that (𝑆
3
) and (𝑆

4
) imply

that

ℎ (−1) = −

1

2

(∇𝐹 (𝑥, 𝑈) , 𝑈) + 𝐹 (𝑥, 𝑈) − 𝐹 (𝑥, 𝑍)

< −𝐹 (𝑥, 𝑍) ≤ 0, lim
𝑠→∞

ℎ (𝑠) = −∞.

(24)

Suppose that ℎ attains its maximumon [−1,∞) at some point
𝑠; then

ℎ

󸀠
(𝑠) = (∇𝐹 (𝑥, 𝑈) , 𝑍) − (∇𝐹 (𝑥, 𝑍) , 𝑈) = 0.

(25)

Case 1. If (𝑈, 𝑍) ≤ 0, since 𝑉 = 𝑍 − (𝑠 + 1)𝑈, it follows from
(𝑆

0
) and (𝑆

4
) that

ℎ (𝑠) = (∇𝐹 (𝑥, 𝑈) , 𝑠 (

𝑠

2

+ 1)𝑈 + (𝑠 + 1) (𝑍 − (𝑠 + 1)𝑈))

+ 𝐹 (𝑥, 𝑈) − 𝐹 (𝑥, 𝑍)

= (−

𝑠

2

2

− 𝑠 − 1) (∇𝐹 (𝑥, 𝑈) , 𝑈) + (𝑠 + 1)

× (∇𝐹 (𝑥, 𝑈) , 𝑍) + 𝐹 (𝑥, 𝑈) − 𝐹 (𝑥, 𝑍)

< −

1

2

(𝑠 + 1)

2
(∇𝐹 (𝑥, 𝑈) , 𝑈) + (𝑠 + 1) (∇𝐹 (𝑥, 𝑈) , 𝑍)

− 𝐹 (𝑥, 𝑍) ≤ 0.

(26)

Case 2. If (𝑈, 𝑍) > 0, it follows from (25) and (𝑆
6
) that |𝑈| =

|𝑍|; it follows from the fact 𝑈 ̸=𝑍, (𝑆
4
), and (𝑆

5
) that

ℎ (𝑠) = (∇𝐹 (𝑥, 𝑈) , 𝑠 (

𝑠

2

+ 1)𝑈 + (𝑠 + 1) (𝑍 − (𝑠 + 1)𝑈))

+ 𝐹 (𝑥, 𝑈) − 𝐹 (𝑥, 𝑍)

= (−

𝑠

2

2

− 𝑠 − 1) (∇𝐹 (𝑥, 𝑈) , 𝑈) + (𝑠 + 1)

× (∇𝐹 (𝑥, 𝑈) , 𝑍)

< −

𝑠

2

2

(∇𝐹 (𝑥, 𝑈) , 𝑈) ≤ 0.

(27)
Therefore, ℎ(𝑠) < 0 whenever 𝑄 = 𝑠𝑈 + 𝑉 ̸= 0.
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Lemma 6. Let 𝑈 ∈ M; then Φ(𝑄 + 𝑈) < Φ(𝑈) for any 𝑄 ∈

𝐻 := {𝑠𝑈 + 𝑉 : 𝑠 ≥ −1, 𝑉 ∈ 𝑊

−
⊕ 𝑊

0
}, 𝑄 ̸= 0. Hence 𝑈 is the

unique global maximum of Φ|
𝑊̃(𝑈)

.

Proof. Let 𝑄 = 𝑠𝑈 + 𝑉 ∈ 𝐻 and 𝑉 = 𝑉

−
+ 𝑉

0
∈ 𝑊

−
⊕ 𝑊

0.
Since Φ󸀠(𝑈) = 0, we have

0 = Φ

󸀠
(𝑈) (𝑠 (

𝑠

2

+ 1)𝑈 + (𝑠 + 1)𝑉)

= 𝑠 (

𝑠

2

+ 1) ⟨𝑈

+
, 𝑈

+
⟩ − 𝑠 (

𝑠

2

+ 1) ⟨𝑈

−
, 𝑈

−
⟩

− (𝑠 + 1) ⟨𝑈

−
, 𝑉

−
⟩

− ∫

Ω

(∇𝐹 (𝑥, 𝑈) , 𝑠 (

𝑠

2

+ 1)𝑈 + (𝑠 + 1)𝑉)𝑑𝑥,

(28)

which together with Lemma 5 and the facts 𝑄 = 𝑠𝑈 + 𝑉 and
⟨𝑉

−
, 𝑉

−
⟩ ≥ 0 implies that

Φ (𝑄 + 𝑈) − Φ (𝑈)

=

1

2

[⟨(𝑠 + 1)𝑈

+
, (𝑠 + 1)U+⟩ − ⟨𝑈+, 𝑈+⟩]

−

1

2

[⟨((𝑠 + 1)𝑈

−
+ 𝑉

−
) , (𝑠 + 1)𝑈

−
+ 𝑉

−
⟩

− ⟨𝑈

−
, 𝑈

−
⟩] + ∫

Ω

[𝐹 (𝑥, 𝑈) − 𝐹 (𝑥, 𝑄 + 𝑈)] 𝑑𝑥

= 𝑠 (

𝑠

2

+ 1) ⟨𝑈

+
, 𝑈

+
⟩ − 𝑠 (

𝑠

2

+ 1) ⟨𝑈

−
, 𝑈

−
⟩

− (𝑠 + 1) ⟨𝑈

−
, 𝑉

−
⟩ −

1

2

⟨𝑉

−
, 𝑉

−
⟩

+ ∫

Ω

[𝐹 (𝑥, 𝑈) − 𝐹 (𝑥, 𝑄 + 𝑈)] 𝑑𝑥

= −

1

2

⟨𝑉

−
, 𝑉

−
⟩

+ ∫

Ω

[(∇𝐹 (𝑥, 𝑈) , 𝑠 (

𝑠

2

+ 1)𝑈 + (𝑠 + 1)𝑉)

+ 𝐹 (𝑥, 𝑈) − 𝐹 (𝑥, 𝑄 + 𝑈)] 𝑑𝑥 < 0.

(29)

The proof is finished.

In what follows, we let

𝑐 := inf {Φ (𝑈) : 𝑈 ∈ M} . (30)

Lemma 7. One has the following facts.

(a) There exists 𝛼 > 0 such that 𝑐 ≥ inf
𝑆
𝛼

Φ(𝑈) > 0, where
𝑆

𝛼
:= {𝑈 ∈ 𝑊

+
: ‖𝑈‖ = 𝛼}.

(b) Consider ‖𝑈+‖ ≥ max{‖𝑈−‖, √2𝑐} for every 𝑈 ∈ M.

Proof. (a) For 𝑈 ∈ 𝑊

+, we have Φ(𝑈) = (1/2)‖𝑈‖

2
−

∫

Ω
𝐹(𝑥, 𝑈)𝑑𝑥 and ∫

Ω
𝐹(𝑥, 𝑈)𝑑𝑥 = 𝑜(‖𝑈‖

2
) as ‖𝑈‖ → 0 by

(21) and (𝑆
4
); hence the second inequality follows if 𝛼 > 0 is

sufficiently small. Since for every 𝑈 ∈ M there is 𝑠 > 0 such
that 𝑠𝑈+ ∈ ̃

𝑊(𝑈)∩𝑆

𝛼
, the first inequality is a consequence of

Lemma 6.
(b) For 𝑈 ∈ M, we have

𝑐 ≤

1

2

(

󵄩

󵄩

󵄩

󵄩

𝑈

+󵄩
󵄩

󵄩

󵄩

2

−

󵄩

󵄩

󵄩

󵄩

𝑈

−󵄩
󵄩

󵄩

󵄩

2

) − ∫

Ω

F (𝑥, 𝑈) 𝑑𝑥

≤

1

2

(

󵄩

󵄩

󵄩

󵄩

𝑈

+󵄩
󵄩

󵄩

󵄩

2

−

󵄩

󵄩

󵄩

󵄩

𝑈

−󵄩
󵄩

󵄩

󵄩

2

) ;

(31)

thus ‖𝑈+‖ ≥ max{‖𝑈−‖, √2𝑐}. The proof is finished.

Lemma 8. If 𝐷 ⊂ 𝑊

+
\ {0} is a compact subset, then there

exists 𝑅 > 0 such thatΦ ≤ 0 on𝑊(𝑈)\𝐵

𝑅
(0) for every𝑈 ∈ 𝐷.

Proof. Without loss of generality, we may assume that ‖𝑈‖ =
1 for every 𝑈 ∈ 𝐷. Suppose by contradiction that there exist
𝑈

𝑛
∈ 𝐷 and 𝑄

𝑛
∈ 𝑊(𝑈

𝑛
) (𝑛 ∈ N) such that Φ(𝑄

𝑛
) ≥ 0 for

all 𝑛 and ‖𝑄
𝑛
‖ → ∞ as 𝑛 → ∞. Passing to a subsequence,

we assume 𝑈
𝑛
→ 𝑈 ∈ 𝑊

+
, ‖𝑈‖ = 1. Let 𝑉

𝑛
= 𝑄

𝑛
/‖𝑄

𝑛
‖ =

𝑠

𝑛
𝑈

𝑛
+ 𝑉

−

𝑛
+ 𝑉

0

𝑛
; then

0 ≤

Φ (𝑄

𝑛
)

󵄩

󵄩

󵄩

󵄩

𝑄

𝑛

󵄩

󵄩

󵄩

󵄩

2
=

1

2

(𝑠

2

𝑛
−

󵄩

󵄩

󵄩

󵄩

𝑉

−

𝑛

󵄩

󵄩

󵄩

󵄩

2

) − ∫

Ω

𝐹 (𝑥, 𝑄

𝑛
)

󵄨

󵄨

󵄨

󵄨

𝑄

𝑛

󵄨

󵄨

󵄨

󵄨

2

󵄨

󵄨

󵄨

󵄨

𝑉

𝑛

󵄨

󵄨

󵄨

󵄨

2
𝑑𝑥. (32)

Thus ‖𝑉−
𝑛
‖

2
≤ 𝑠

2

𝑛
= 1 − ‖𝑉

0

𝑛
‖

2

− ‖𝑉

−

𝑛
‖

2.
Therefore, 𝑠

𝑛
→ 𝑠 ≥ 0 after passing to a subsequence.

Wemay assume that𝑉
𝑛
(𝑥) ⇀ 𝑉(𝑥) in𝑊 and𝑉

𝑛
(𝑥) → 𝑉(𝑥)

a.e. in Ω after passing to a subsequence. If 𝑠 > 0, then 𝑉 =

𝑠𝑈 + 𝑉

−
+ 𝑉

0
̸= 0. Hence |𝑄

𝑛
| = |𝑉

𝑛
|‖𝑄

𝑛
‖ → ∞ as 𝑛 → ∞;

it follows from (𝑆

3
) and Fatou’s lemma that

∫

Ω

𝐹 (𝑥, 𝑄

𝑛
)

󵄨

󵄨

󵄨

󵄨

𝑄

𝑛

󵄨

󵄨

󵄨

󵄨

2

󵄨

󵄨

󵄨

󵄨

𝑉

𝑛

󵄨

󵄨

󵄨

󵄨

2
𝑑𝑥 󳨀→ ∞ as 𝑛 󳨀→ ∞, (33)

which contradicts with (32). If 𝑠 = 0, then it follows from
‖𝑉

−

𝑛
‖

2
≤ 𝑠

2

𝑛
= 1 − ‖𝑉

0

𝑛
‖

2

− ‖𝑉

−

𝑛
‖

2 that 𝑉−
𝑛

→ 0 and 𝑉0
𝑛
→

𝑉

0
̸= 0. Thus 𝑉 ̸= 0. Therefore, (33) still holds. We also get a

contradiction. The proof is finished.

Lemma 9. For each 𝑈 ∉ 𝑊

0
⊕ 𝑊

−, the set M ∩

̃

𝑊(𝑈)

consists of precisely one point 𝑚̃(𝑈) which is the unique global
maximum of Φ|

𝑊̃(𝑈)
.

Proof. By Lemma 6, it suffices to show that M ∩

̃

𝑊(𝑈) ̸= 0.
Since ̃𝑊(𝑈) =

̃

𝑊(𝑈

+
), we may assume that 𝑈 ∈ 𝑊

+
, ‖𝑈‖ =

1. By Lemma 8, there exists 𝑅 > 0 such thatΦ ≤ 0 on𝑊(𝑈) \

𝐵

𝑅
(0). By Lemma 7(a), Φ(𝑡𝑈) > 0 for small 𝑡 > 0, and since

Φ ≤ 0 on ̃

𝑊(𝑈) \ 𝐵

𝑅
(0), 0 < sup

𝑊̃(𝑈)
Φ < ∞. It is easy to see

that Φ is weakly upper semicontinuous on ̃

𝑊(𝑈); therefore,
Φ(𝑈

0
) = sup

𝑊̃(𝑈)
Φ for some 𝑈

0
∈

̃

𝑊(𝑈) \ {0}. This 𝑈
0
is a

critical point of Φ|
𝑊(𝑈)

, so Φ󸀠(𝑈
0
)𝑈

0
= Φ

󸀠
(𝑈

0
)𝑉 = 0 for all

𝑉 ∈ 𝑊(𝑈). Consequently, 𝑈
0
∈ M ∩

̃

𝑊(𝑈), as required.

Lemma 10. Φ is coercive on M; that is, Φ(𝑈) → ∞ as
‖𝑈‖ → ∞, 𝑈 ∈ M.
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Proof. Arguing by contradiction, suppose that there exists a
sequence {𝑈

𝑛
} ⊂ M such that ‖𝑈

𝑛
‖ → ∞ andΦ(𝑈

𝑛
) ≤ 𝑑 for

some𝑑 ∈ [𝑐,∞). Let𝑉
𝑛
= 𝑈

𝑛
/‖𝑈

𝑛
‖.Then𝑉

𝑛
(𝑥) ⇀ 𝑉(𝑥) in𝑊

and 𝑉
𝑛
(𝑥) → 𝑉(𝑥) a.e. in Ω after passing to a subsequence.

By Lemma 7(b), ‖𝑉+
𝑛
‖

2
≥ 2𝑐. By Sobolev compact embedding

theorem, we get

𝑉

+

𝑛
󳨀→ 𝑉

+ in 𝐿

𝑟
(Ω) × 𝐿

𝑟
(Ω) , 1 ≤ 𝑟 < 2

∗
. (34)

If 𝑉+ = 0, then it follows from (21), (34), and (𝑆

4
) that

∫

Ω
𝐹(𝑥, 𝑠𝑉

+

𝑛
)𝑑𝑥 → 0 as 𝑛 → ∞ for every 𝑠 ∈ R. Since

𝑠𝑉

+

𝑛
∈

̃

𝑊(𝑈

𝑛
) for 𝑠 ≥ 0, Lemma 6 implies that

𝑑 ≥ Φ (𝑈

𝑛
) ≥ Φ (𝑠𝑉

+

𝑛
)

=

𝑠

2

2

󵄩

󵄩

󵄩

󵄩

𝑉

+

𝑛

󵄩

󵄩

󵄩

󵄩

2

− ∫

Ω

𝐹 (𝑥, 𝑠𝑉

+

𝑛
) 𝑑𝑥 ≥ 𝑐𝑠

2

− ∫

Ω

𝐹 (𝑥, 𝑠𝑉

+

𝑛
) 𝑑𝑥 󳨀→ 𝑐𝑠

2 as 𝑛 󳨀→ ∞.

(35)

This yields a contradiction if 𝑠 >

√

𝑑/𝑐. Hence 𝑉

+
̸= 0,

which implies that 𝑉 ̸= 0. Therefore, |𝑈
𝑛
| = |𝑉

𝑛
|‖𝑈

𝑛
‖ →

∞; it follows again from (𝑆

3
) and Fatou’s lemma that

∫

Ω
(𝐹(𝑥, 𝑈

𝑛
)/|𝑈

𝑛
|

2
)|𝑉

𝑛
|

2
𝑑𝑥 → ∞; therefore,

0 ≤

Φ (𝑈

𝑛
)

󵄩

󵄩

󵄩

󵄩

𝑈

𝑛

󵄩

󵄩

󵄩

󵄩

2
=

1

2

(

󵄩

󵄩

󵄩

󵄩

𝑉

+

𝑛

󵄩

󵄩

󵄩

󵄩

2

−

󵄩

󵄩

󵄩

󵄩

𝑉

−

𝑛

󵄩

󵄩

󵄩

󵄩

2

)

− ∫

Ω

𝐹 (𝑥, 𝑈

𝑛
)

󵄨

󵄨

󵄨

󵄨

𝑈

𝑛

󵄨

󵄨

󵄨

󵄨

2

󵄨

󵄨

󵄨

󵄨

𝑉

𝑛

󵄨

󵄨

󵄨

󵄨

2
𝑑𝑥 󳨀→ −∞,

(36)

as 𝑛 → ∞, a contradiction. The proof is finished.

Lemma 11. The map 𝑊

+
\ {0} → M, 𝑈 → 𝑚̃(𝑈) (see

Lemma 9) is continuous.

Proof. Let 𝑈 ∈ 𝑊

+
\ {0}. By a standard argument, the

continuity of 𝑚̃ in 𝑈 is reduced to the following assertion:

If 𝑈
𝑛
󳨀→ 𝑈 for {𝑈

𝑛
} ⊂ 𝑊

+
\ {0} ,

then 𝑚̃ (𝑈

𝑛
) 󳨀→ 𝑚̃ (𝑈) for a subsequence.

(37)

To prove the above assertion, we let {𝑈
𝑛
} ⊂ 𝑊

+
\ {0} be a

sequence with 𝑈
𝑛
→ 𝑈. Without loss of generality, we may

assume that ‖𝑈
𝑛
‖ = ‖𝑈‖ = 1 for all 𝑛, so that

𝑚̃ (𝑈

𝑛
) =

󵄩

󵄩

󵄩

󵄩

󵄩

𝑚̃(𝑈

𝑛
)

+󵄩
󵄩

󵄩

󵄩

󵄩

𝑈

𝑛
+ 𝑚̃(𝑈

𝑛
)

−
+ 𝑚̃(𝑈

𝑛
)

0
.

(38)

By Lemma 8, there exists 𝑅 > 0 such that

Φ(𝑚̃ (𝑈

𝑛
)) = sup

𝑊(𝑈
𝑛

)

Φ ≤ sup
𝐵
𝑅

(0)

Φ ≤ sup
𝑈∈𝐵
𝑅

(0)

󵄩

󵄩

󵄩

󵄩

𝑈

+󵄩
󵄩

󵄩

󵄩

2

= 𝑅

2 for every 𝑛.
(39)

Hence {𝑚̃(𝑈
𝑛
)} is bounded by Lemma 10. Note that dim𝑊

0

and dim𝑊

− are finite. Passing to a subsequence, we may
assume that

𝑡

𝑛
:=

󵄩

󵄩

󵄩

󵄩

󵄩

𝑚̃(𝑈

𝑛
)

+󵄩
󵄩

󵄩

󵄩

󵄩

󳨀→ 𝑡, 𝑚̃(𝑈

𝑛
)

−
󳨀→ 𝑈

−

1
,

𝑚̃(𝑈

𝑛
)

0
󳨀→ 𝑈

0

1
in 𝑊 as 𝑛 󳨀→ ∞,

(40)

where 𝑡 ≥ √

2𝑐 > 0 by Lemma 7(b). Therefore, we have

𝑚̃ (𝑈

𝑛
) 󳨀→ 𝑡𝑈 + 𝑈

−

1
+ 𝑈

0

1
in 𝑊 as 𝑛 󳨀→ ∞.

(41)

Note that 𝑚̃(𝑈) = ‖𝑚̃(𝑈)

+
‖𝑈+𝑚̃(𝑈)

−
+𝑚̃(𝑈)

0. By Lemma 9,
we have

Φ(𝑚̃ (𝑈

𝑛
)) ≥ Φ (

󵄩

󵄩

󵄩

󵄩

𝑚̃(𝑈)

+󵄩
󵄩

󵄩

󵄩

𝑈

𝑛
+ 𝑚̃(𝑈)

−
+ 𝑚̃(𝑈)

0
)

󳨀→ Φ(

󵄩

󵄩

󵄩

󵄩

𝑚̃(𝑈)

+󵄩
󵄩

󵄩

󵄩

𝑈 + 𝑚̃(𝑈)

−
+ 𝑚̃(𝑈)

0
)

= Φ (𝑚̃ (𝑈)) as 𝑛 󳨀→ ∞,

(42)

which togetherwith (40), (41), and Fatou’s lemma implies that

Φ (𝑚̃ (𝑈))

≤ lim
𝑛→∞

Φ(𝑚̃ (𝑈

𝑛
))

= lim
𝑛→∞

(

1

2

𝑡

2

𝑛
−

1

2

󵄩

󵄩

󵄩

󵄩

󵄩

𝑚̃(𝑈

𝑛
)

−󵄩
󵄩

󵄩

󵄩

󵄩

2

− ∫

Ω

𝐹 (𝑥, 𝑚̃ (𝑈

𝑛
)) 𝑑𝑥)

≤

1

2

𝑡

2
−

1

2

󵄩

󵄩

󵄩

󵄩

𝑈

−

1

󵄩

󵄩

󵄩

󵄩

2

− ∫

Ω

𝐹 (𝑥, 𝑡𝑈 + 𝑈

−

1
+ 𝑈

0

1
) 𝑑𝑥

= Φ (𝑡𝑈 + 𝑈

−

1
+ 𝑈

0

1
) .

(43)

On the other hand, Lemma 9 implies thatΦ(𝑡𝑈+𝑈

−

1
+𝑈

0

1
) ≤

Φ(𝑚̃(𝑈)).Therefore, Lemma 9 implies that 𝑚̃(𝑈) = 𝑡𝑈+𝑈

−

1
+

𝑈

0

1
. It follows from (41) that 𝑚̃(𝑈

𝑛
) → 𝑚̃(𝑈). The proof is

finished.

We now consider the functional

̃

Ψ : 𝑊

+
\ {0} 󳨀→ R, ̃

Ψ (𝑈) := Φ (𝑚̃ (𝑈)) ,
(44)

which is continuous by Lemma 11.

Lemma 12. Consider ̃Ψ ∈ 𝐶

1
(𝑊

+
\ {0},R) and ̃

Ψ

󸀠
(𝑄)𝑍 =

(‖𝑚̃(𝑄)

+
‖/‖𝑄‖)Φ

󸀠
(𝑚̃(𝑄))𝑍 for 𝑄,𝑍 ∈ 𝑊

+, 𝑄 ̸= 0.

Proof. We put 𝑈 = 𝑚̃(𝑄) ∈ M, so we have 𝑈 = 𝑈

−
+ 𝑈

0
+

(‖𝑈

+
‖/‖𝑄‖)𝑄. Let 𝑍 ∈ 𝑊

+. Choose 𝛿 > 0 such that 𝑄
𝑡
:=

𝑄+𝑡𝑍 ∈ 𝑊

+
\{0} for |𝑡| < 𝛿 and let𝑈

𝑡
= 𝑚̃(𝑄

𝑡
) ∈ M.Wemay

write𝑈
𝑡
= 𝑈

−

𝑡
+𝑈

0

𝑡
+ 𝑠

𝑡
𝑄

𝑡
with 𝑠

𝑡
> 0. Then 𝑠

0
= (‖𝑈

+
‖/‖𝑄‖),

and the function (−𝛿, 𝛿) → R, 𝑡 → 𝑠

𝑡
, is continuous by

Lemma 11. By Lemma 9 and themean value theorem,we have

̃

Ψ (𝑄

𝑡
) −

̃

Ψ (𝑄)

= Φ (𝑈

𝑡
) − Φ (𝑈)

= Φ (𝑈

−

𝑡
+ 𝑈

0

𝑡
+ 𝑠

𝑡
𝑄

𝑡
) − Φ (𝑈

−
+ 𝑈

0
+ 𝑠

0
𝑄)

≤ Φ (𝑈

−

𝑡
+ 𝑈

0

𝑡
+ 𝑠

𝑡
𝑄

𝑡
) − Φ (𝑈

−

𝑡
+ 𝑈

0

𝑡
+ 𝑠

𝑡
𝑄)

= 𝑠

𝑡
(𝑄

𝑡
− 𝑄)Φ

󸀠
(𝑈

−

𝑡
+ 𝑈

0

𝑡
+ 𝑠

𝑡
(𝑄 + 𝜃

𝑡
(𝑄

𝑡
− 𝑄)))

= 𝑠

0
𝑡Φ

󸀠
(𝑈)𝑍 + 𝑜 (𝑡) as 𝑡 󳨀→ 0,

(45)
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with some 𝜃
𝑡
∈ (0, 1). By a similar reasoning, we also have

̃

Ψ (𝑄

𝑡
) −

̃

Ψ (𝑄)

= Φ (𝑈

−

𝑡
+ 𝑈

0

𝑡
+ 𝑠

𝑡
𝑄

𝑡
) − Φ (𝑈

−
+ 𝑈

0
+ 𝑠

0
𝑄)

≥ Φ(𝑈

−
+ 𝑈

0
+ 𝑠

0
𝑄

𝑡
) − Φ (𝑈

−
+ 𝑈

0
+ 𝑠

0
𝑄)

= 𝑠

0
(𝑄

𝑡
− 𝑄)Φ

󸀠
(𝑈

−
+ 𝑈

0
+ 𝑠

0
(𝑄 + 𝜂

𝑡
(𝑄

𝑡
− 𝑄)))

= 𝑠

0
𝑡Φ

󸀠
(𝑈)𝑍 + 𝑜 (𝑡) as 𝑡 󳨀→ 0,

(46)

with some 𝜂
𝑡
∈ (0, 1). Combining (45) and (46), we conclude

that the directional derivative 𝜕
𝑍
̃

Ψ(𝑄) exists and is given by

𝜕

𝑍
̃

Ψ (𝑄) = lim
𝑡→0

̃

Ψ (𝑄

𝑡
) −

̃

Ψ (𝑄)

𝑡

= 𝑠

0
Φ

󸀠
(𝑈)𝑍

=

󵄩

󵄩

󵄩

󵄩

𝑚̃(𝑄)

+󵄩
󵄩

󵄩

󵄩

‖𝑄‖

Φ

󸀠
(𝑚̃ (𝑄)) 𝑍.

(47)

Hence 𝜕
𝑍
̃

Ψ(𝑄) is linear (and continuous) in 𝑍 and depends
continuously on 𝑄. So the assertion follows by [19, Proposi-
tion 1.3].

Next we consider the unit sphere 𝑆+ := {𝑄 ∈ 𝑊

+
: ‖𝑄‖ =

1} in𝑊+. We note that the restriction of the map 𝑚̃ to 𝑆+ is a
homeomorphism with inverse given by

𝑚̆ : M 󳨀→ 𝑆

+
, 𝑚̆ (𝑈) =

𝑈

+

‖𝑈

+
‖

.
(48)

We also consider the restriction Ψ : 𝑆

+
→ R of ̃Ψ to 𝑆+.

Lemma 13. One has the following facts:

(a) Ψ ∈ 𝐶

1
(𝑆

+
) and Ψ󸀠(𝑄)𝑍 = ‖𝑚̃(𝑄)

+
‖Φ

󸀠
(𝑚̃(𝑄))𝑍 for

𝑍 ∈ 𝑇

𝑄
𝑆

+
= {𝑉 ∈ 𝑊

+
: ⟨𝑄, 𝑉⟩ = 0},

(b) {𝑄
𝑛
} is a Palais-Smale sequence of Ψ if and only if

{𝑚̃(𝑄

𝑛
)} is a Palais-Smale sequence of Φ,

(c) one has inf
𝑆
+Ψ = 𝑐. Moreover,𝑈 ∈ 𝑆

+ is a critical point
of Ψ if and only if 𝑚̃(𝑈) ∈ M is a critical point of Φ,
and the corresponding critical values coincide.

Proof. (a) is a direct consequence of Lemma 12.
To prove (b), let {𝑄

𝑛
} be a sequence such that 𝐶 :=

sup
𝑛
Ψ(𝑄

𝑛
) = sup

𝑛
Φ(𝑚̃(𝑄

𝑛
)) < ∞, and let𝑈

𝑛
= 𝑚̃(𝑄

𝑛
) ∈ M.

Since for every 𝑛 we have an orthogonal splitting

𝑊 = 𝑊(𝑄

𝑛
) ⊕ 𝑇

𝑄
𝑛

𝑆

+

= 𝑊(𝑈

𝑛
) ⊕ 𝑇

𝑄
𝑛

𝑆

+
(with respect to ⟨⋅, ⋅⟩)

(49)

and Φ󸀠(𝑈
𝑛
)𝑉 = 0 for all 𝑉 ∈ 𝑊(𝑈

𝑛
), we find that ∇Φ(𝑈

𝑛
) ∈

𝑇

𝑄
𝑛

𝑆

+ and using (a),
󵄩

󵄩

󵄩

󵄩

󵄩

Ψ

󸀠
(𝑄

𝑛
)

󵄩

󵄩

󵄩

󵄩

󵄩

= sup
𝑍∈𝑇
𝑄

𝑛

𝑆
+

,‖𝑍‖=1

Ψ

󸀠
(𝑄

𝑛
) 𝑍

= sup
𝑍∈𝑇
𝑄

𝑛

𝑆
+

,‖𝑍‖=1

󵄩

󵄩

󵄩

󵄩

𝑈

+

𝑛

󵄩

󵄩

󵄩

󵄩

Φ

󸀠
(𝑈

𝑛
) 𝑍 =

󵄩

󵄩

󵄩

󵄩

𝑈

+

𝑛

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

󵄩

Φ

󸀠
(𝑈

𝑛
)

󵄩

󵄩

󵄩

󵄩

󵄩

.

(50)

By Lemma 7(b) and Lemma 10, we have √2𝑐 ≤ ‖𝑈

+

𝑛
‖ ≤

sup
𝑛
‖𝑈

+

𝑛
‖ < ∞. Hence {𝑄

𝑛
} is a Palais-Smale sequence for

Ψ if and only if {𝑈
𝑛
} is a Palais-Smale sequence forΦ.

In (c) the proof is similar as in (b) but easier.

3. Proofs of Main Results

We are now in a position to prove our main results.

Proof of Theorem 1. From Lemma 7(a) we know that 𝑐 > 0.
Moreover, if 𝑈

0
∈ M satisfies Φ(𝑈

0
) = 𝑐, then 𝑚̆(𝑈

0
) ∈ 𝑆

+ is
a minimizer of Ψ and therefore a critical point of Ψ, so that
𝑈

0
is a critical point of Φ by Lemma 13. It remains to show

that there exists a minimizer 𝑈 ∈ M of Φ|M. By Ekeland’s
variational principle [19], there exists a sequence {𝑄

𝑛
} ⊂ 𝑆

+

with Ψ(𝑄
𝑛
) → 𝑐 and Ψ󸀠(𝑄

𝑛
) → 0 as 𝑛 → ∞. Put 𝑈

𝑛
=

𝑚̃(𝑄

𝑛
) ∈ M for 𝑛 ∈ N. Then Φ(𝑈

𝑛
) → 𝑐 and Φ󸀠(𝑈n) → 0

as 𝑛 → ∞ by Lemma 13(b). By Lemma 10, {𝑈
𝑛
} is bounded

and hence𝑈
𝑛
⇀ 𝑈 in𝑊 after passing to a subsequence. As a

result of the Sobolev compact embedding theorem, we get

𝑈

𝑛
󳨀→ 𝑈 in 𝐿

𝑟
(Ω) × 𝐿

𝑟
(Ω) , 1 ≤ 𝑟 < 2

∗
. (51)

If 𝑈 = 0, then it follows from (21), (51), and Hölder’s
inequality that

∫

Ω

(∇𝐹 (𝑥, 𝑈

𝑛
) , 𝑈

+

𝑛
) 𝑑𝑥 󳨀→ 0 as 𝑛 󳨀→ ∞. (52)

Note thatΦ󸀠(𝑈
𝑛
) → 0 as 𝑛 → ∞ implies that

Φ

󸀠
(𝑈

𝑛
) 𝑈

+

𝑛
=

󵄩

󵄩

󵄩

󵄩

𝑈

+

𝑛

󵄩

󵄩

󵄩

󵄩

2

− ∫

Ω

(∇𝐹 (𝑥, 𝑈

𝑛
) , 𝑈

+

𝑛
) 𝑑𝑥 󳨀→ 0

as 𝑛 󳨀→ ∞.

(53)

Therefore, we have ‖𝑈+
𝑛
‖ → 0 as 𝑛 → ∞, which is contrary

to Lemma 7(b). So 𝑈 ̸= 0 and Φ󸀠(𝑈) = 0.

For any 𝑈 ∈ M, assumption (𝑆
4
) implies that

𝑐 = Φ (𝑈) −

1

2

Φ

󸀠
(𝑈)𝑈

= ∫

Ω

(

1

2

(∇𝐹 (𝑥, 𝑈) , 𝑈) − 𝐹 (𝑥, 𝑈)) 𝑑𝑥 > 0 if 𝑈 ̸= 0.

(54)

Therefore, 𝑐 ≥ 0.We prove that 𝑐 > 0 and there is𝑈 ∈ M such
that Φ(𝑈) = 𝑐. By (𝑆

4
), Fatou’s lemma, and the boundedness

of {𝑈
𝑛
}, we have

𝑐 + 𝑜 (1) = Φ (𝑈

𝑛
) −

1

2

Φ

󸀠
(𝑈

𝑛
) 𝑈

𝑛

= ∫

Ω

(

1

2

(∇𝐹 (𝑥, 𝑈

𝑛
) , 𝑈

𝑛
) − 𝐹 (𝑥, 𝑈

𝑛
)) 𝑑𝑥

≥ ∫

Ω

(

1

2

(∇𝐹 (𝑥, 𝑈) , 𝑈) − 𝐹 (𝑥, 𝑈)) 𝑑𝑥 + 𝑜 (1)

= Φ (𝑈) −

1

2

Φ

󸀠
(𝑈)𝑈 + 𝑜 (1)

= Φ (𝑈) + 𝑜 (1) ≥ 𝑐 + 𝑜 (1) ,

(55)
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where the last inequality follows from the definition of 𝑐 :=
inf{Φ(𝑈) : 𝑈 ∈ M}. Hence Φ(𝑈) = 𝑐 and 𝑐 > 0 because
𝑈 ̸= 0.

Proof of Theorem 2. The functional Ψ is of class 𝐶1 on 𝑆+ by
Lemma 13. It is obviously even since 𝐹(𝑥, 𝑈) is even.Ψ󸀠(𝑉) =
0 implies that 𝑚̃(𝑉) is a critical point ofΦ. We will show that
Ψ satisfies the Palais-Smale condition. Suppose that Ψ(𝑉

𝑛
) is

bounded and Ψ

󸀠
(𝑉

𝑛
) → 0. Then Φ(𝑚̃(𝑉

𝑛
)) is bounded by

Lemma 13(b); hence {𝑚̃(𝑉
𝑛
)} is also bounded by Lemma 10.

Therefore, we can take a subsequence still denoted by {𝑚̃(𝑉
𝑛
)}

such that
𝑚̃ (𝑉

𝑛
) ⇀ 𝑈 in 𝑊, 𝑚̃ (𝑉

𝑛
) 󳨀→ 𝑈 in 𝐿

𝑞
(Ω) × 𝐿

𝑞
(Ω) ,

1 ≤ 𝑞 < 2

∗
.

(56)

Employing Lemma 13 again, we have

Φ

󸀠
(𝑚̃ (𝑉

𝑛
))

= ⟨𝑚̃(𝑉

𝑛
)

+
− 𝑚̃(𝑉

𝑛
)

−
, ⋅⟩ − ∫

Ω

(∇𝐹 (𝑥, 𝑚̃ (𝑉

𝑛
)) , ⋅) 𝑑𝑥 󳨀→ 0

as 𝑛 󳨀→ ∞.

(57)

By (56) and (57), we can easily get that 𝑚̃(𝑉
𝑛
) → 𝑈 in 𝑊.

Hence 𝑉
𝑛
→ 𝑚̆(𝑈) = (𝑈

+
/‖𝑈

+
‖) (see (48) for the definition

of 𝑚̆).
Let

𝑐

𝑘
:= inf
𝛾(𝐷)≥𝑘

sup
𝑉∈𝐷

Ψ (𝑉) , (58)

where 𝛾 denotes the usual Krasnoselskii genus (see, e.g.,
[20, 21]) and the infimum is taken over all closed subsets
𝐷 ⊂ 𝑆

+ with 𝐷 = −𝐷. Since inf
𝑆
+Ψ > 0, 𝑐

𝑘
are well defined

and positive for all 𝑘 ≥ 1. Now standard arguments using the
deformation lemma, see, for example, [19–21], imply that all
𝑐

𝑘
are critical values of Ψ and 𝑐

𝑘
→ ∞ (that 𝑐

𝑘
→ ∞ is

seen as [20, Proposition 9.33]). Hence, setting 𝑈
𝑘
:= 𝑚̃(𝑉

𝑘
),

we have

𝑐

𝑘
= Ψ (𝑉

𝑘
) = Φ (𝑈

𝑘
) = Φ (𝑈

𝑘
) −

1

2

Φ

󸀠
(𝑈

𝑘
) 𝑈

𝑘

= ∫

Ω

(

1

2

(∇𝐹 (𝑥, 𝑈

𝑘
) , 𝑈

𝑘
) − 𝐹 (𝑥, 𝑈

𝑘
)) 𝑑𝑥.

(59)

By (𝑆
4
), the integrand above is nonnegative, so 𝑐

𝑘
→ ∞

implies that |𝑈
𝑘
|

∞
→ ∞. The proof finished.
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