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Electricity price forecasting holds very important position in the electricity market. Inaccurate price forecasting may cause energy
waste and management chaos in the electricity market. However, electricity price forecasting has always been regarded as one of
the largest challenges in the electricity market because it shows high volatility, which makes electricity price forecasting difficult.
This paper proposes the use of artificial intelligence optimization combination forecasting models based on preprocessing data,
called “chaos particles optimization (CPSO) weight-determined combination models.” These models allow for the weight of the
combined model to take values of [−1, 1]. In the proposed models, the density-based spatial clustering of applications with noise
(DBSCAN) algorithm is used to identify outliers, and the outliers are replaced by a newdata-produced linear interpolation function.
The proposed CPSO weight-determined combination models are then used to forecast the projected future electricity price. In this
case study, the electricity price data of South Australia are simulated. The results indicate that, while the weight of the combined
model takes values of [−1, 1], the proposed combination model can always provide adaptive, reliable, and comparatively accurate
forecast results in comparison to traditional combination models.

1. Introduction

Electricity has been regarded as a unique commodity in the
energy market under the reformation of the energy economy
because it is hard to store and it is closely related to peoples’
livelihood. Electricity price plays an important role in the
powermarket because it balancesmarket demand andmarket
supply [1].The future price of electricity is the indicator of the
market demand for electricity generators as well as for the
performance of the profitability of the electricity market. In
addition, the nonstorable nature of electricity requires main-
taining a constant balance between demand and supply.
Therefore, an accurate electricity price forecasting method
plays an important role in the electricity industry because
not only can it help the generators and decision-makers to
generate more profit, but it can also help to reduce waste of
the electricity. However, the price of electricity is affected by
many factors, including the demand of the market, electricity
net transport, weather, and many other uncertain factors [2].

Thus, the price is highly volatile, and the abnormal behaviors
of jump points amass abnormal price volatility.The abnormal
price points are also called price spikes, and these spikes cause
the forecasting of the price of electricity to be a challenge.

The common models used to forecast the price of elec-
tricity are classified as time series models and artificial intel-
ligence based models [3]. The time series models are some
of the most widely used techniques, including the ARIMA
and GARCH models, which are regarded as efficient ways to
forecast the price of electricity [4]. Time series models are
specifically developed for forecasting the price of electricity
[2]. Artificial intelligence based models, including neural
network and data-mining models, are regarded as the most
popular techniques applied in electricity price forecasting
[5]. A fuzzy inference system is also applied in electricity
price forecasting, and the desired results have been obtained
[6]. Francesco Serinaldi has introduced the application of
generalized additive models for location, scale, and shape
(GAMLSS), which is a dynamical distributionmodel that has
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proved to be a flexible model in electricity price forecasting
[5].

However, the models listed above are all just based on the
original data without preprocessing any outliers. Electricity
prices can change suddenly and can make large jumps to
extreme levels; this phenomenon may be caused by unex-
pected increases in demand, an unexpected supply shortage,
or failures in the transmission net [7]. The extreme price
values are also called “price spikes,” which negatively affect
forecasting accuracies because many forecasting models are
sensitive to extreme observations [5]. Thus, the detection of
price spikes is a very important issue for practical situations.
In this paper, the density-based spatial clustering of applica-
tions with noise (DBSCAN) algorithm is used to identify and
remove the electricity price spikes. The linear interpolation
function is used to produce new points that replace the
price spikes for the development of the preprocessed data.
Furthermore, the original data and the preprocessed data
are used to establish the forecasting models, and then the
forecasting results are compared in this study.The simulation
results show that the forecasts built using the preprocessed
data perform better than when the original data were used.

It is widely accepted that combination forecasts can
achieve desirable results [8, 9]. In several research studies,
combination forecasts have generally been shown to have
outstanding performance in comparison to single forecasts
[10]. Because the main idea of a combination forecast is
assigning weights to the combined forecasts according to the
contribution of the combined forecasts, it is an important
task to select a reasonable combination method. Traditional
combination methods have restrictions on weight: assigning
negative values is not allowed and the sumof theweightsmust
be 1. In this way, traditional combination methods have low
forecasting accuracies. The CPSO weight-determined com-
bination method allows weights of combined models to take
values of [−1, 1], which overcomes the shortage of traditional
combination models caused by the no negative constraint
on weight. Furthermore, the CPSO weight-determined com-
bination method has inherited several advantages of an
artificial intelligence algorithm to flexibly search for the
best solutions. Several combination models are compared,
and their forecasting results are analyzed carefully in this
paper. The results indicate that CPSO weight-determined
combination models outperform traditional combination
models.

This paper is organized as follows: Section 1 gives a brief
introduction of this paper; Section 2 proposes theories of
individual forecasts and combination methods; Section 3
illustrates the electricity price forecasting of South Australia
(SA) and contains the analysis of the forecasting results and
a comparison of the forecasting models. Lastly, Section 4
concludes with the contributions of this paper.

2. Materials and Methods

Three individual forecasting models including the autore-
gressive integratedmoving average (ARIMA)model, the back
propagation neural network (BPNN) model, and Kalman

filtering (KF) model are chosen for this study. Each of these
models has its own advantages in electricity price forecasting.
The ARIMA model can analyze the linear relationship of
variables and implement various exponential smoothing
models [11]. The BPNN model is an efficient way to analyze
nonlinear data [12], and the KF model provides an efficient
computational solution using the least square method with
only a minor computational cost and with easy adaptation to
any alteration of the observations [13]. However, the ARIAM
model is not always efficient when applied to any data set
[11]; the global solution determined using the BPNN model
depends on the training of its nonlinear functions, whichmay
cause inaccurate prediction results [14]; and the KF models
cannot always produce desirable forecasting results [15]. As
a widely accepted way to improve forecasting accuracies,
combination methods are proposed in this paper to combine
the individual forecasts.

2.1. Autoregressive Integrated Moving Average (ARIMA)
Model. The ARIMA model was developed by Box and
Jenkins, also called “Box-Jenkins,” and has been widely used
in many areas in the last several decades [11]. This model
can capture the linear relationship between different variables
in the real world [16]. An ARIMA (𝑝, 𝑑, 𝑞) model can be
expressed as follows:

𝜑 (𝐵) (1 − 𝐵
𝑑
) 𝑌𝑡 = (1 − 𝜃 (𝐵

𝑟
)) 𝜀𝑡, (1)

where 𝑌𝑖 (𝑖 = 1, 2, . . . , 𝑡) is the time series value and 𝜑(𝐵) and
𝜃(𝐵) are the coefficients related to the lag operator or back
operator 𝐵. In addition, 𝑑 = 1, 2, . . . , 𝑝, 𝑟 = 1, 2, . . . , 𝑞, 𝑝,
and 𝑞 are inter numbers often referred to as autoregressive
and moving average polynomials, respectively. Finally, 𝜀𝑖 (𝑖 =
1, 2, . . . , 𝑡) are the random errors at time 𝑡, which are assumed
to be independently and identically distributed with mean =
0 and a variance of 𝜎2. In an ARIMA model, the future time
series value is regarded to be a linear function of several past
observations and random errors [11]. The form of (1) can be
written as (2), and then it is easy to obtain the future series
according to the several past values:

𝑌𝑡 =
(1 − 𝜃 (𝐵

𝑟
)) 𝜀𝑡

𝜑 (𝐵) (1 − 𝐵𝑑)
. (2)

To obtain accurate forecasting results, three phases must be
performed [16]:

(1) identify the structure of the model;
(2) estimate the parameters of the model;
(3) establish the model and forecast the future series.

2.2. Back Propagation Neural Network (BPNN) Model. An
artificial neural network system is a nonlinear model com-
posed of three layers, including an input layer, one or more
hidden layers, and one output layer. There is a large amount
of nodes to connect the three or more layers using different
weights. The BPNN model is a type of multilayer feed-
forward neural network with a wide variety of applications,
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which is one of the artificial intelligence types of models.
Input vectors and the corresponding reference vectors are
used to train a network until it can approximate a function
and associate input vectors with specific output vectors [12].
In this paper, the Hecht-Nelson method is used to determine
the number of hidden layer nodes [13], which means that
when the number of input layer nodes is 𝑛, the number of
hidden layer nodes is chosen as 2𝑛 + 1.The structure of BPNN
is shown in Figure 1 and consists of three layers: the input
layer, the hidden layer, and the output layer.

Before training the net, it is necessary to process data. To
ensure that the input vectors are compatible when there are
significant differences in their magnitudes, we determine the
input vector by normalizing each input value as follows [14,
17]:

𝑃 = {𝑃𝑖} =
𝑥𝑖 − 𝑥𝑖min

𝑥𝑖max − 𝑥𝑖min
, 𝑖 = 1, 2, . . . , 𝑛, (3)

where𝑥𝑖max and 𝑥𝑖min are the maximum and the minimum
values of the input data, respectively. 𝑥𝑖 is the real value of
each vector. Subsequent steps for training a BP net model
for application in electricity price forecasting are necessary.
Figure 1 shows the topology of the BP network.

The net is initialized by giving weights𝜔𝑖𝑗, V𝑗𝑡, and thresh-
old value 𝜃𝑖 randomly. The input set is then preprocessed by
(3), and the output of hidden layer is calculated by the hidden
layer function:

𝑦𝑖 = 𝑓1(∑
𝑖

𝑤𝑖𝑗𝑥𝑖 − 𝜃𝑗)

(𝑖 = 1, . . . , 𝑛; 𝑗 = 1, . . . , 2𝑛 + 1) ,

(4)

where 𝑦𝑖 is the output of the hidden layer node 𝑗 and 𝑓1
represents the activation function of a node, which is usually
a sigmoid function.

The outputs of the output layer data are calculated with
the following form:

output
1
= 𝑓2(∑

𝑖

V𝑖𝑗𝑦𝑗 − 𝑟1) (𝑗 = 1, . . . , 2𝑛 + 1) , (5)

where 𝑟1 represents the bias of the neuron, output1 represents
the output data of the network, and 𝑓2 stands for the
activation function of the output layer node [14].

2.3. Kalman Filtering (KF) Model. Kalman filters (KF) were
proposed byKalman in 1960.These filters are dynamic behav-
ioral procedure systems for optimal time series estimation.
Observations are recursively combined with recent forecast-
ing values with weights that minimize the corresponding
biases [15]. The discrete procedure used is stated by the
following state equation (6) and output equation (7):

𝑋 (𝑘 + 1) = 𝐴𝑋 (𝑘) + 𝑉1 (𝑘) , (6)

𝑌 (𝑘) = 𝐶𝑋 (𝑘) + 𝑉2 (𝑘) , (7)

where 𝑘 stands for the time, 𝑋 is the actual state at time
𝑘, and 𝐴 and 𝐶 are the coefficient matrices that must be

Input layer
Hidden layer

Output layer

Figure 1: The topology of the BP neural network.

determined before the model is applied in the forecasting
system. 𝑌represents the output variable vector. 𝑉1 and 𝑉2 are
the process series andmeasurement noise series, respectively,
and they are assumed to be white Gaussian noise [18].

The KF model gives a dynamic estimation of the state
𝑋 based on the observation value 𝑌 along with time 𝑘. The
present estimate of𝑋(𝑘) is based on the previous value𝑋(𝑘−

1), 𝑘 = 1, 2, . . ., and the relationship can be given as

𝑋𝑘/𝑘−1 = 𝐴𝑋 (𝑘 − 1) , (8)

𝑌𝑘/𝑘−1 = 𝐴𝑌 (𝑘 − 1) + 𝑉1 (𝑘) . (9)

As the new observation value 𝑌(𝑘) is known, the estimate of
state𝑋 is updated to be

𝑋𝑘 = 𝑋𝑘/𝑘−1 + 𝐾𝑘 (𝑌𝑘 − 𝐶𝑘𝑋𝑘/𝑘−1) , (10)

where

𝐾𝑘 = 𝑃𝑘/𝑘−1 ⋅ 𝐶
𝑇

𝑘
(𝐶𝑘 ⋅ 𝑃𝑘/𝑘−1 ⋅ 𝐶

𝑇

𝑘
+ 𝑉2(𝑘))

−1

. (11)

The final estimate of 𝑃 is

𝑃𝑘 = (𝐼 − 𝐾𝑘 ⋅ 𝐶𝑘) 𝑃𝑘/𝑘−1. (12)

Equations (8)–(12) provide a detailed updating procedure
for the Kalman filter algorithm where 𝐾 is the forecasting
gain and 𝑃 is the forecasting covariance.The ARIMA (1, 0, 0)
model is used to estimate𝐶 in this paper, and the observation
equation can be denoted as [15]:

𝑦𝑘 = 𝑥0,𝑘 + 𝑥1,𝑘 ⋅ 𝑑𝑘 (13)

and the observation matrix 𝐶 = [1, 𝑑𝑘]
𝑇.

2.4. Traditional Combination Method. In general, the fore-
casting output of a combination forecasting model based on
𝐾 component forecasts that produces forecasts 𝑝(1)

𝑡
, . . . , 𝑝

(𝐾)

𝑡

of 𝑝𝑡 is given by the following form:

𝑝𝑡 = 𝑓 (𝑝
(1)

𝑡
, . . . , 𝑝

(𝑘)

𝑡
; 𝑤) , (14)
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where 𝑓 is a function and 𝑤 is a weight parameter vector
[8]. In this study, two methods are chosen to determine the
parameter vector 𝑤.

Let 𝑥𝑖𝑡 denote the forecasting output of the 𝑖th individual
forecastingmodel at time point 𝑡 for time series 𝑥𝑡.The com-
bination forecasting output at time 𝑡 can then be denoted in
the following form:

𝑥𝑐𝑡 =

𝑛

∑
𝑖=1

𝑤𝑖𝑥𝑖𝑡, 𝑡 = 1, 2, . . . , (15)

where 𝑥𝑐𝑡 is the combination model’s forecasting output, 𝑛
is the number of the component forecasting models, and 𝑤𝑖
is the weight of the 𝑖th individual forecasting model. Then,
the constraints for 𝑤𝑖 must be considered. In conventional
research studies, the constraints must meet the following
requirement to ensure that the combinedmodel is reasonable
[19]:

𝑛

∑
𝑖=1

𝑤𝑖 = 1, 0 ≤ 𝑤𝑖 ≤ 1. (16)

To estimate the performance of the combinedmodels, the key
issue is to adjust the weight of the component forecasts.There
are many methods for obtaining reasonable weight values,
and themost commonly usedmethod is the weighted average
(WA) method. Let 𝑒𝑖𝑡 = 𝑥𝑖𝑡 − 𝑥𝑡 denote the residual of the
𝑖th individual forecasting model at time 𝑡. The residual of the
combined model is denoted as follows:

𝑒𝑐𝑡 = 𝑥𝑐𝑡 − 𝑥𝑡 =

𝑛

∑
𝑖=1

𝑤𝑖𝑒𝑖𝑡. (17)

Therefore, the WA minimizes the mean absolute percentage
error (MAPE) of the output of the combination forecasts to
obtain the optimal weights as follows:

min 𝑀 =

𝑇

∑
𝑡=1

𝑚

∑
𝑗=1

𝑚

∑
𝑖=1

𝑤𝑖𝑤𝑗
𝑒𝑖𝑡

𝑥𝑡

𝑒𝑗𝑡

𝑥𝑡

subject to
{{

{{

{

𝑚

∑
𝑖=1

𝑤𝑖 = 1

𝑤𝑖 ≥ 0, 𝑖 = 1, 2, . . . , 𝑚.

(18)

2.5. The Proposed CPSO Weight-Determined Combination
Method. Particle swarm optimization (PSO), developed by
Kennedy and Eberhart, is a new intelligence algorithm
based on a swarm intelligence algorithm inspired by the
cooperation and communication of a swarm of birds or fish
looking for food [20–22].

2.5.1. CPSO Algorithm. Chaos is a common phenomenon
that consists of unstable dynamic behavior that is sensitive to
initial conditions. However, it contains an inherent regularity
and randomness whereby the ergodicity and regularity of
chaotic variables can be used to optimize a search. Recently,
the chaos series replaced the random series for the develop-
ment of the chaos optimization algorithm (COA), which has

achieved good results [23]. A logistic equation is a chaotic
system, and the chaotic sequence is expressed as follows:

𝐶𝑛+1 = 𝜇𝐶𝑛 (1 − 𝑧𝑛) , 𝑛 = 0, 1, 2, . . . , (19)

where𝐶0 ∈ [0, 1], 𝜇 is the control parameter.𝐶𝑛 is the chaotic
sequence at point 𝑛.

The chaos particle swarmoptimization (CPSO) algorithm
is developed based on theCOA,which replaces random series
with chaos series to avoid premature convergence [24]. The
CPSO algorithm integrates the fast computational time of the
PSO algorithm and the strong ability of the COA to examine
values beyond the local extrema. In addition, CPSO can avoid
the shortcomings of the PSO algorithm because it easily
arrives at the local extrema bymaintaining the diversity of the
swarm [25].The speed of the particles is𝑉𝑖 = (V𝑖1, V𝑖2, . . . , V𝑖𝑛),
which varies using the following form:

V𝑖𝑑 (𝑡 + 1)

= 𝑤V𝑖𝑑 (𝑡) + 𝑐1rand1 () (𝑝𝑖𝑑 − 𝑥𝑖𝑑 (𝑡))

+ 𝑐2rand2 () (𝑝𝑔𝑑 − 𝑥𝑖𝑑 (𝑡)) 𝑖 = 1, 2, . . . , 𝑁.

(20)

The position of each particle is changing according to the
following equation:

𝑥𝑖𝑑 (𝑡 + 1) = 𝑥𝑖𝑑 (𝑡) + V𝑖𝑑 (𝑡 + 1) , 𝑖 = 1, 2, . . . , 𝑁, (21)

where 𝑡 is the time, 𝑐1 and 𝑐2 are acceleration coefficients, 𝑤
is the inertia factor, rand1() and rand2() are two independent
random numbers uniformly distributed in the range of [0, 1],
and 𝑁 indicates the number of particles. Many studies have
demonstrated that better results can be achieved when 𝑐1 =

𝑐2 = 1.5 and when 𝑤changes from 0.4 to 0.9 [26]. Table 1
shows the advantage of using CPSO compared to using basic
PSO. Generally, the logistic chaos series performs better than
the random series under Sphere, Rosenbrock, Rastrigrin and
Schaffer f6 test functions.

2.5.2. Selecting Weights of Combination Models Using the
CPSO Algorithm. In this paper, the CPSO algorithm is
used to determine the weights of the combination models.
The combination model is shown in (1), and the objective
function is shown as (5). However, to obtain better results,
the constraints must be changed to the following:

subject to

{{{{{

{{{{{

{

𝑚

∑
𝑖=1

𝑤𝑖 ≈ 1

𝑤𝑖 ≥ 0, 𝑖 = 1, 2, . . . , 𝑚.

−1 ≤ 𝑤𝑖 ≤ 1, 𝑖 = 1, 2, . . . , 𝑚

(22)

Weights are regarded as particles and are optimized by
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Table 1: The search success ratio of functions (%) [26].

Success ratio Logistic Random
Sphere 100.0 100.0
Rosenbrock 94.2 97.1
Rastrigrin 92.4 90.3
Schaffer f6 96.7 90.4

the CPSO algorithm; the best particles have optimal weights.
The optimal processing is expressed using the following steps
[27].

Step 1. Initialize the parameters containing the particle pop-
ulation 𝑁, acceleration coefficients 𝑐1 and 𝑐2, inertia factor
𝑤, and the iteration times.

Step 2. Let the particles fly with the speed and location of
particles designated under the control of (7) and (8), in which
the random series is replaced by the chaos series.

Step 3. Denote the best particle as the 𝑖th particle and map
𝑝𝑔,𝑖 into the interval [0, 1] with the form 𝐶𝑖 = (𝑝𝑔,𝑖 − 𝑎𝑖)/(𝑏𝑖 −

𝑎𝑖), (𝑖 = 1, 2, . . . , 𝑛) to generate the chaos series 𝐶(𝑚)
𝑡

, 𝑚 =

1, 2, . . ., and then return the chaos series 𝐶(𝑚)
𝑡

to the original
solution space using the form 𝑃

(𝑚)

𝑔,𝑡
= 𝑎𝑡 + (𝑏𝑡 − 𝑎𝑡)𝐶

(𝑚)

𝑡
, 𝑚 =

1, 2, . . ., to obtain 𝑃
𝑚

𝑔
= (𝑝
(𝑚)

𝑔,1
, 𝑝
(𝑚)

𝑔,2
, . . . , 𝑝

(𝑚)

𝑔,𝑁
).

Step 4. Calculate the fitness value of the current best particle
that is the MAPE in this study, and then find the best
individual 𝑃∗.

Step 5. Use the best individual𝑃∗ to replace a current particle.

Step 6. Check whether the optimal solution or maximum
number of iterations has been achieved. If not, return to
Step 2, or break.

3. A Case Study

The electricity price data used in this study is from South
Australia (SA) (see Figure 2), which is located in the south
of Australia [28].

3.1. Data Description. The available data were collected every
30minutes from 1March to 21March 2009, and the collection
time began at 00:30 and ended at 12:00 each day.The collected
data are grouped into two sets: the “training set” was used to
build the forecasting models, and the other set was the test
set. The collected data are shown in Figure 3, which shows
the high volatility of the data. In other words, there are many
price spikes in the data.

3.2. Data Processing. Inaccurate forecasting results will arise
if the training set used to build the forecastingmodel includes
price spikes. Therefore, in this paper, several steps are taken
to revise this model. The density-based spatial clustering
of applications with noise (DBSCAN) algorithm is used

Figure 2: Study area.
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Figure 3: The collected data.

in this study to identify the extreme data, and the linear
interpolation function is used to generate normal values to
replace the price spikes in the training set.

3.2.1. Density-Based Spatial Clustering of Applications with
Noise (DBSCAN) Algorithm. The DBSCAN algorithm was
proposed in 1996 and is a simple and efficient clustering
algorithm based on density clustering [29]. The DBSCAN
algorithm regards the cluster as a region and assumes that the
objects in the region are dense. DBSCAN is the best choice for
identifying price spikes, for it is able to discover clusters of
arbitrary shapes [30]. The DBSCAN algorithm includes two
parameters, 𝜀 and𝑀𝑖𝑛𝑝𝑡𝑠. 𝜀 is the radius of a neighborhood,
𝑀𝑖𝑛𝑝𝑡𝑠 is the number of points, and 𝐷 is the given data.
The following concepts are introduced for understanding and
implementing the process of the algorithm. Figure 4 shows a
brief scan of the DBSCAN algorithm.

Definition 1 (core object). The 𝜀-neighborhood of a point
𝑝, containing at least 𝑀𝑖𝑛𝑝𝑡𝑠 points, denoted by 𝑁𝐸𝑝𝑠(𝑝),
namely, which should satisfy |𝑁𝐸𝑝𝑠(𝑝)| ≥ 𝑀𝑖𝑛𝑝𝑡𝑠.

Definition 2 (directly density-reachable). Two conditions
should be satisfied where an object 𝑞 in the data is directly
density-reachable from an object 𝑝⋅𝑞 ∈ 𝑁𝐸𝑝𝑠(𝑝), |𝑁𝐸𝑝𝑠(𝑝)| ≥
𝑀𝑖𝑛𝑝𝑡𝑠.

Definition 3 (density-connected). Objects 𝑝 and 𝑞 are
density-connected in the data set 𝐷 if for the given 𝜀 and
𝑀𝑖𝑛𝑝𝑡𝑠; 𝑝 and 𝑞 are all directly density-reachable from the
same object 𝑜.
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Table 2: The forecasting results of three individual models.

Time Actual price
value ($/MWh)

ARIMA BP Kalman
Forecasting value

($/MWh) MAPE (%) Forecasting value
($/MWh) MAPE (%) Forecasting value

($/MWh)
MAPE (%)

00:30 41.91 22.04 47.41 17.77 57.61 24.58 41.34

01:00 37.92 19.25 49.24 18.43 51.40 20.04 47.15

01:30 34.93 20.99 39.90 20.61 40.99 23.86 31.70

02:00 24.75 18.54 25.07 18.45 25.45 21.34 13.79

02:30 22.86 15.42 32.53 10.50 54.07 16.54 27.66

03:00 20.49 15.33 25.17 17.59 14.16 17.24 15.87

03:30 18.55 15.33 17.35 17.59 5.18 17.24 7.07

04:00 18.82 15.82 15.92 17.82 5.31 16.95 9.92

04:30 19.59 18.44 5.86 18.32 6.46 19.09 2.57

05:00 19.57 20.31 3.80 19.27 1.52 20.55 5.00

05:30 21.61 22.51 4.15 19.77 8.50 22.70 5.03

06:00 21.14 24.63 16.50 26.05 23.24 24.41 15.47

06:30 21.63 20.51 5.16 34.76 60.72 30.35 40.33

07:00 21.63 47.05 117.54 26.16 20.94 36.19 67.31

07:30 19.85 25.52 28.54 26.72 34.60 28.81 45.12

08:00 21.66 27.48 26.88 32.36 49.38 30.00 38.50

08:30 30.75 30.15 1.94 34.72 12.91 32.48 5.61

09:00 31.95 29.32 8.23 30.23 5.39 38.02 19.00

09:30 32.57 27.89 14.37 28.75 11.74 37.98 16.62

10:00 40.81 28.76 29.52 28.44 30.31 40.39 1.03

10:30 44.21 28.91 34.61 32.05 27.51 38.72 12.42

11:00 43.97 26.24 40.32 32.49 26.10 39.26 10.71

11:30 44.66 31.46 29.55 35.30 20.97 36.95 17.26

12:00 43.25 40.80 5.66 37.51 13.27 38.74 10.42

∈

Figure 4: A sketch of DBSCAN algorithm.

Definition 4 (cluster). Clusters are the nonempty subs of the
data set𝐷 that are density-connected from all core points.

Definition 5 (noise). Suppose that 𝐶1, 𝐶2, . . . , 𝐶𝑟 are all
clusters of data set𝐷 and noise is the set of points in𝐷 not in
any cluster. Thus, noise is treated as a set of points that satisfy
the form {𝑝 ∈ 𝐷 | 𝑝 ∉ 𝐶𝑖, 𝑖 = 1, 2, . . . , 𝑘}.

3.2.2. Interpolation. In Section 2.2, the DBSCAN algorithm
was used to identify the anomaly data. However, elimina-
tion of singular points can cause missing data, which is
troublesome when the preprocessed data are used to build
the forecasting models. In this study, a linear interpolation
function is used to generate data to fill the holes left by
the eliminated data. The interp1 function in the toolbox of
MATLAB 2013a is applied in interpolation.

The preprocessed data are shown in Figure 5.

3.3. Statistic Measurements of Forecasting Performance. The
forecasting performance of the individual forecasts and
combination models is evaluated by three common criteria:
the mean absolute percentage error (MAPE), the root mean
square error (RMSE), and themean absolute percentage error
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Figure 5: The preprocessed data.

(MAE). The accuracy of the forecasting results increase as
these three error values decrease [31]:

MAPE =
1

𝑛

𝑛

∑
𝑖=1



𝑥𝑖 − 𝑥𝑖

𝑥𝑖
× 100%


,

RMSE = √
1

𝑛

𝑛

∑
𝑡=1

(𝑥𝑡 − 𝑥𝑡)
2
,

MAE =
1

𝑛

𝑛

∑
𝑡=1

𝑥𝑡 − 𝑥𝑡
 ,

(23)

where 𝑥𝑖 is the actual value at time 𝑖, 𝑥𝑖 is the forecasting value
at time, and 𝑛 = 24 in this study.

3.4. Simulation and Individual Models Performance. The
electricity price data of SA are preprocessed and divided into
two sets: one set contains the electricity price data from 1
March 2009 to 20 March 2009, which is used to build the
forecasting model, and the remaining data are included in
the other set, which is the out-of-sample data. The detailed
process of the model building is shown in Figure 6, and
three individual models are chosen for the simulation. The
forecasting result is shown in Figure 7, which suggests the
forecasting model is only accurate in the local area. Table 2
provides a more detailed description of Figure 7 in which the
forecasting results of the three individual models are listed.
Three criteria are chosen to evaluate performance of the three
individual forecasts, and the results are shown in Table 3.
The data in Table 3 indicates that the KF model is the best
model of the three forecasting models because it produces
the minimum amount of error indicators in MAPE, RMSE,
and MAE. The ARIMA model performs undesirably upon
comparison with other two models.

3.5. Simulations and the Evaluation of the Combination
Model’s Performance. The proposed combination method
combines three individual forecasts. As a comparison, the
traditional combination method is adopted to combine indi-
vidual forecasts as well. Finally, the forecasting results are
compared in this section.The simulation process can be seen
in Figure 8.

Table 3: Comparison of three individual forecasting models.

ARIMA BP Kalman
MAPE (%) 26.05 25.32 21.12
RMSE ($/MWh) 10.62 9.88 7.81
MAE ($/MWh) 7.93 7.73 6.04

Step 1. Combination simulation: CPSO weight-determined
combinationmethod combines the three individual forecasts.
As a comparison, the three individual models are also
combined using the traditional combination method.

Step 2. Analysis of the results: the performance of the
combination models based on two combination methods
is shown in Tables 4 and 5, respectively. A-B represents
the combination model of ARIMA and BP; B-K represents
the combination models of BP and Kalman; A-K represents
the combination model of ARIMA and KF; A-B-K repre-
sents the combination model of ARIMA, BP, and KF; 𝑇
means the traditional combination method; and 𝐶 means
the CPSO weight-determined combination method. Table 4
shows the forecasting results of the CPSOweight-determined
combination models in the forecast period from 00:30 to
12:00 on 21 March and Table 5 shows the forecasting results
of the traditional models in the same forecasting period,
where the forecasting performance in every step can be
observed easily. In comparing the forecasting results shown
in Tables 4 and 5, a piece of information is revealed: while the
forecasting points are moving, the proposed CPSO weight-
determined combination models always perform better than
the traditional combination models. For the CPSO weight-
determined combination models, the A-B, B-K, A-K, and A-
B-K models have a minimum MAPE value of 0.00% at time
points 04:30, 05:00, 08:30, and 05:30, respectively. However,
for the traditional combination method based A-B, A-K, B-
K, and A-B-K models, the MAPE values were 6.33%, 3.37%,
3.73%, and 2.89%, respectively. This study illustrates the
outstanding performance of the CPSO weight-determined
combination models.The average evaluation criteria listed in
Table 6 suggest that the A-B model based on the traditional
combination method, which produced MAPE, RMSE, and
MAE values of 25.19%, 9.74, and 7.72, respectively, is higher
than the corresponding values of A-B model based on the
CPSO weight-determined combination method. The same
analyses were conducted using the B-K, A-K, and A-B-
K models, and these results indicate that the combination
models based on the CPSO weight-determined combination
method perform better than the traditional combination
method overall becauseCPSOalgorithm searches theweights
of combination models by the way of artificial intelligence.

Table 6 lists the comparison of the individual and com-
bination models. On the whole, the combination models
outperform the best combined individual models because
these combination models generate smaller values of MAPE,
RMSE, and MAE. The MAPE values of the A-B-K model are
21.12% (𝑇) and 20.79% (𝐶), the RMSE values of the A-B-K
model are 8.19 (𝑇) and 7.93 (𝐶), and the MAE values are 6.32
(𝑇) and 6.12 (𝐶), which are all smaller than the evaluation
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Figure 6: Simulation process description.

Table 4: CPSO weight-determined combination models forecasting results.

Time
Actual price
value ($/MWh)

A-B (C) B-K (C) A-K (C) A-B-K (C)
Forecasting

value ($/MWh)
MAPE
(%)

Forecasting
value ($/MWh)

MAPE
(%)

Forecasting
value ($/MWh)

MAPE
(%)

Forecasting
value ($/MWh)

MAPE
(%)

00:30 41.91 19.75 52.88 23.41 44.15 23.69 43.46 23.51 43.91
01:00 37.92 19.83 47.70 19.08 49.67 19.12 49.57 19.11 49.60
01:30 34.93 22.08 36.78 22.72 34.95 22.83 34.63 22.85 34.59
02:00 24.75 19.72 20.31 20.32 17.89 20.42 17.49 20.45 17.38
02:30 22.86 12.10 47.07 15.75 31.10 16.02 29.94 15.79 30.95
03:00 20.49 18.38 10.29 16.42 19.87 16.36 20.14 16.51 19.44
03:30 18.55 18.38 0.90 16.42 11.49 16.36 11.79 16.51 11.01
04:00 18.82 18.67 0.77 16.14 14.23 16.06 14.65 16.19 13.96
04:30 19.59 19.59 0.00 18.18 7.20 18.18 7.21 18.20 7.08
05:00 19.57 20.77 6.13 19.57 0.00 19.59 0.10 19.57 0.00
05:30 21.61 21.61 0.00 21.62 0.03 21.71 0.49 21.61 0.00
06:00 21.14 27.57 30.42 23.25 9.96 23.11 9.33 23.23 9.88
06:30 21.63 34.57 59.81 28.90 33.62 28.62 32.31 29.40 35.91
07:00 21.63 31.70 46.55 34.46 59.33 34.89 61.29 33.87 56.61
07:30 19.85 28.33 42.70 27.44 38.22 27.48 38.43 27.58 38.97
08:00 21.66 33.69 55.53 28.57 31.90 28.39 31.06 28.69 32.45
08:30 30.75 36.26 17.93 30.93 0.59 30.75 0.00 31.04 0.94
09:00 31.95 32.13 0.55 36.21 13.32 36.51 14.28 36.61 14.59
09:30 32.57 30.55 6.19 36.17 11.05 36.55 12.21 36.64 12.50
10:00 40.81 30.44 25.42 38.46 5.75 38.97 4.50 39.01 4.42
10:30 44.21 33.67 23.84 36.87 16.59 37.12 16.03 37.34 15.55
11:00 43.97 33.58 23.63 37.39 14.97 37.64 14.39 38.01 13.55
11:30 44.66 37.01 17.12 35.19 21.21 35.19 21.20 35.45 20.63
12:00 43.25 40.66 5.99 36.89 14.70 36.87 14.75 36.77 14.99
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Table 5: Traditional combination models forecasting results.

Time Actual price
value ($/MWh)

A-B (T) B-K (T) A-K (T) A-B-K (T)
Forecasting

value ($/MWh)
MAPE
(%)

Forecasting
value ($/MWh)

MAPE
(%)

Forecasting
value ($/MWh)

MAPE
(%)

Forecasting
value ($/MWh)

MAPE
(%)

00:30 41.91 18.84 55.05 22.88 45.41 23.95 42.87 22.29 46.81
01:00 37.92 18.64 50.86 19.64 48.21 19.84 47.67 19.49 48.61
01:30 34.93 20.71 40.72 23.05 34.02 23.14 33.75 22.67 35.11
02:00 24.75 18.47 25.36 20.62 16.70 20.64 16.61 20.26 18.13
02:30 22.86 11.73 48.69 15.03 34.25 16.26 28.87 14.58 36.21
03:00 20.49 17.03 16.91 17.33 15.43 16.76 18.19 17.23 15.91
03:30 18.55 17.03 8.22 17.33 6.59 16.76 9.64 17.23 7.12
04:00 18.82 17.32 7.97 17.17 8.78 16.67 11.44 17.15 8.87
04:30 19.59 18.35 6.33 18.90 3.54 18.93 3.38 18.81 3.99
05:00 19.57 19.53 0.20 20.23 3.37 20.49 4.70 20.14 2.89
05:30 21.61 20.46 5.34 21.97 1.65 22.65 4.82 21.77 0.75
06:00 21.14 25.70 21.55 24.82 17.41 24.47 15.73 24.94 17.96
06:30 21.63 31.20 44.23 31.45 45.41 27.89 28.94 31.11 43.84
07:00 21.63 31.38 45.09 33.68 55.72 38.91 79.87 33.73 55.96
07:30 19.85 26.42 33.10 28.29 42.51 27.99 41.00 27.95 40.81
08:00 21.66 31.14 43.77 30.59 41.23 29.37 35.60 30.58 41.18
08:30 30.75 33.58 9.20 33.04 7.45 31.90 3.73 33.03 7.43
09:00 31.95 30.00 6.10 36.07 12.90 35.85 12.19 35.04 9.68
09:30 32.57 28.54 12.39 35.67 9.53 35.46 8.87 34.47 5.82
10:00 40.81 28.52 30.12 37.40 8.35 37.48 8.15 35.93 11.96
10:30 44.21 31.27 29.28 37.05 16.19 36.27 17.97 36.02 18.52
11:00 43.97 30.93 29.66 37.57 14.56 36.01 18.11 36.33 17.37
11:30 44.66 34.34 23.11 36.54 18.19 35.58 20.34 36.09 19.19
12:00 43.25 38.33 11.37 38.43 11.14 39.26 9.24 38.48 11.02
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Figure 7: Comparison of the three individual forecasting results.

criteria of A-B-K, A-B, B-K, and A-K models. Therefore,
A-B-K models perform better than A-B, B-K, and A-K
models no matter if these other models are combined by

Table 6: Comparison of the performance of different forecasting
models.

Models MAPE (%) RMSE ($/MWh) MAE ($/MWh)
ARIMA 26.05 10.62 7.93
BP 25.32 9.88 7.73
Kalman 21.12 7.81 6.04
A-B (T) 25.19 9.74 7.72
A-B (C) 24.10 9.32 7.15
B-K (T) 21.12 8.07 6.30
B-K (C) 20.91 8.00 6.18
A-K (T) 21.12 8.19 6.32
A-K (C) 20.80 7.97 6.13
A-B-K (T) 21.12 8.19 6.32
A-B-K (C) 20.79 7.93 6.12

the traditional combination method or the CPSO weight-
determined combination method.

Table 7 shows the detailed weight assignment of the
combination models and compares the two different com-
bination methods. The comparison results indicate that
the CPSO weight-determined combination method assigns



10 Abstract and Applied Analysis

The original data Data processing

Combined by the proposed
combination method

Compared

Forecasted by individual forecasts

C
om

bi
ni

ng
 fo

re
ca

sti
ng

10

20

30

40

50

60

70

0 5 10 15 20 25

0 5 10 15 20 25

Actual value
ARIMA forecasting

BP forecasting
KF forecasting

10

15

20

25

30

35

40

45

15

20

25

30

35

40

45

0 5 10 15 20 25

0 5 10 15 20 25

5

10

15

20

25

30

35

40

45

50

0 50 100 150 200 250 300 350 400 450 500El
ec

tr
ic

ity
 p

ric
e 

The processed data set

5

10

15

20

25

30

35

40

Actual value

Actual value
A-B-K forecasting value
A-B forecasting value

A-K forecasting value
B-K forecasting value

Actual value
A-B-K forecasting value
A-B forecasting value

A-K forecasting value
B-K forecasting value

CPSO weight-determined combination forecasting results

Traditional combination models forecasting results

Method

ARIMA

BP

Kalman

MAPE
(%)

20.05

25.32

21.01

25.19

24.10

21.12

20.91

21.12

20.80

21.12

20.79

RMSE

10.62

9.88

7.81

9.74

9.32

8.07

8.00

8.19

7.97

8.19

7.93

MAPE
(%)

37.01

29.00

26.27

28.19

25.83

25.39

26.27

25.39

26.13

25.30

RMSE

13.32

9.04

9.03

9.28

9.35

8.79

8.90

9.33

8.90

8.73

8.90

MAE

10.82

7.71

7.38

7.64

7.32

7.21

7.31

7.62

7.31

7.24

7.31

Preprocessed data Original data

MAE

7.93

7.81

6.04

7.72

7.15

6.30

6.18

6.32

6.13

6.32

6.12

20.79 7.93 25.30 8.90 7.316.12

(

28.53

The compared results

$/MW h) ($/MW h)($/MW h)($/MW h)

($
/
M

W
 h)

A-B(T)

A-B(C)

B-K(T)

B-K(C)

A-K(T)

A-K(C)

A-B-K(T)

A-B-K(C)

ARIMA forecasting value
BP forecasting value
KF forecasting value

Time (1 March 2009-20 March 2009)

Figure 8: The results of the simulation process.

weights to the individual models flexibly without the con-
straint of the sum of weights being 1 and with no negative
assignments, which makes it easy to obtain more accurate
forecasting results. The results in Table 7 suggest that, when
the combination models perform undesirably, the traditional

combination method would assign the weight of the best
combined model a value of 1 and the others a value
of 0. However, the CPSO weight-determined combination
method would adjust the assignment of the weights without
the constraint of the sum of weights being 1 with no negative
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Table 7: Weights of the individual models in the combination models.

Weight
models

Traditional combination method CPSO weight-determined combination method
ARIMA BP Kalman MAPE (%) ARIMA BP Kalman MAPE (%)

A-B 0.2500 0.7500 — 25.19 0.1798 0.8883 — 24.10
B-K — 0.0000 1.0000 21.12 — 0 0.9523 14.70
A-K 0.0000 — 1.0000 21.12 −0.0498 1.0000 — 20.80
A-B-K 0.0000 0 1.0000 21.12 −0.0506 0.0024 1.0000 20.79

Table 8: Comparison of forecasting models built using preprocessed data and original data.

Method Preprocessed data Original data
MAPE (%) RMSE ($/MWh) MAE ($/MWh) MAPE (%) RMSE ($/MWh) MAE ($/MWh)

ARIMA 20.05 10.62 7.93 37.01 13.32 10.82
BP 25.32 9.88 7.81 29.00 9.04 7.71
Kalman 21.01 7.81 6.04 26.27 9.03 7.38
A-B (T) 25.19 9.74 7.72 28.53 9.28 7.64
A-B (C) 24.10 9.32 7.15 28.19 9.35 7.32
B-K (T) 21.12 8.07 6.30 25.83 8.79 7.21
B-K (C) 20.91 8.00 6.18 25.39 8.90 7.31
A-K (T) 21.12 8.19 6.32 26.27 9.33 7.62
A-K (C) 20.80 7.97 6.13 25.39 8.90 7.31
A-B-K (T) 21.12 8.19 6.32 26.13 8.73 7.24
A-B-K (C) 20.79 7.93 6.12 25.30 8.90 7.31

assignments to find the best combination. The MAPE values
indicate that the performance of the B-K model based on the
traditional combination method is undesirable. Therefore,
it is reasonable to improve the combination rule using the
CPSO weight-determined combination method.

3.6. Comparison of the Forecasting Results of the Preprocessed
Data and the Original Data. It is well known that the
preprocessing of anomaly data is very useful in the building
of forecasting models. In this section, the forecasting results
of the forecasting models built by the preprocessed data (PF)
and the forecasting models built by the original data (ODF)
are compared in Table 8.

Table 8 shows that the PF basedmodels have the best per-
formance compared to the ODF models for both individual
models and combination models. For the ARIMA models,
the PF based model has a MAPE value of 20.05%, which
is lower than the MAPE value of the ODF based model at
37.01%.TheBP andKFmodels based on preprocessed data are
superior to the models based on the original data. Although
the combination models based on the original data (CODF)
have good performance in comparing individual (IODF)
models, the CODF models are inferior to the combination
models based on the preprocessed data (CPF).

4. Conclusion

As electricity forecasting becomes increasingly important,
this paper proposes the use of the CPSO weight-determined
combination method based on DBSCAN algorithm pre-
processed data to improve electricity price forecasting.

The traditional combination method has a no-negative
weight constraint, and its sum must be 1, which limits the
range of weights and thus causes lower forecasting accuracies.
In addition, original data-based forecasts do not consider
the fact that electricity price spikes are sensitive to outliers,
which leads to inaccurate forecasting. To overcome the
limitations of original data based traditional combination
models, the proposedCPSOweight-determined combination
method allows the weights of combinedmodels to take values
of [−1, 1], and the original data are preprocessed by the
DBSCAN algorithm. The electricity price data of South Aus-
tralia have been simulated by the proposed, preprocessed, and
data based CPSO weight-determined combination models
to forecast the electricity price for the period from 00:30
to 12:00 on 21 March 2009, in SA. The preprocessed data-
based CPSO weight-determined combination models were
observed to have optimal performance in comparison to the
traditional combination method. This conclusion was based
on the original data in terms of three metrics: MAPE, RMSE,
and MAE.
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