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#### Abstract

We define two sequential transforms on a function space $C_{a, b}[0, T]$ induced by generalized Brownian motion process. We then establish the existence of the sequential transforms for functionals in a Banach algebra of functionals on $C_{a, b}[0, T]$. We also establish that any one of these transforms acts like an inverse transform of the other transform. Finally, we give some remarks about certain relations between our sequential transforms and other well-known transforms on $C_{a, b}[0, T]$.


## 1. Introduction and Preliminaries

Let $C_{0}[0, T]$ denote one-parameter Wiener space; that is, the space of all real-valued continuous functions $x(t)$ on $[0, T]$ with $x(0)=0$. The study of the Fourier-Wiener transform of functionals on $C_{0}[0, T]$ was initiated by Cameron and Martin [1-3]. This transform and its properties are similar in many respects to the ordinary Fourier function transform. Since then, many transforms which were somewhat analogous to the Fourier-Wiener transform have been defined and developed in the literature. There are two well-known transforms on $C_{0}[0, T]$. One of them is the analytic Fourier-Feynman transform [4-6] and the other is the integral transform [710]. Each of the transforms on Wiener space has an inverse transform. For an elementary survey, see [11].

In [12-16], the authors studied the generalized analytic Fourier-Feynman transform and the generalized integral transform for functionals defined on a more general function space $C_{a, b}[0, T]$. The function space $C_{a, b}[0, T]$, induced by generalized Brownian motion process, was introduced by Yeh [17, 18] and was used extensively by Chang and Chung [19]. The Wiener process used in $[1-10]$ is stationary in time and is free of drift, while the stochastic process used in this paper, as well as in $[12-17,19]$, is nonstationary in time and is subject to a drift $a(t)$. In case $a(t) \equiv 0$ and $b(t)=t$ on $[0, T]$, the general function space $C_{a, b}[0, T]$ reduces to the Wiener space $C_{0}[0, T]$ and so most of the results in $[4-6,9]$ follow immediately from the results in $[12,13,15,16]$.

However, the existence of an inverse transform of each of the two generalized transforms on $C_{a, b}[0, T]$ has not yet been established. It is a critical point that the generalized transforms on $C_{a, b}[0, T]$ are essentially different from the transforms on Wiener space $C_{0}[0, T]$. The main purpose of this paper is to define a transform on $C_{a, b}[0, T]$ which has an inverse transform.

In this paper, we define two sequential transforms on the function space $C_{a, b}[0, T]$. To do this, we investigate a representation for sample paths of the generalized Brownian motion process and introduce the concept of the $\mathscr{G}$-scontinuity for functionals on $C_{a, b}[0, T]$. We then proceed to establish the existence of the sequential transforms for functionals in a Banach algebra $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$ of functionals on $C_{a, b}[0, T]$. Next, we establish that any one of these transforms acts like an inverse transform of the other transform. Finally, we examine certain aspects of the generalized analytic Fourier-Feynman transform, the generalized integral transform, and the sequential transforms.

We briefly list some of the preliminaries from [12, 13, 17] that we will need in order to establish the results in this paper.

Let $a(t)$ be an absolutely continuous real-valued function on $[0, T]$ with $a(0)=0, a^{\prime}(t) \in L^{2}[0, T]$, and let $b(t)$ be a strictly increasing, continuously differentiable real-valued function with $b(0)=0$ and $b^{\prime}(t)>0$ for each $t \in[0, T]$. The generalized Brownian motion process $Y$ determined by $a(t)$ and $b(t)$ is a Gaussian process with mean function $a(t)$
and covariance function $r(s, t)=\min \{b(s), b(t)\}$. For more details, see [12, 13]. By Theorem 14.2 in [18], the probability measure $\mu$ induced by $Y$, taking a separable version, is supported by $C_{a, b}[0, T]$ (which is equivalent to the Banach space of continuous functions $x$ on $[0, T]$ with $x(0)=0$ under the sup norm). Hence, $\left(C_{a, b}[0, T], \mathscr{B}\left(C_{a, b}[0, T]\right), \mu\right)$ is the function space induced by $Y$ where $\mathscr{B}\left(C_{a, b}[0, T]\right)$ is the Borel $\sigma$-algebra of $C_{a, b}[0, T]$. We then complete this function space to obtain $\left(C_{a, b}[0, T], \mathscr{W}\left(C_{a, b}[0, T]\right), \mu\right)$, where $\mathscr{W}\left(C_{a, b}[0, T]\right)$ is the set of all Wiener measurable subsets of $C_{a, b}[0, T]$.

A subset $B$ of $C_{a, b}[0, T]$ is said to be scale-invariant measurable provided $\rho B$ is $\mathscr{W}\left(C_{a, b}[0, T]\right)$-measurable for all $\rho>0$, and a scale-invariant measurable set $N$ is said to be a scale-invariant null set provided $\mu(\rho N)=0$ for all $\rho>0$. A property that holds except on a scale-invariant null set is said to hold scale-invariant almost everywhere (s-a.e.). A functional $F$ is said to be scale-invariant measurable provided $F$ is defined on a scale-invariant measurable set, and $F(\rho \cdot)$ is $\mathscr{W}\left(C_{a, b}[0, T]\right)$-measurable for every $\rho>0$. If two functionals $F$ and $G$ defined on $C_{a, b}[0, T]$ are equal s-a.e., we write $F \approx G$.

Let $L_{a, b}^{2}[0, T]$ be the space of functions on $[0, T]$ which are Lebesgue measurable and square integrable with respect to the Lebesgue-Stieltjes measures on $[0, T]$ induced by $a(\cdot)$ and $b(\cdot)$; that is,

$$
\begin{align*}
& L_{a, b}^{2}[0, T] \\
& \quad=\left\{v: \int_{0}^{T} v^{2}(s) d b(s)<+\infty, \int_{0}^{T} v^{2}(s) d|a|(s)<+\infty\right\} \tag{1}
\end{align*}
$$

where $|a|(\cdot)$ is the total variation function of $a(\cdot)$. Then, $\left(L_{a, b}^{2}[0, T],\|\cdot\|_{a, b}\right)$ is a separable Hilbert space with inner product defined by

$$
\begin{equation*}
(u, v)_{a, b}=\int_{0}^{T} u(t) v(t) d[b(t)+|a|(t)] \tag{2}
\end{equation*}
$$

Note that $\|u\|_{a, b}=\sqrt{(u, u)_{a, b}}=0$ if and only if $u(t)=0$ a.e. on $[0, T]$. Also note that all functions of bounded variation on $[0, T]$ are elements of $L_{a, b}^{2}[0, T]$. If $a(t) \equiv 0$ and $b(t)=t$, then $L_{a, b}^{2}[0, T]=L^{2}[0, T]$. In fact,

$$
\begin{align*}
\left(L_{a, b}^{2}[0, T],\|\cdot\|_{a, b}\right) & \subset\left(L_{0, b}^{2}[0, T],\|\cdot\|_{0, b}\right)  \tag{3}\\
& =\left(L^{2}[0, T],\|\cdot\|_{2}\right)
\end{align*}
$$

because the norms $\|\cdot\|_{0, b}$ and $\|\cdot\|_{2}$ are equivalent.
Let

$$
\begin{align*}
C_{a, b}^{\prime}[0, T] & =\left\{w \in C_{a, b}[0, T]: w(t)\right. \\
& \left.=\int_{0}^{t} z(s) d b(s) \text { for some } z \in L_{a, b}^{2}[0, T]\right\} \tag{4}
\end{align*}
$$

For $w \in C_{a, b}^{\prime}[0, T]$, with $w(t)=\int_{0}^{t} z(s) d b(s)$ for $t \in[0, T]$, let $D: C_{a, b}^{\prime}[0, T] \rightarrow L_{a, b}^{2}[0, T]$ be defined by the formula

$$
\begin{equation*}
D w(t)=z(t)=\frac{w^{\prime}(t)}{b^{\prime}(t)} \tag{5}
\end{equation*}
$$

Then $C_{a, b}^{\prime} \equiv C_{a, b}^{\prime}[0, T]$ with inner product

$$
\begin{align*}
\left(w_{1}, w_{2}\right)_{C_{a, b}^{\prime}} & =\int_{0}^{T} D w_{1}(t) D w_{2}(t) d b(t) \\
& =\int_{0}^{T} z_{1}(t) z_{2}(t) d b(t)=\left(z_{1}, z_{2}\right)_{0, b} \tag{6}
\end{align*}
$$

is a separable Hilbert space.
Note that the two separable Hilbert spaces $L_{a, b}^{2}[0, T]$ and $C_{a, b}^{\prime}[0, T]$ are homeomorphic under the linear operator given by (5). The inverse operator of $D$ is given by

$$
\begin{equation*}
\left(D^{-1} z\right)(t)=\int_{0}^{t} z(s) d b(s) \tag{7}
\end{equation*}
$$

Recall that above, as well as in papers [12-16], we require that $a:[0, T] \rightarrow \mathbb{R}$ is an absolutely continuous function with $a(0)=0$ and with $\int_{0}^{T}\left|a^{\prime}(t)\right|^{2} d t<+\infty$. Our conditions on $b:[0, T] \rightarrow \mathbb{R}$ imply that $\delta<b^{\prime}(t)<\Delta$ for some positive real numbers $\delta$ and $\Delta$, and $b^{\prime}(t)$ is continuous on $[0, T]$. Hence, we have

$$
\begin{equation*}
\int_{0}^{T}\left|a^{\prime}(t)\right|^{2} d b(t)=\int_{0}^{T}\left|a^{\prime}(t)\right|^{2} b^{\prime}(t) d t<+\infty . \tag{8}
\end{equation*}
$$

But we cannot ensure that

$$
\begin{equation*}
\int_{0}^{T}\left|a^{\prime}(t)\right|^{2} d|a|(t)<+\infty \tag{9}
\end{equation*}
$$

under current conditions. Note that the function $a(t)=t^{2 / 3}$, $0 \leq t \leq T$, does not satisfy condition (9) even though its derivative is an element of $L^{2}[0, T]$.

In this paper, we add the requirement (9). Then we obtain the following lemma.

Lemma 1. The function $a:[0, T] \rightarrow \mathbb{R}$ satisfies the requirement (9) if and only if $a$ is an element of $C_{a, b}^{\prime}[0, T]$.

Under the requirement (9), we observe that for each $z \in$ $L_{a, b}^{2}[0, T]$,

$$
\begin{equation*}
\int_{0}^{T} z(t) d a(t)=\int_{0}^{T} D w(t) D a(t) d b(t)=(w, a)_{C_{a, b}^{\prime}} \tag{10}
\end{equation*}
$$

where $w(t)=\int_{0}^{t} z(s) d b(s)$ for $t \in[0, T]$.
The following integration formula is used several times in this paper:

$$
\begin{equation*}
\int_{\mathbb{R}} \exp \left\{-\alpha u^{2}+\beta u\right\} d u=\sqrt{\frac{\pi}{\alpha}} \exp \left\{\frac{\beta^{2}}{4 \alpha}\right\} \tag{11}
\end{equation*}
$$

for complex numbers $\alpha$ and $\beta$ with $\operatorname{Re}(\alpha)>0$.

## 2. A Representation for Paths $x$ in $C_{a, b}[0, T]$

In this section, we investigate a representation for paths $x$ in $C_{a, b}[0, T]$. To do this, we first define a Paley-WienerZygmund (PWZ) type stochastic integral.

Let $\left\{g_{1}, g_{2}, \ldots\right\}$ be a complete orthonormal set of functions in the separable Hilbert space $C_{a, b}^{\prime}[0, T]$, such that for each $j=1,2, \ldots, D g_{j}(t)=\alpha_{j}(t)$ is of bounded variation on $[0, T]$. Then, for each $w \in C_{a, b}^{\prime}[0, T]$ with $D w=z \in$ $L_{a, b}^{2}[0, T]$, we can write

$$
\begin{equation*}
w(t)=\sum_{j=1}^{\infty}\left(w, g_{j}\right)_{C_{a, b}^{\prime}} g_{j}(t)=\sum_{j=1}^{\infty}\left(z, \alpha_{j}\right)_{0, b} g_{j}(t) \tag{12}
\end{equation*}
$$

on $[0, T]$.
For each $w=D^{-1} z \in C_{a, b}^{\prime}[0, T]$, the PWZ type stochastic integral $(w, x)_{\bar{C}_{a, b}^{\prime}}^{\sim}$ is defined by the formula

$$
\begin{align*}
(w, x)_{C_{a, b}^{\prime}}^{\sim} & =\lim _{n \rightarrow \infty} \int_{0}^{T} \sum_{j=1}^{n}\left(w, g_{j}\right)_{C_{a, b}^{\prime}} D g_{j}(t) d x(t) \\
& =\lim _{n \rightarrow \infty} \int_{0}^{T} \sum_{j=1}^{n}\left(z, \alpha_{j}\right)_{0, b} \alpha_{j}(t) d x(t) \tag{13}
\end{align*}
$$

for all $x \in C_{a, b}[0, T]$ for which the limit exists.
The following are some basic properties of the PWZ type stochastic integral. They are nontrivial, but straightforward to prove.
(1) For each $w \in C_{a, b}^{\prime}[0, T]$, the PWZ type stochastic integral $(w, x)_{C_{a, b}^{\prime}}^{\sim}$ exists for $\mu$-a.e. $x \in C_{a, b}[0, T]$.
(2) The PWZ type stochastic integral $(w, x)_{C_{a, b}^{\prime}}^{\sim}$ is essentially independent of the choice of the complete orthonormal set $\left\{g_{j}\right\}_{j=1}^{\infty}$ in $C_{a, b}^{\prime}[0, T]$.
(3) It follows from the definition of the PWZ type stochastic integral and from Parseval's equality that if $w \in C_{a, b}^{\prime}[0, T]$ and $x \in C_{a, b}^{\prime}[0, T]$, then $(w, x)_{C_{a, b}^{\prime}}^{\sim}$ exists and we have $(w, x)_{C_{a, b}^{\prime}}^{\sim}=(w, x)_{C_{a, b}^{\prime}}$.
(4) If $D w=z \in L_{a, b}[0, T]$ is of bounded variation on $[0, T]$, then the PWZ type stochastic integral $(w, x)_{C_{a, b}^{\prime}}^{\sim}$ equals the Riemann-Stieltjes integral $\int_{0}^{T} z(t) d x(t)$ for $\mu$-a.e. $x \in C_{a, b}[0, T]$.
(5) The PWZ type stochastic integral has the expected linearity properties. That is, for any real number $c$, $w \in C_{a, b}^{\prime}[0, T]$ and $x \in C_{a, b}[0, T]$, we have

$$
\begin{equation*}
(w, c x)_{C_{a, b}^{\prime}}^{\sim}=c(w, x)_{C_{a, b}^{\prime}}^{\sim}=(c w, x)_{C_{a, b}^{\prime}}^{\sim} . \tag{14}
\end{equation*}
$$

Thus, the assertions (1) and (4) hold for s-a.e. $x \in$ $C_{a, b}[0, T]$.
(6) For each $w \in C_{a, b}^{\prime}[0, T],(w, x)_{\widetilde{C}_{a, b}^{\prime}}$ is a Gaussian random variable with mean $(w, a)_{C_{a, b}^{\prime}}^{a, b}$ and variance $\|w\|_{C_{a, b}^{\prime}}^{2}$. For all $w_{1}, w_{2} \in C_{a, b}^{\prime}[0, T]$, we have

$$
\begin{align*}
& \int_{C_{a, b}[0, T]}\left(w_{1}, x\right)_{C_{a, b}^{\prime}}^{\sim}\left(w_{2}, x\right)_{C_{a, b}^{\prime}}^{\sim} d \mu(x)  \tag{15}\\
& \quad=\left(w_{1}, w_{2}\right)_{C_{a, b}^{\prime}}+\left(w_{1}, a\right)_{C_{a, b}^{\prime}}\left(w_{2}, a\right)_{C_{a, b}^{\prime}} .
\end{align*}
$$

Now, we are ready to examine a representation for paths $x$ in $C_{a, b}[0, T]$. Throughout the rest of this paper, we will use the symbol $\mathscr{G}$ for a complete orthonormal set $\left\{g_{j}\right\}_{j=1}^{\infty}$ in $C_{a, b}^{\prime}[0, T]$, such that for each $j=1,2, \ldots, D g_{j}=\alpha_{j}$ is of bounded variation on $[0, T]$. Then, for each $j=1,2, \ldots$,

$$
\begin{equation*}
\gamma_{j}(x) \equiv\left(g_{j}, x\right)_{C_{a, b}^{\prime}}^{\sim}=\int_{0}^{T} \alpha_{j}(t) d x(t) \tag{16}
\end{equation*}
$$

is a Gaussian random variable with mean

$$
\begin{equation*}
A_{j} \equiv\left(g_{j}, a\right)_{C_{a, b}^{\prime}}=\int_{0}^{T} \alpha_{j}(t) d a(t) \tag{17}
\end{equation*}
$$

and variance

$$
\begin{equation*}
\left\|g_{j}\right\|_{C_{a, b}^{\prime}}^{2}=\int_{0}^{T} \alpha_{j}^{2}(t) d b(t)=1 \tag{18}
\end{equation*}
$$

We note that the set $\left\{\gamma_{1}(x), \gamma_{2}(x), \ldots\right\}$ forms a set of independent Gaussian random variables on $C_{a, b}[0, T]$.

Let $\mathscr{G} \equiv\left\{g_{j}\right\}_{j=1}^{\infty}$ be as above, and let $x \in C_{a, b}[0, T]$. For each $n=1,2, \ldots$, define

$$
\begin{equation*}
Z_{n}(x)(t) \equiv \sum_{j=1}^{n} \gamma_{j}(x) g_{j}(t) \tag{19}
\end{equation*}
$$

Then, $Z_{n}(x)$ is an element of $C_{a, b}^{\prime}[0, T]$ for all $x \in C_{a, b}[0, T]$ and all $n=1,2, \ldots$..

For each $t \in[0, T]$, let $\Psi_{t}(s)=\int_{0}^{s} \chi_{[0, t]}(\tau) d b(\tau)$. Then, we observe that for each $t \in[0, T]$,

$$
\begin{align*}
x(t) & =\int_{0}^{T} \chi_{[0, t]}(s) d x(s) \\
& =\left(\Psi_{t}, x\right)_{C_{a, b}^{\prime}}^{\sim} \\
& =\lim _{n \rightarrow \infty} \sum_{j=1}^{n}\left(\Psi_{t}, g_{j}\right)_{C_{a, b}^{\prime}} \int_{0}^{T} \alpha_{j}(s) d x(s) \\
& =\lim _{n \rightarrow \infty} \sum_{j=1}^{n} \int_{0}^{t} \alpha_{j}(s) d b(s) \gamma_{j}(x)  \tag{20}\\
& =\lim _{n \rightarrow \infty} \sum_{j=1}^{n} \gamma_{j}(x) g_{j}(t) \\
& =\lim _{n \rightarrow \infty} Z_{n}(x)(t) .
\end{align*}
$$

By the property of the PWZ type stochastic integral, the last expression of (20) converges for $\mu$-a.e. $x \in C_{a, b}[0, T]$.

Remark 2. By the definition of the PWZ type stochastic integral, the last expression of (20) is independent of the choice of the complete orthonormal set $\mathscr{G}$ in $C_{a, b}^{\prime}[0, T]$. If we choose the complete orthonormal sine sequence $\mathscr{G} \equiv\left\{g_{j}\right\}_{j=1}^{\infty}$ in $C_{a, b}^{\prime}[0, T]$, where

$$
\begin{equation*}
g_{j}(t)=\frac{\sqrt{2 b(T)}}{(j-1 / 2) \pi} \sin \left[\frac{(j-1 / 2) \pi b(t)}{b(T)}\right] ; \tag{21}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\alpha_{j}(t)=D g_{j}(t)=\sqrt{\frac{2}{b(T)}} \cos \left[\frac{(j-1 / 2) \pi b(t)}{b(T)}\right] \tag{22}
\end{equation*}
$$

for $j=1,2, \ldots$, then the corresponding $Z_{n}(x)(t)$ converges to $x(t)$ uniformly in $t$ with probability one. For more details, see [20] and the references therein.

We now state a fundamental integration formula on the function space $C_{a, b}[0, T]$. Let $\gamma_{j}(x)$ and $A_{j}$ be as above, let $h: \mathbb{R}^{n} \rightarrow \mathbb{C}$ be Lebesgue measurable, and let $H(x)=$ $h\left(\gamma_{1}(x), \ldots, \gamma_{n}(x)\right)$. Then

$$
\begin{align*}
& \int_{C_{a, b}[0, T]} H(x) d \mu(x) \\
& \quad \equiv \int_{C_{a, b}[0, T]} h\left(\gamma_{1}(x), \ldots, \gamma_{n}(x)\right) d \mu(x) \\
& =(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} h\left(u_{1}, \ldots, u_{n}\right)  \tag{23}\\
& \quad \times \exp \left\{-\sum_{j=1}^{n} \frac{\left[u_{j}-A_{j}\right]^{2}}{2}\right\} d u_{1} \ldots d u_{n}
\end{align*}
$$

in the sense that if either side of (23) exists, both sides exist and equality holds.

Let $F$ be a functional on $C_{a, b}[0, T]$ and let $\mathscr{G} \equiv\left\{g_{j}\right\}_{j=1}^{\infty}$ be a complete orthonormal set in $C_{a, b}^{\prime}[0, T]$. Then, we say that $F$ is $\mathscr{G}$-continuous at $x$ if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} F\left(Z_{n}(x)\right)=F(x) \tag{24}
\end{equation*}
$$

where $Z_{n}(x)$ is given by (19).
Example 3. For each $t \in[0, T]$, let $F: C_{a, b}[0, T] \rightarrow \mathbb{R}$ be given by $F(x)=x(t)$. Then, using (20) and (14), we see that $F$ is $\mathscr{G}$-continuous for s-a.e. $x \in C_{a, b}[0, T]$ and all $x \in C_{a, b}^{\prime}[0, T]$.

Example 4. Given $w=D^{-1} z \in C_{a, b}^{\prime}[0, T]$, let $F$ : $C_{a, b}[0, T] \rightarrow \mathbb{R}$ be given by $F(x)=(w, x)_{C_{a, b}^{\prime}}^{\sim}$. Since $(w, x)_{C_{a, b}^{\prime}}^{\sim}=(w, x)_{C_{a, b}^{\prime}}$ for every $x \in C_{a, b}^{\prime}[0, T]$, by the definition of PWZ type stochastic integral, we obtain that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} F\left(Z_{n}(x)\right) & =\lim _{n \rightarrow \infty}\left(w, Z_{n}(x)\right)_{C_{a, b}^{\prime}} \\
& =\lim _{n \rightarrow \infty} \int_{0}^{T} z(t) d Z_{n}(x)(t) \\
& =\lim _{n \rightarrow \infty} \int_{0}^{T} z(t) d\left(\sum_{j=1}^{n} \gamma_{j}(x) g_{j}(t)\right)
\end{aligned}
$$

$$
\begin{align*}
& =\lim _{n \rightarrow \infty} \sum_{j=1}^{n} \gamma_{j}(x) \int_{0}^{T} z(t) d g_{j}(t) \\
& =\lim _{n \rightarrow \infty} \sum_{j=1}^{n}\left(z, \alpha_{j}\right)_{0, b} \gamma_{j}(x) \\
& =(w, x)_{C_{a, b}^{\prime}}^{\sim}=F(x) \tag{25}
\end{align*}
$$

for s-a.e. $x \in C_{a, b}[0, T]$ and all $x \in C_{a, b}^{\prime}[0, T]$.
Proposition 5. Let $F: C_{a, b}[0, T] \rightarrow \mathbb{C}$ be $\mu$-integrable. Assume that $F$ is $\mathscr{G}$-continuous for $\mu$-a.e. $x \in C_{a, b}[0, T]$. Then

$$
\begin{align*}
& \int_{C_{a, b}[0, T]} F(x) d \mu(x) \\
& \quad=\lim _{n \rightarrow \infty} \int_{C_{a, b}[0, T]} F\left(Z_{n}(x)\right) d \mu(x) \tag{26}
\end{align*}
$$

where $Z_{n}(x)$ is given by (19).
Proof. For each $n=1,2, \ldots$, let $F_{n}(x)=F\left(Z_{n}(x)\right)$. Then $F_{n}$ is $\mu$-integrable. By our assumption, we observe that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} F_{n}(x)=\lim _{n \rightarrow \infty} F\left(Z_{n}(x)\right)=F(x) \tag{27}
\end{equation*}
$$

for $\mu$-a.e. $x \in C_{a, b}[0, T]$. Thus, by the dominated convergence theorem, it follows that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{C_{a, b}[0, T]} F\left(Z_{n}(x)\right) d \mu(x) \\
& \quad=\lim _{n \rightarrow \infty} \int_{C_{a, b}[0, T]} F_{n}(x) d \mu(x)  \tag{28}\\
& \quad=\int_{C_{a, b}[0, T]} \lim _{n \rightarrow \infty} F_{n}(x) d \mu(x) \\
& \quad=\int_{C_{a, b}[0, T]} F(x) d \mu(x)
\end{align*}
$$

as desired.

## 3. Sequential Function Space Integrals

In [21], Cameron and Storvick defined the "sequential" Feynman integral by means of finite dimensional approximations for functionals on Wiener space $C_{0}[0, T]$. The sequential definition for the Feynman integral was intended to interpret the Feynman's uniform measure [22] on path space $C_{0}[0, T]$, because there is no countably additive measure which weights all paths $x$ in $C_{0}[0, T]$ equally in much the same way as Lebesgue measure weights all points in $\mathbb{R}$ equally. Thus, the Cameron and Storvick's sequential Feynman integral is a rigorous mathematical formulation of the Feynman's path integral.

The Cameron and Storvick's sequential Feynman integral is related by sequential Wiener integral [23]; that is, the
integral is based on polygonal path approximations. In this section, we define different kinds of sequential function space integrals for functionals on the function space $C_{a, b}[0, T]$. In Section 4 below, we also adopt sequential approaches to define our function space transforms on $C_{a, b}[0, T]$. The sequential definition for the Feynman integral in [21] was defined as the limit of a sequence of finite dimensional Lebesgue integrals. Essentially, our sequential function space integrals and transforms are defined in terms of a sequence of complex measures on the function space $C_{a, b}[0, T]$.

Next, we introduce two sequential definitions for certain function space integrals on $C_{a, b}[0, T]$. Throughout the rest of this paper, let $\mathbb{C}_{+}$and $\widetilde{\mathbb{C}}_{+}$denote the set of complex numbers with positive real part and nonzero complex numbers with nonnegative real part, respectively. Furthermore, for all $\lambda \in$ $\mathbb{C}, \lambda^{1 / 2}$ is always chosen to have nonnegative real part.

Let $\mathscr{G} \equiv\left\{g_{j}\right\}_{j=1}^{\infty}, \gamma_{j}(x)$, and $A_{j}$ be as in Section 2. For $\lambda \in$ $\mathbb{C}_{+}, x \in C_{a, b}[0, T]$ and each $n=1,2, \ldots$, let

$$
\begin{align*}
W_{n}^{+}(\lambda ; x) \equiv \lambda^{n / 2} \exp & \left\{\left(\frac{1-\lambda}{2}\right) \sum_{j=1}^{n} \gamma_{j}^{2}(x)\right.  \tag{29}\\
& \left.+\left(\lambda^{1 / 2}-1\right) \sum_{j=1}^{n} A_{j} \gamma_{j}(x)\right\}
\end{align*}
$$

and let

$$
\begin{align*}
W_{n}^{-}(\lambda ; x) \equiv \lambda^{n / 2} \exp & \left\{\left(\frac{1-\lambda}{2}\right) \sum_{j=1}^{n} \gamma_{j}^{2}(x)\right. \\
& \left.+\left((-\lambda)^{1 / 2}-1\right) \sum_{j=1}^{n} A_{j} \gamma_{j}(x)+\sum_{j=1}^{n} A_{j}^{2}\right\} . \tag{30}
\end{align*}
$$

Using (23) and (11), we observe that for all $\lambda \in \mathbb{C}_{+}$and every $n=1,2, \ldots$,

$$
\begin{align*}
& \int_{C_{a, b}[0, T]} W_{n}^{+}(\lambda ; x) d \mu(x)  \tag{31}\\
& \quad=\int_{C_{a, b}[0, T]} W_{n}^{-}(\lambda ; x) d \mu(x)=1
\end{align*}
$$

We are now ready to state the definition of the sequential function space integrals.

Definition 6. Let $F$ be a measurable functional on $C_{a, b}[0, T]$. Let $q \neq 0$ be a real number and let $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ be a sequence of complex numbers in $\mathbb{C}_{+}$such that $\lambda_{n} \rightarrow-i q$. If the following limit exists, one calls it the sequential $\mathscr{P}$-function space integral of $F$ with parameter $q$, and we write

$$
\begin{align*}
& \int_{C_{a, b}[0, T]}^{P_{q}} F(x) d^{\text {se }} x \\
& \quad=\lim _{n \rightarrow \infty} \int_{C_{a, b}[0, T]} F\left(Z_{n}(x)\right) W_{n}^{+}\left(\lambda_{n} ; x\right) d \mu(x) . \tag{32}
\end{align*}
$$

We also define the sequential $\mathcal{N}$-function space integral of $F$ with parameter $q$ by the formula

$$
\begin{align*}
& \int_{C_{a, b}[0, T]}^{N_{q}} F(x) d^{\text {se }} x \\
& \quad=\lim _{n \rightarrow \infty} \int_{C_{a, b}[0, T]} F\left(Z_{n}(x)\right) W_{n}^{-}\left(\lambda_{n} ; x\right) d \mu(x) \tag{33}
\end{align*}
$$

if it exists.
Let $F_{1}(x) \equiv 1$ on $C_{a, b}[0, T]$ and let

$$
F_{2}(x)= \begin{cases}0, & x \in C_{a, b}^{\prime}[0, T]  \tag{34}\\ 1, & x \in C_{a, b}[0, T]-C_{a, b}^{\prime}[0, T]\end{cases}
$$

Then, since $C_{a, b}^{\prime}[0, T]$ is a scale invariant null set, we have $F_{1} \approx F_{2}$. But by the definition of the sequential function space integrals, we see that

$$
\begin{align*}
& \int_{C_{a, b}[0, T]}^{P_{q}} F_{1}(x) d^{\mathrm{se}} x=\int_{C_{a, b}[0, T]}^{N_{q}} F_{1}(x) d^{\mathrm{se}} x=1,  \tag{35}\\
& \int_{C_{a, b}[0, T]}^{P_{q}} F_{2}(x) d^{\mathrm{se}} x=\int_{C_{a, b}[0, T]}^{N_{q}} F_{2}(x) d^{\mathrm{se}} x=0 .
\end{align*}
$$

Given two complex-valued measurable functionals $F$ and $G$ on $C_{a, b}[0, T]$, we will write $F \cong G$ if $F \approx G$ and furthermore if $F(x)=G(x)$ for all $x \in C_{a, b}^{\prime}[0, T]$. The relation $\approx$ is clearly an equivalence relation.

Definition 7. Let $F$ be a functional on $C_{a, b}[0, T]$. If $F$ is $\mathscr{G}$ continuous for s-a.e. $x \in C_{a, b}[0, T]$ and every $x \in C_{a, b}^{\prime}[0, T]$, then one says that $F$ is $\mathscr{G}$-s-continuous.

The functionals discussed in Examples 3 and 4 above are $\mathscr{G}$-s-continuous. Next we introduce a class of functionals which are $\mathscr{G}$-s-continuous.

Let $\mathscr{M}\left(C_{a, b}^{\prime}[0, T]\right)$ be the space of complex-valued, countably additive (and hence finite) Borel measures on $C_{a, b}^{\prime}[0, T]$. $\mathscr{M}\left(C_{a, b}^{\prime}[0, T]\right)$ is a Banach algebra under the total variation norm and with convolution as multiplication.

Definition 8. The Fresnel type class $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$ is the space of functionals on $C_{a, b}[0, T]$ expressible in the form

$$
\begin{equation*}
F(x) \cong \int_{C_{a, b}^{\prime}[0, T]} \exp \left\{i(w, x)_{C_{a, b}^{\prime}}^{\sim}\right\} d f(w) \tag{36}
\end{equation*}
$$

for s-a.e. $x \in C_{a, b}[0, T]$ and every $x \in C_{a, b}^{\prime}[0, T]$, where the associated measure $f$ is an element of $\mathscr{M}\left(C_{a, b}^{\prime}[0, T]\right)$. More precisely, since we will identify functionals which coincide under the relation $\cong$ on $C_{a, b}[0, T], \mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$ can be regarded as the space of all $\cong$-equivalence classes of functionals of the form (36).

The Fresnel type class $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$ is a Banach algebra with norm

$$
\begin{equation*}
\|F\|=\|f\|=\int_{C_{a, b}^{\prime}[0, T]} d|f|(w) \tag{37}
\end{equation*}
$$

In fact, the correspondence $f \mapsto F$ is injective, carries convolution into pointwise multiplication, and is a Banach algebra isomorphism where $f$ and $F$ are related by (36).

Proposition 9. Let $F \in \mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$. Then $F$ is $\mathscr{G}-s-$ continuous.

Proof. Let $F$ be given by (36), and for each $n=1,2, \ldots$, let $Z_{n}(x)$ be given by (19). Then substituting $Z_{n}(x)$ for $x$, we have

$$
\begin{equation*}
F\left(Z_{n}(x)\right)=\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{i\left(w, Z_{n}(x)\right)_{C_{a, b}^{\prime}}^{\sim}\right\} d f(w) \tag{38}
\end{equation*}
$$

By Example 4, the exponential in (38) approaches the exponential in equation (36) as $n \rightarrow \infty$. Note that for each $n \in \mathbb{N}$, the exponential in (38) is measurable in $(w, x)$ on $C_{a, b}^{\prime}[0, T] \times$ $C_{a, b}[0, T]$. Thus, by the bounded convergence theorem, we observe $F\left(Z_{n}(x)\right) \rightarrow F(x)$ for s-a.e $x \in C_{a, b}[0, T]$ and every $x \in C_{a, b}^{\prime}[0, T]$, and the proposition is proved.

The functional $F_{2}$ defined by equation (34) above is not $\mathscr{G}$-s-continuous. Thus, $F_{2} \notin \mathscr{F}^{*}\left(C_{a, b}^{\prime}[0, T]\right)$.

The following lemma plays a key role in the proofs of Propositions 12 and 13 below.

Lemma 10. For each $n=1,2, \ldots$, let $Z_{n}(x)$ be given by (19) and let $W_{n}^{+}$and $W_{n}^{-}$be given by (29) and (30), respectively. Then for all $w \in C_{a, b}^{\prime}[0, T]$, all $\lambda \in \mathbb{C}_{+}$, and each $n=1,2, \ldots$, the function space integrals

$$
\begin{align*}
& \int_{C_{a, b}[0, T]} \exp \left\{i\left(w, Z_{n}(x)\right)_{C_{a, b}^{\prime}}^{\sim}\right\} W_{n}^{+}(\lambda ; x) d \mu(x),  \tag{39}\\
& \int_{C_{a, b}[0, T]} \exp \left\{i\left(w, Z_{n}(x)\right)_{C_{a, b}^{\prime}}^{\sim}\right\} W_{n}^{-}(\lambda ; x) d \mu(x)
\end{align*}
$$

exist and are given by (40) and (41) below, respectively.
Proof. Using (19), (29), (23), the Fubini theorem, and (11), we obtain

$$
\begin{aligned}
\int_{C_{a, b}[0, T]} & \exp \left\{i\left(w, Z_{n}(x)\right)_{C_{a, b}^{\prime}}^{\sim}\right\} W_{n}^{+}(\lambda ; x) d \mu(x) \\
=\left(\frac{\lambda}{2 \pi}\right)^{n / 2} \int_{\mathbb{R}^{n}} \exp & \left\{-\frac{\lambda}{2} \sum_{j=1}^{n} u_{j}^{2}\right. \\
& +\sum_{j=1}^{n}\left(i\left(w, g_{j}\right)_{C_{a, b}^{\prime}}+\lambda^{1 / 2} A_{j}\right) u_{j} \\
& \left.-\frac{1}{2} \sum_{j=1}^{n} A_{j}^{2}\right\} d u_{1} \ldots d u_{n}
\end{aligned}
$$

$$
\begin{align*}
=\exp \{ & -\frac{1}{2 \lambda} \sum_{j=1}^{n}\left(w, g_{j}\right)_{C_{a, b}^{\prime}}^{2} \\
& \left.+i \lambda^{-1 / 2} \sum_{j=1}^{n}\left(w, g_{j}\right)_{C_{a, b}^{\prime}} A_{j}\right\} \tag{40}
\end{align*}
$$

Also, using (19), (30), (23), the Fubini theorem, and (11), we obtain

$$
\begin{gather*}
\int_{C_{a, b}[0, T]} \exp \left\{i\left(w, Z_{n}(x)\right)_{\widetilde{C}_{a, b}^{\prime}}\right\} W_{n}^{-}(\lambda ; x) d \mu(x) \\
=\exp \left\{-\frac{1}{2 \lambda} \sum_{j=1}^{n}\left(w, g_{j}\right)_{C_{a, b}^{\prime}}^{2}\right.  \tag{41}\\
\left.\quad-i(-\lambda)^{-1 / 2} \sum_{j=1}^{n}\left(w, g_{j}\right)_{C_{a, b}^{\prime}} A_{j}\right\} .
\end{gather*}
$$

Let $F$ be given by (36). Proceeding formally using (36), (40), and (41), we see that the sequential function space integrals $\int_{C_{a, b}[0, T]}^{P_{q}} F(x) d^{\text {se }} x$ and $\int_{C_{a, b}[0, T]}^{N_{q}} F(x) d^{\text {se }} x$ are given by the formulas

$$
\begin{align*}
& \int_{C_{a, b}[0, T]}^{P_{q}} F(x) d^{\text {se } x} \\
& \begin{aligned}
&=\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{-\frac{i}{2 q}\|w\|_{C_{a, b}^{\prime}}^{2}\right. \\
&\left.+i(-i q)^{-1 / 2}(w, a)_{C_{a, b}^{\prime}}\right\} d f(w), \\
& \begin{array}{rl}
\int_{C_{a, b}[0, T]}^{N_{q}} & F(x) d^{\text {se }} x
\end{array} \\
&=\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{-\frac{i}{2 q}\|w\|_{C_{a, b}^{\prime}}^{2}\right. \\
&\left.\quad-i(i q)^{-1 / 2}(w, a)_{C_{a, b}^{\prime}}\right\} d f(w),
\end{aligned}
\end{align*}
$$

respectively.
For $\lambda \in \widetilde{\mathbb{C}}_{+}$and $w \in C_{a, b}^{\prime}[0, T]$, let

$$
\begin{align*}
\psi_{P}(\lambda ; w) & \equiv \exp \left\{-\frac{1}{2 \lambda}\|w\|_{C_{a, b}^{\prime}}^{2}+i \lambda^{-1 / 2}(w, a)_{C_{a, b}^{\prime}}\right\},  \tag{43}\\
\psi_{N}(\lambda ; w) & \equiv \exp \left\{-\frac{1}{2 \lambda}\|w\|_{C_{a, b}^{\prime}}^{2}-i(-\lambda)^{-1 / 2}(w, a)_{C_{a, b}^{\prime}}\right\} . \tag{44}
\end{align*}
$$

Then, for each $\lambda \in \widetilde{\mathbb{C}}_{+},\left|\psi_{P}(\lambda ; w)\right|$ and $\left|\psi_{N}(\lambda ; w)\right|$ are unbounded functions of $w$. Hence, $\int_{C_{a, b}[0, T]}^{P_{q}} F(x) d^{\text {se }} x$ and $\int_{C_{a, b}[0, T]}^{N_{q}} F(x) d^{\text {se }} x$ might not exist. From this observation, we
clearly need to impose additional restrictions, such as (45) below, on the functionals $F$ in $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$ for the existence of the sequential $\mathscr{P}$ and $\mathscr{N}$-function space integrals of $F$.

Let $q_{0}$ be a positive real number. We define a subclass $\mathscr{F}_{q_{0}}^{*} \equiv \mathscr{F}_{q_{0}}^{*}\left(C_{a, b}[0, T]\right)$ of $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$ by $F \in \mathscr{F}_{q_{0}}^{*}$ if and only if

$$
\begin{equation*}
\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{\frac{1}{\sqrt{2 q_{0}}}\|w\|_{C_{a, b}^{\prime}}\|a\|_{C_{a, b}^{\prime}}\right\} d|f|(w)<+\infty \tag{45}
\end{equation*}
$$

where $f$ and $F$ are related by (36).
The following example suggests the necessity of the condition (45) to ensure the existence of the sequential function space integrals of functionals in $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$.

For each $n \in \mathbb{N}$, let $w_{n}(t)=n b(t)=\int_{0}^{t} n d b(s)$ for $t \in[0, T]$. Consider a measure $\eta$ on $C_{a, b}^{\prime}[0, T]$ which is concentrated on the set $\left\{w_{n}: n \in \mathbb{N}\right\}$ and $\eta\left(\left\{w_{n}\right\}\right)=1 /\left(n^{2}\right)$ for each $n \in \mathbb{N}$. Then, $\eta$ is an element of $\mathscr{M}\left(C_{a, b}^{\prime}[0, T]\right)$ and it follows that

$$
\begin{align*}
& \int_{C_{a, b}^{\prime}[0, T]} \exp \left\{\frac{1}{\sqrt{2 q_{0}}}\|w\|_{C_{a, b}^{\prime}}\|a\|_{C_{a, b}^{\prime}}\right\} d|\eta|(w) \\
& \quad=\sum_{n=1}^{\infty} \exp \left\{\frac{1}{\sqrt{2 q_{0}}}\left\|w_{n}\right\|_{C_{a, b}^{\prime}}\|a\|_{C_{a, b}^{\prime}}\right\} \frac{1}{n^{2}} \\
& \quad=\sum_{n=1}^{\infty} \exp \left\{\frac{\sqrt{b(T)}\|a\|_{C_{a, b}^{\prime}}}{\sqrt{2 q_{0}}} n\right\} \frac{1}{n^{2}}  \tag{46}\\
& \quad \geq \sum_{n=1}^{\infty} \frac{\sqrt{b(T)}\|a\|_{C_{a, b}^{\prime}}}{\sqrt{2 q_{0}}} \frac{1}{n}=+\infty
\end{align*}
$$

Using the same method, we can find an example for the functional in $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$ that the sequential integrals do not exist.

Given a positive real number $q_{0}$, let

$$
\begin{equation*}
\Gamma_{q_{0}}=\left\{\lambda \in \widetilde{\mathbb{C}}_{+}\left|\lambda=\alpha+i \beta,\left|\operatorname{Im}\left(\lambda^{-1 / 2}\right)\right|<\frac{1}{\sqrt{2 q_{0}}}\right\} .\right. \tag{47}
\end{equation*}
$$

Let $q$ be a real number with $|q|>q_{0}$. Then, since

$$
\begin{align*}
& (-i q)^{-1 / 2}=\frac{1}{\sqrt{2|q|}}+i \frac{\operatorname{sign}(q)}{\sqrt{2|q|}} \\
& (i q)^{-1 / 2}=\frac{1}{\sqrt{2|q|}}-i \frac{\operatorname{sign}(q)}{\sqrt{2|q|}} \tag{48}
\end{align*}
$$

we can see that $-i q$ and $i q$ are elements of the domain $\operatorname{Int}\left(\Gamma_{q_{0}}\right)$.
We also need the following lemma to obtain Propositions 12 and 13.

Lemma 11. Let $\mathscr{G} \equiv\left\{g_{j}\right\}_{j=1}^{\infty}$ and $A_{j}$ be as in Section 2, and let $q_{0}$ be a positive real number. Let $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ be a sequence in $\mathbb{C}_{+}$ such that $\lambda \rightarrow-i q$, where $q$ is a real number with $|q|>q_{0}$.

Then there exists a sufficiently large $K \in \mathbb{N}$ such that for all $n \geq K$,

$$
\begin{align*}
& \exp \left\{\left|\operatorname{Im}\left(\lambda_{n}^{-1 / 2}\right)\right|\left|\sum_{j=1}^{n}\left(g_{j}, w\right)_{C_{a, b}^{\prime}} A_{j}\right|\right\}  \tag{49}\\
& \quad<\exp \left\{\frac{1}{\sqrt{2 q_{0}}}\|w\|_{C_{a, b}^{\prime}}\|a\|_{C_{a, b}^{\prime}}\right\}, \\
& \exp \left\{\left|\operatorname{Im}\left(\left(-\lambda_{n}\right)^{-1 / 2}\right)\right|\left|\sum_{j=1}^{n}\left(g_{j}, w\right)_{C_{a, b}^{\prime}} A_{j}\right|\right\}  \tag{50}\\
& \quad<\exp \left\{\frac{1}{\sqrt{2 q_{0}}}\|w\|_{C_{a, b}^{\prime}}\|a\|_{C_{a, b}^{\prime}}\right\} .
\end{align*}
$$

Proof. Let $\left\{\lambda_{n}\right\}_{n=1}^{\infty}=\left\{\alpha_{n}+i \beta_{n}\right\}_{n=1}^{\infty}$ be a sequence in $\mathbb{C}_{+}$such that $\lambda_{n} \rightarrow-i q$, and let $\Gamma_{q_{0}}$ be given by (47). Then, we observe that for each $n \in \mathbb{N}$,

$$
\begin{align*}
& \operatorname{Im}\left(\lambda_{n}^{-1 / 2}\right)=-\operatorname{sign}\left(\beta_{n}\right) \sqrt{\frac{\sqrt{\alpha_{n}^{2}+\beta_{n}^{2}}-\alpha_{n}}{2\left(\alpha_{n}^{2}+\beta_{n}^{2}\right)}} \\
& \operatorname{Im}\left(\left(-\lambda_{n}\right)^{-1 / 2}\right)=\operatorname{sign}\left(\beta_{n}\right) \sqrt{\frac{\sqrt{\alpha_{n}^{2}+\beta_{n}^{2}}+\alpha_{n}}{2\left(\alpha_{n}^{2}+\beta_{n}^{2}\right)}} \tag{51}
\end{align*}
$$

Since $\alpha_{n} \rightarrow 0$, there exists a sufficiently large $K_{1} \in \mathbb{N}$ such that for every $n \geq K_{1}, \lambda_{n} \in \operatorname{Int}\left(\Gamma_{q_{0}}\right)$ and

$$
\begin{align*}
\delta(q) & =\sup \left(\left\{\left|\operatorname{Im}\left(\lambda_{n}^{-1 / 2}\right)\right|: n \geq K_{1}\right\}\right. \\
& \left.\cup\left\{\left|\operatorname{Im}\left(\left(-\lambda_{n}\right)^{-1 / 2}\right)\right|: n \geq K_{1}\right\} \cup\left\{\frac{1}{\sqrt{2|q|}}\right\}\right) \\
& <\frac{1}{\sqrt{2 q_{0}}} \tag{52}
\end{align*}
$$

Also, there exists a positive real number $\varepsilon_{0}>1$ such that $\delta(q)<1 /\left(\varepsilon_{0} \sqrt{2 q_{0}}\right)$.

Let $\mathscr{G} \equiv\left\{g_{j}\right\}_{j=1}^{\infty}$ and $A_{j}$ be as in Section 2 above. Using Parseval's identity, we observe

$$
\begin{align*}
(w, a)_{C_{a, b}^{\prime}} & =\sum_{j=1}^{\infty}\left(w, g_{j}\right)_{C_{a, b}^{\prime}}\left(g_{j}, a\right)_{C_{a, b}^{\prime}} \\
& =\sum_{j=1}^{\infty}\left(w, g_{j}\right)_{C_{a, b}^{\prime}} A_{j} \tag{53}
\end{align*}
$$

for $w \in C_{a, b}^{\prime}[0, T]$. Also, using the Cauchy-Schwartz inequality, we have

$$
\begin{equation*}
-\varepsilon_{0}\|w\|_{C_{a, b}^{\prime}}\|a\|_{C_{a, b}^{\prime}}<(w, a)_{C_{a, b}^{\prime}}<\varepsilon_{0}\|w\|_{C_{a, b}^{\prime}}\|a\|_{C_{a, b}^{\prime}} \tag{54}
\end{equation*}
$$

Thus, there exists a sufficiently large $K_{2} \in \mathbb{N}$ such that for every $n \geq K_{2}$,

$$
\begin{equation*}
\left|\sum_{j=1}^{n}\left(g_{j}, w\right)_{C_{a, b}^{\prime}} A_{j}\right|<\varepsilon_{0}\|w\|_{C_{a, b}^{\prime}}\|a\|_{C_{a, b}^{\prime}} . \tag{55}
\end{equation*}
$$

Using these facts, we obtain the inequality (49) and (50).

Proposition 12. Let $q_{0}$ be a positive real number and let $F \in$ $\mathscr{F}_{q_{0}}^{*}$ be given by (36). Then for all real $q$ with $|q|>q_{0}$, the sequential $\mathscr{P}^{-f u n c t i o n ~ s p a c e ~ i n t e g r a l ~} \int_{C_{a, b}[0, T]}^{P_{q}} F(x) d^{\text {se }} x$ exists and is given by the formula

$$
\begin{equation*}
\int_{C_{a, b}[0, T]}^{P_{q}} F(x) d^{\text {se }} x=\int_{C_{a, b}^{\prime}[0, T]} \psi_{P}(-i q ; w) d f(w), \tag{56}
\end{equation*}
$$

where $\psi_{P}$ is given by (43) above.
Proof. Let $F$ be given by (36). First note that the equality in (36) holds for all $x \in C_{a, b}^{\prime}[0, T]$. Let $q$ be a real number with $|q|>q_{0}$, and let $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ be a sequence in $\mathbb{C}_{+}$which converges to -iq. Using (36), (19), (29), and the Fubini theorem, we obtain that for each $n=1,2, \ldots$,

$$
\begin{align*}
& \int_{C_{a, b}[0, T]} F\left(Z_{n}(x)\right) W_{n}^{+}\left(\lambda_{n} ; x\right) d \mu(x) \\
& =\int_{C_{a, b}^{\prime}[0, T]} \int_{C_{a, b}[0, T]} \exp \left\{i\left(w, Z_{n}(x)\right)_{C_{a, b}^{\prime}}^{\sim}\right\}  \tag{57}\\
& \times W_{n}^{+}\left(\lambda_{n} ; x\right) d \mu(x) d f(w) .
\end{align*}
$$

But, by (40) and (49), we know that the right hand side of (57) is dominated by (45) for all but a finite number of values of $n$. Next, using (57), (40) with $\lambda$ replaced with $\lambda_{n}$, the dominated convergence theorem, Parseval's relation, and (43), we obtain

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{C_{a, b}[0, T]} F\left(Z_{n}(x)\right) W_{n}^{+}\left(\lambda_{n} ; x\right) d \mu(x) \\
& =\int_{C_{a, b}^{\prime}[0, T]} \lim _{n \rightarrow \infty} \exp \left\{-\frac{1}{2 \lambda_{n}} \sum_{j=1}^{n}\left(w, g_{j}\right)_{C_{a, b}^{\prime}}^{2}\right. \\
& \\
& \left.+i \lambda_{n}^{-1 / 2} \sum_{j=1}^{n}\left(w, g_{j}\right)_{C_{a, b}^{\prime}} A_{j}\right\} d f(w) \\
& =\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{-\frac{i}{2 q}\|w\|_{C_{a, b}^{\prime}}^{2}\right.  \tag{58}\\
& \left.\quad+i(-i q)^{-1 / 2}(w, a)_{C_{a, b}^{\prime}}\right\} d f(w),
\end{align*}
$$

which concludes the proof of Proposition 12.
We establish our next proposition after careful examination of the proof of Proposition 12, and by using (30), (41), (44), and (50) instead of (29), (40), (43), and (49), respectively.

Proposition 13. Let $q_{0}$ and $F \in \mathscr{F}_{q_{0}}^{*}$ be as in Proposition 12. Then for all real $q$ with $|q|>q_{0}$, the sequential $\mathcal{N}$-function space integral $\int_{C_{a, b}[0, T]}^{N_{q}} F(x) d^{s e} x$ exists and is given by the formula

$$
\begin{equation*}
\int_{C_{a, b}[0, T]}^{N_{q}} F(x) d^{s e} x=\int_{C_{a, b}^{\prime}[0, T]} \psi_{N}(-i q ; w) d f(w) \tag{59}
\end{equation*}
$$

where $\psi_{N}$ is given by (44).

## 4. Sequential Function Space Transforms

In this section, we introduce two sequential transforms on the function space $C_{a, b}[0, T]$. We then establish that each of these transforms acts like an inverse transform of the other transform. Our definitions of the sequential transforms are based on the sequential function space integrals defined in Section 3 above.

Definition 14. Let $q$ be a nonzero real number. For $y \in$ $C_{a, b}[0, T]$, we define the sequential $\mathscr{P}$-function space transform $\mathscr{P}_{q}(F)$ of $F$ with parameter $q$ by the formula

$$
\begin{equation*}
\mathscr{P}_{q}(F)(y)=\int_{C_{a, b}[0, T]}^{P_{q}} F(y+x) d^{\text {se }} x \tag{60}
\end{equation*}
$$

if it exists. Also, we define the sequential $\mathcal{N}$-function space transform $\mathcal{N}_{q}(F)$ of $F$ with parameter $q$ by the formula

$$
\begin{equation*}
\mathcal{N}_{q}(F)(y)=\int_{C_{a, b}[0, T]}^{N_{q}} F(y+x) d^{\mathrm{se}} x \tag{61}
\end{equation*}
$$

if it exists.
In Theorem 15 below, we establish the existence of the sequential $\mathscr{P}$-function space transform of functionals in $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$.

Theorem 15. Let $q_{0}$ and $F \in \mathscr{F}_{q_{0}}^{*}$ be as in Proposition 12. Then for all real $q$ with $|q|>q_{0}$, the sequential $\mathscr{P}$-function space transform of $F, \mathscr{P}_{q}(F)$ exists and is an element of $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$ with associated measure $f_{q}^{P}$ defined by

$$
\begin{equation*}
f_{q}^{P}(E)=\int_{E} \psi_{P}(-i q ; w) d f(w), \quad E \in \mathscr{B}\left(C_{a, b}^{\prime}[0, T]\right) \tag{62}
\end{equation*}
$$

where $\psi_{P}$ is given by (43), $\mathscr{B}\left(C_{a, b}^{\prime}[0, T]\right)$ is the Borel $\sigma$-algebra, and $f$ is the associated measure of $F$ by (36). Furthermore, one sees that for s-a.e. $y \in C_{a, b}[0, T]$ and all $y \in C_{a, b}^{\prime}[0, T]$,

$$
\begin{align*}
\mathscr{P}_{q} & (F)(y) \\
& =\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{i(w, y)_{C_{a, b}^{\prime}}^{\sim}\right\} \psi_{P}(-i q ; w) d f(w)  \tag{63}\\
& =\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{i(w, y)_{C_{a, b}^{\prime}}^{\sim}\right\} d f_{q}^{P}(w),
\end{align*}
$$

with

$$
\begin{align*}
\left\|f_{q}^{P}\right\| & <\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{\frac{1}{\left.\sqrt{2 q_{0}}\|w\|_{C_{a, b}^{\prime}}\|a\|_{C_{a, b}^{\prime}}\right\} d|f|(w)}\right.  \tag{64}\\
& <+\infty .
\end{align*}
$$

Proof. Let $F$ be given by (36), and for a real $q$ with $|q|>$ $q_{0}$, let $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ be a sequence in $\mathbb{C}_{+}$which converges to -iq. Proceeding as in the proof of Proposition 12, we obtain that for s-a.e. $y \in C_{a, b}[0, T]$ and all $y \in C_{a, b}^{\prime}[0, T]$,

$$
\begin{align*}
& \mathscr{P}_{q}(F)(y) \\
& =\lim _{n \rightarrow \infty} \int_{C_{a, b}[0, T]} F\left(y+Z_{n}(x)\right) W_{n}^{+}\left(\lambda_{n} ; x\right) d \mu(x) \\
& =\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{i(w, y)_{C_{a, b}^{\prime}}^{\sim}\right\} \\
& \quad \times \lim _{n \rightarrow \infty} \exp \left\{-\frac{1}{2 \lambda_{n}} \sum_{j=1}^{n}\left(w, g_{j}\right)_{C_{a, b}^{\prime}}^{2}\right.  \tag{65}\\
& \left.\quad+i \lambda_{n}^{-1 / 2} \sum_{j=1}^{n}\left(w, g_{j}\right)_{C_{a, b}^{\prime}} A_{j}\right\} d f(w) \\
& = \\
& =\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{i(w, y)_{C_{a, b}^{\prime}}\right\} \psi_{P}(-i q ; w) d f(w) .
\end{align*}
$$

Given $q$ with $|q|>q_{0}$, let the set function $f_{q}^{P}$ : $\mathscr{B}\left(C_{a, b}^{\prime}[0, T]\right) \rightarrow \mathbb{C}$ be given by (62). Then, by the definition of the class $\mathscr{F}_{q_{0}}^{*}$, the inequality (64) holds. From this, we see that $f_{q}^{P}$ belongs to $\mathscr{M}\left(C_{a, b}^{\prime}[0, T]\right)$ and that $\mathscr{P}_{q}(F)$ can be expressed as the third expression of (63) for s-a.e. $y \in$ $C_{a, b}[0, T]$ and all $y \in C_{a, b}^{\prime}[0, T]$. Thus, we conclude the proof of Theorem 15.

In Theorem 16 below, we also establish the existence of the sequential $\mathcal{N}$-function space transform of functionals in $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$.

Theorem 16. Let $q_{0}$ and $F \in \mathscr{F}_{q_{0}}^{*}$ be as in Proposition 12. Then for all real $q$ with $|q|>q_{0}$, the sequential $\mathcal{N}$-function space transform of $F, \mathcal{N}_{q}(F)$ exists and is an element of $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$ with associated measure $f_{q}^{N}$ defined by

$$
\begin{equation*}
f_{q}^{N}(E)=\int_{E} \psi_{N}(-i q ; w) d f(w), \quad E \in \mathscr{B}\left(C_{a, b}^{\prime}[0, T]\right) \tag{66}
\end{equation*}
$$

where $\psi_{N}$ is given by (44) and $f$ is the associated measure of $F$ by (36). Furthermore, one sees that for s-a.e. $y \in C_{a, b}[0, T]$ and all $y \in C_{a, b}^{\prime}[0, T]$,

$$
\begin{align*}
& \mathcal{N}_{q}(F)(y) \\
& \quad=\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{i(w, y)_{C_{a, b}^{\prime}}^{\sim}\right\} \psi_{N}(-i q ; w) d f(w)  \tag{67}\\
& \quad=\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{i(w, y)_{C_{a, b}^{\prime}}^{\sim}\right\} d f_{q}^{N}(w) \tag{74}
\end{align*}
$$

Thus, $F_{h, \tau}$ is an element of $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$.
Suppose that for a fixed positive real number $q_{0}>0$,

$$
\int_{\mathbb{R}} \exp \left\{\left(2 q_{0}\right)^{-1 / 2}\|h\|_{C_{a, b}^{\prime}}\|a\|_{C_{a, b}^{\prime}}|v|\right\} d|\tau|(v)<+\infty
$$

It is easy to show that condition (74) is equivalent to condition (45) above. Thus, applying Theorems 15 and 16, the sequential function space transforms $\mathscr{P}_{q}\left(F_{h, \tau}\right)$ and $\mathcal{N}_{q}\left(F_{h, \tau}\right)$ of $F_{h, \tau}$ exist for all $q \in \mathbb{R}$ with $|q|>q_{0}$ if the complex measure $\tau$ corresponding to $F_{h, \tau}$ satisfies condition (74).

Next, we present functionals $F_{h, \tau}$ in $\mathscr{F}^{*}\left(C_{a, b}[0, T]\right)$ whose associated measures satisfy the condition (74).

Example 18. Let $S: C_{a, b}^{\prime}[0, T] \rightarrow C_{a, b}^{\prime}[0, T]$ be the linear operator defined by $S w(t)=\int_{0}^{t} w(s) d b(s)$. Then, the adjoint operator $S^{*}$ of $S$ is given by $S^{*} w(t)=\int_{0}^{t}(w(T)-w(s)) d b(s)$. Using an integration by parts formula, we have

$$
\begin{equation*}
\left(S^{*} b, x\right)_{\mathrm{C}_{a, b}^{\prime}}^{\sim}=\int_{0}^{T} x(t) d b(t) . \tag{75}
\end{equation*}
$$

Given real numbers $m$ and $\sigma^{2}$ with $\sigma^{2}>0$, let $\tau_{m, \sigma^{2}}$ be the Gaussian measure given by

$$
\begin{array}{r}
\tau_{m, \sigma^{2}}(B)=\left(2 \pi \sigma^{2}\right)^{-1 / 2} \int_{B} \exp \left\{-\frac{(v-m)^{2}}{2 \sigma^{2}}\right\} d v  \tag{76}\\
B \in \mathscr{B}(\mathbb{R}) .
\end{array}
$$

Then $\tau_{m, \sigma^{2}} \in \mathscr{M}(\mathbb{R})$ and

$$
\begin{align*}
\widehat{\tau_{m, \sigma^{2}}}(u) & =\int_{\mathbb{R}} \exp \{i u v\} d \tau_{m, \sigma^{2}}(v)  \tag{77}\\
& =\exp \left\{-\frac{1}{2} \sigma^{2} u^{2}+i m u\right\}, u \in \mathbb{R}
\end{align*}
$$

The complex measure $\tau_{m, \sigma^{2}}$ given by (76) satisfies condition (74) for all real $q_{0}>0$. Thus, we can apply the results in Section 4 to the functional of the form

$$
\begin{align*}
& F_{h, \tau_{m, \sigma^{2}}}(x) \\
& \quad=\widehat{\tau_{m, \sigma^{2}}}\left((h, x)_{C_{a, b}^{\prime}}^{\sim}\right)  \tag{78}\\
& \quad=\exp \left\{-\frac{1}{2} \sigma^{2}\left[(h, x)_{C_{a, b}^{\prime}}^{\sim}\right]^{2}+i m(h, x)_{C_{a, b}^{\prime}}^{\sim}\right\} .
\end{align*}
$$

We note that $F_{h, \tau_{m, o^{2}}} \in \cup_{q_{0}>0} \mathscr{F}_{q_{0}}^{*}$ and so that for every $q \in \mathbb{R}-\{0\}$, the sequential transforms of $F_{h, \tau_{m, \sigma^{2}}}, \mathscr{P}_{q}\left(F_{h, \tau_{m, \sigma^{2}}}\right)$, and $\mathcal{N}_{q}\left(F_{h, \tau_{m, c^{2}}}\right)$ exist and are elements of $\mathscr{F}\left(C_{a, b}[0, T]\right)$ by Theorems 15 and 16 above. Furthermore, we have that

$$
\begin{equation*}
\mathcal{N}_{-q}\left(\mathscr{P}_{q}\left(F_{h, \tau_{m, \sigma^{2}}}\right)\right) \cong F_{h, \tau_{m, \sigma^{2}}} \tag{79}
\end{equation*}
$$

for all real $q \in \mathbb{R}-\{0\}$ by Theorem 17. In fact, by a simple calculation, we obtain that for all $q \in \mathbb{R}-\{0\}$,

$$
\begin{aligned}
& \mathscr{P}_{q}\left(F_{h, \tau_{m, \sigma^{2}}}\right)(y) \\
&= \int_{\mathbb{R}} \exp \left\{i(h, y)_{C_{a, b}^{\prime}}^{\sim} v-\frac{i}{2 q}\|h\|_{C_{a, b}^{\prime}}^{2} v^{2}\right. \\
&\left.\quad+i(-i q)^{-1 / 2}(h, a)_{C_{a, b}^{\prime}} v\right\} d \tau_{m, \sigma^{2}}(v),
\end{aligned}
$$

$$
\begin{align*}
& \mathcal{N}_{-q}\left(F_{h, \tau_{m, \sigma^{2}}}\right)(y) \\
&=\int_{\mathbb{R}} \exp \left\{i(h, y)_{C_{a, b}^{\prime}}^{\sim} v+\frac{i}{2 q}\|h\|_{C_{a, b}^{\prime}}^{2} v^{2}\right. \\
&\left.\quad-i(-i q)^{-1 / 2}(h, a)_{C_{a, b}^{\prime}} v\right\} d \tau_{m, \sigma^{2}}(v) \tag{80}
\end{align*}
$$

for s-a.e. $y \in C_{a, b}[0, T]$ and all $y \in C_{a, b}^{\prime}[0, T]$.
In particular, if we choose $h=S^{*} b, m=0$, and $\sigma^{2}=2$ in (78), we have

$$
\begin{equation*}
F_{S^{*} b, \tau_{0,2}}(x)=\exp \left\{-\left(\int_{0}^{T} x(t) d b(t)\right)^{2}\right\} . \tag{81}
\end{equation*}
$$

Example 19. The functional

$$
\begin{equation*}
F_{\delta_{S^{*} b}}(x)=\exp \left\{i \int_{0}^{T} x(t) d b(t)\right\}, \quad x \in C_{a, b}[0, T] \tag{82}
\end{equation*}
$$

also is a functional under our consideration because

$$
\begin{align*}
F_{\delta_{S^{*} b}}(x) & =\exp \left\{i\left(S^{*} b, x\right)_{C_{a, b}^{\prime}}^{\sim}\right\} \\
& =\int_{C_{a, b}^{\prime}[0, T]} \exp \left\{i(w, x)_{C_{a, b}^{\prime}}^{\sim}\right\} d \delta_{S^{*} b}(w), \tag{83}
\end{align*}
$$

where $\delta_{\delta_{S^{*} b}}$ is the Dirac measure concentrated at $S^{*} b$ in $C_{a, b}^{\prime}[0, T]$. The Dirac measure $\delta_{\delta_{S^{*} b}}$ also satisfies condition (45) for all real $q_{0}>0$; that is, $F_{\delta_{S^{*} b}} \in \cup_{q_{0}>0} \mathscr{F}_{q_{0}}^{*}$.

## 5. Concluding Remarks

In this section, we examine certain aspects among the generalized analytic Fourier-Feynman transform [12, 13], the generalized integral transform $[15,16]$, and the sequential transforms for functionals on $C_{a, b}[0, T]$. As possible, we adopt the definitions and notation of $[11-13,15,16]$ for the (generalized) analytic Fourier-Feynman transform and the (generalized) integral transform.

A major goal of the authors in $[12,13,15,16]$ was to generalize the concepts of the analytic Fourier-Feynman transform and the integral transform of the functionals of paths for the generalized Brownian motion process.

In $[5,6]$, the authors obtained the existence of the $L_{2}$ analytic Fourier-Feynman transform $T_{q}^{(2)}(F)$ for several large classes of functionals $F$ on Wiener space $C_{0}[0, T]$. In particular, they showed that for all real $q \neq 0$,

$$
\begin{equation*}
T_{-q}^{(2)}\left(T_{q}^{(2)}(F)\right)(y)=F(y) \tag{84}
\end{equation*}
$$

for s-a.e. $y \in C_{0}[0, T]$. Thus, $L_{2}$ analytic Fourier-Feynman transform " $T_{q}^{(2) "}$ with parameter $q$ has the inverse transform " $T_{-q}^{(2) " . ~ H o w e v e r, ~ i n ~ v i e w ~ o f ~ t h e ~ r e s u l t s ~ i n ~[12, ~ 13], ~(84) ~}$ does not hold for functionals $F$ on $C_{a, b}[0, T]$. As mentioned in Section 1, the existence of an inverse generalized Fourier-Feynman transform on $C_{a, b}[0, T]$ has not yet been
established. It is not easy to verify the existence of the inverse generalized Fourier-Feynman transform because the generalized Brownian motion process has a drift term $a(t)$.

In $[9,10]$, the authors studied the integral transform of functionals $F$ in $L_{2}\left(C_{0}[0, T]\right)$. They showed that for $F \in$ $L_{2}\left(C_{0}[0, T]\right)$ and nonzero complex numbers $\alpha$ and $\beta$ with $|\beta| \leq 1, \beta \neq \pm 1, \operatorname{Re}\left(1-\beta^{2}\right)>0, \alpha=\sqrt{1-\beta^{2}}$, and $-\pi / 4<\arg (\alpha)<\pi / 4$,

$$
\begin{equation*}
\mathscr{F}_{\alpha^{\prime}, 1 / \beta} \mathscr{F}_{\alpha, \beta} F(y)=F(y), \quad y \in C_{0}[0, T] \tag{85}
\end{equation*}
$$

where $\alpha^{\prime}=\sqrt{1-1 / \beta^{2}}$. That is to say, " $\mathscr{F}_{\alpha, \beta}^{-1}$ " is given by " $\mathscr{F}_{i \alpha / \beta, 1 / \beta}$ ". In [16], Chang et al. presented a version of inverse transform of the generalized integral transform $\mathscr{F}_{\alpha, \beta}$ as follows: for appropriate functionals $F$ on $K_{a, b}[0, T]$, the complexification of $C_{a, b}[0, T]$,

$$
\begin{equation*}
\mathscr{F}_{-i \alpha, 1} \mathscr{F}_{i \alpha, 1} \mathscr{F}_{-\alpha / \beta, 1 / \beta} \mathscr{F}_{\alpha, \beta} F(y)=F(y) \tag{86}
\end{equation*}
$$

for $y \in K_{a, b}[0, T]$; that is,

$$
\begin{equation*}
\mathscr{F}_{\alpha, \beta}^{-1}=\mathscr{F}_{-i \alpha, 1} \mathscr{F}_{i \alpha, 1} \mathscr{F}_{-\alpha / \beta, 1 / \beta} . \tag{87}
\end{equation*}
$$

But they pointed out that for any nonzero complex numbers $\alpha_{1}, \alpha_{2}, \beta_{1}$ and $\beta_{2}$, there are no nonzero complex numbers $\alpha^{\prime}$, and $\beta^{\prime}$ such that

$$
\begin{equation*}
\mathscr{F}_{\alpha_{1}, \beta_{1}} \mathscr{F}_{\alpha_{2}, \beta_{2}}=\mathscr{F}_{\alpha^{\prime}, \beta^{\prime}} . \tag{88}
\end{equation*}
$$

Hence, the inverse generalized integral transform, $\mathscr{F}_{\alpha, \beta}^{-1}$, cannot be expressed as a simple integral transform.

Let us return to the singular integral transforms discussed in this paper. Theorem 17 tells us that the sequential function space transforms $\mathscr{P}_{q}$ and $\mathscr{N}_{q}$ have inverse transforms $\mathscr{P}_{q}^{-1}=$ $\mathcal{N}_{-q}$ and $\mathscr{N}_{q}^{-1}=\mathscr{P}_{-q}$, respectively. By choosing $a(t) \equiv 0$ and $b(t)=t$ on $[0, T]$, the function space $C_{a, b}[0, T]$ reduces to the Wiener space $C_{0}[0, T]$ and the sequential transforms $\mathscr{P}_{q}$ and $\mathcal{N}_{q}$ coincide.

Let $F$ be as in Theorem 15. Then, by the definition of the $L_{2}$ generalized analytic Fourier-Feynman transform, we can see that $T_{q}^{(2)}(F)$ of $F$ exists and

$$
\begin{equation*}
T_{q}^{(2)}(F)(y)=\mathscr{P}_{q}(F)(y) \tag{89}
\end{equation*}
$$

for s-a.e. $y \in C_{a, b}[0, T]$ and all $y \in C_{a, b}^{\prime}[0, T]$. This fact tells us that the sequential $\mathcal{N}$-function space transform $\mathcal{N}_{-q}$ plays a prominent role as an inverse transform of the generalized analytic Fourier-Feynman transform $T_{q}^{(2)}$.
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