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#### Abstract

This paper introduces the stability and convergence of two-step Runge-Kutta methods with compound quadrature formula for solving nonlinear Volterra delay integro-differential equations. First, the definitions of ( $k, l$ )-algebraically stable and asymptotically stable are introduced; then the asymptotical stability of a $(k, l)$-algebraically stable two-step Runge-Kutta method with $0<k<1$ is proved. For the convergence, the concepts of $D$-convergence, diagonally stable, and generalized stage order are firstly introduced; then it is proved by some theorems that if a two-step Runge-Kutta method is algebraically stable and diagonally stable and its generalized stage order is $p$, then the method with compound quadrature formula is $D$-convergent of order at least min $\{p, \nu\}$, where $v$ depends on the compound quadrature formula.


## 1. Introduction

Volterra delay integro-differential equations (VDIDEs) arise widely in the mathematical modeling of physical and biological phenomena. Significant advances in the theoretical analysis and in the numerical analysis for these problems have been made in the last few decades (see, e.g., $[1,2]$ ). For the case of linear stability and convergence for these equations, numerical time-integration techniques of one-step collocation and Runge-Kutta type were investigated in [3-8]. Linear multistep-based methods were studied in [9-12]. De la Sen and Luo studied the uniform exponential stability of a wide class of linear time-delay systems in [13]; De la Sen considered the stability of impulsive time-varying systems in [14].

For the case of nonlinear stability and convergence, stability results were obtained in $[15,16]$, where the authors investigated the nonlinear stability of continuous RungeKutta methods, discrete Runge-Kutta methods, and backward differentiation (BDF) methods, respectively. However, most of these important results are based on the classical Lipschitz conditions, while the classical Lipschitz conditions are
so strong that there are few equations satisfying them. Most of the Volterra delay integro-differential equations satisfy the one-sided Lipschitz condition, while the studies focusing on the stability and convergence of the numerical method for nonlinear VDIDEs based on a one-sided Lipschitz condition have not yet been seen in the literature. By means of a onesided Lipschitz condition, we will discuss the stability and convergence of two-step Runge-Kutta (TSRK) methods for nonlinear VDIDEs in the present paper.

The paper is organized as follows. In Section 2, a fairly general class of VDIDEs is defined. We present a stability criterion for such problems, which generalizes the criteria in the above references. A class of two-step Runge-Kutta methods is also derived for solving VDIDEs. They are obtained by compound quadrature rules. In Sections 3 and 4, nonlinear stability and convergence of TSRK method for NDDEs are derived and proved. In Section 5 we present some numerical examples in order to illustrate the nonlinear stability and convergence of a two-step Runge-Kutta method. These numerical results show that the new methods are quite effective.

## 2. A Class of VDIDES and the Two-Step Runge-Kutta Methods

It is the purpose of this paper to investigate the nonlinear stability and convergence properties of the following initialvalue problem VDIDEs:

$$
\begin{gather*}
y^{\prime}(t)=f\left(t, y(t), y(t-\tau), \int_{t-\tau}^{t} g(t, v, y(v)) d v\right) \\
t \in[0, \mathrm{~T}]  \tag{1}\\
y(t)=\varphi(t), \quad t \in[-\tau, 0]
\end{gather*}
$$

where $f, g$, and $\varphi$ are smooth enough such that (1) has a unique solution $y(t)$ and $\tau$ is a positive delay term. We assume that there exist some inner product $\langle\cdot, \cdot\rangle$ and the induced norm $\|\cdot\|$ in $C^{N}$, such that $\varphi:[-\tau, 0] \rightarrow C^{N}$ and $f:$ $[0, \mathrm{~T}] \times C^{N} \times C^{N} \times C^{N} \rightarrow C^{N}$ satisfy the following conditions:

$$
\begin{equation*}
\operatorname{Re}\left\langle f\left(t, u_{1}, v, w\right)-f\left(t, u_{2}, v, w\right), u_{1}-u_{2}\right\rangle \leq \alpha\left\|u_{1}-u_{2}\right\|^{2} \tag{2}
\end{equation*}
$$

$$
\begin{align*}
&\left\|f\left(t, u, v_{1}, w_{1}\right)-f\left(t, u, v_{2}, w_{2}\right)\right\| \leq \beta\left\|v_{1}-v_{2}\right\|  \tag{3}\\
&+\sigma\left\|w_{1}-w_{2}\right\| \\
&\left\|g\left(t, v, u_{1}\right)-g\left(t, v, u_{2}\right)\right\| \leq \gamma\left\|u_{1}-u_{2}\right\|, \quad(t, v) \in D \tag{4}
\end{align*}
$$

for $t \in[0, \mathrm{~T}], D=\{(t, v): t \in[0, \mathrm{~T}), v \in[t-\tau, t]\}$, and for all $u_{1}, u_{2}, v_{1}, v_{2}, w_{1}, w_{2} \in C^{N}(-\alpha), \beta, \sigma$, and $\gamma$ are nonnegative constants.

Throughout this paper, we assume that (1) has unique solution $y(t)$ and denote the problem class $R(\alpha, \beta, \sigma, \gamma)$ that consist problem of type (1) with (2)-(4). In order to make the error analysis feasible, we always assume that (1) has a unique solution $y(t)$ which is sufficiently differentiable and satisfies

$$
\begin{equation*}
\left\|\frac{d^{i} y(t)}{d t^{i}}\right\| \leq M_{i}, \quad i=1,2, \ldots, t \in[-\tau, T] \tag{5}
\end{equation*}
$$

For function $g(t, \theta, y(\theta))$, we make the following assumptions, unless otherwise stated; all its partial derivatives used later exist and satisfy the following:

$$
\begin{equation*}
\left\|\frac{\partial^{i} g(t, \theta, y(\theta))}{\partial \theta^{i}}\right\| \leq N_{i}, \quad t \in[0, T], \theta \in[-\tau, T] \tag{6}
\end{equation*}
$$

Many numerical methods have been proposed for the numerical solution of (1).

In this paper, we are concerned with two-step RungeKutta (TSRK) methods of the form

$$
\begin{gather*}
Y_{i}^{(n)}=y_{n}+h \sum_{j=1}^{s} a_{i j} f\left(t_{n}+c_{j} h, Y_{j}^{(n)}\right), \quad i=1,2, \ldots, s,  \tag{7a}\\
Y_{i}^{(n-1)}=y_{n-1}+h \sum_{j=1}^{s} a_{i j} f\left(t_{n-1}+c_{j} h, Y_{j}^{(n-1)}\right),  \tag{7b}\\
i=1,2, \ldots, s, \\
y_{n+1}=(1-\theta) y_{n}+\theta y_{n-1}+h \sum_{i=1}^{s} b_{i} f\left(t_{n}+c_{i} h, Y_{i}^{(n)}\right) \\
+h \sum_{i=1}^{s} \widetilde{b}_{i} f\left(t_{n-1}+c_{i} h, Y_{i}^{(n-1)}\right) \tag{7c}
\end{gather*}
$$

where $\sum_{i=1}^{s} b_{i}+\sum_{i=1}^{s} \widetilde{b}_{i}=1+\theta, c_{i}=\sum_{j=1}^{s} a_{i j}, h=\tau / m$ is a stepsize, $m$ is an arbitrarily given positive integer, and $0 \leq \theta \leq$ 1. The above methods are studied in [17]. Now we consider the adaptation of the two-step Runge-Kutta method to (1):

$$
Y_{i}^{(n)}=y_{n}+h \sum_{j=1}^{s} a_{i j} f\left(t_{n}+c_{j} h, Y_{j}^{(n)}, \bar{Y}_{j}^{(n)}, \widetilde{Y}_{j}^{(n)}\right)
$$

$$
i=1,2, \ldots, s
$$

$$
\begin{align*}
Y_{i}^{(n-1)}= & y_{n-1}  \tag{8a}\\
& +h \sum_{j=1}^{s} a_{i j} f\left(t_{n-1}+c_{j} h, Y_{j}^{(n-1)}, \bar{Y}_{j}^{(n-1)}, \widetilde{Y}_{j}^{(n-1)}\right),
\end{align*}
$$

$$
\begin{align*}
y_{n+1}= & (1-\theta) y_{n} \\
& +\theta y_{n-1}+h \sum_{i=1}^{s} b_{i} f\left(t_{n}+c_{i} h, Y_{i}^{(n)}, \bar{Y}_{i}^{(n)}, \widetilde{Y}_{i}^{(n)}\right)  \tag{8c}\\
& +h \sum_{i=1}^{s} \widetilde{b}_{i} f\left(t_{n-1}+c_{i} h, Y_{i}^{(n-1)}, \bar{Y}_{i}^{(n-1)}, \widetilde{Y}_{i}^{(n-1)}\right) .
\end{align*}
$$

$$
\begin{equation*}
i=1,2, \ldots, s \tag{8b}
\end{equation*}
$$

In particular, $y_{0}=\varphi(0), y_{n}$ is the numerical approximation at $t_{n}=n h$ to the analytic solution $y\left(t_{n}\right)$, the argument $\bar{Y}_{j}^{(n)}=$ $Y_{j}^{(n-m)}$ denotes an approximation to $y\left(t_{n}+c_{j} h-\tau\right)$, and the argument $\widetilde{Y}_{j}^{(n)}$ denotes an approximation to $\int_{t_{n}+c_{j} h-\tau}^{t_{n}+c_{j} h} g\left(t_{n}+\right.$ $\left.c_{j} h, \xi, y(\xi)\right) d \xi$ which are obtained by a convergent compound quadrature (CQ) formula:

$$
\begin{array}{r}
\widetilde{Y}_{j}^{(n)}=h \sum_{q=0}^{m} \widetilde{p}_{q} g\left(t_{n}+c_{j} h, t_{n-q}+c_{j} h, Y_{j}^{(n-q)}\right),  \tag{9}\\
j=1,2, \ldots, s,
\end{array}
$$

using values $Y_{j}^{(n-q)}=\varphi\left(t_{n-q}+c_{j} h\right)$ with $n \leq q, t_{n-q}+c_{j} h \leq 0$.

The class of Runge-Kutta methods with CQ formula has been applied to delay-integro-differential equations by many authors (c.f. [18, 19]). For the CQ formula (9), we usually adopt the repeated trapezoidal rule, the repeated Simpson's rule, or the repeated Newton-cotes rule, and so forth, denote $\eta=\max \left\{\tilde{p}_{0}, \tilde{p}_{1}, \ldots, \tilde{p}_{m}\right\}$. It should be pointed out that the adopted quadrature formula (9) is only a class of quadrature formula for $\tilde{Y}_{i}^{(n)}$, there also exist some other types of quadrature formula, such as Pouzet quadrature (PQ) formula and the quadrature formula based on Laguerre-Radau interpolations [20,21]. It is the aim of our future research to investigate the adaptation of PQ formula and the quadrature formula based on Laguerre-Radau interpolations to VDIDEs.

## 3. The Nonlinear Stability Analysis

In this section, we will investigate the stability of the twostep Runge-Kutta methods for VDIDEs. In order to consider the stability property, we also need to consider the perturbed problem of (1):

$$
\begin{gather*}
z^{\prime}(t)=f\left(t, z(t), z(t-\tau), \int_{t-\tau}^{t} g(t, \xi, z(\xi)) d \xi\right), \\
t \in[0, \mathrm{~T}]  \tag{10}\\
z(t)=\psi(t), \quad t \in[-\tau, 0],
\end{gather*}
$$

where $\psi:[-\tau, 0] \rightarrow C^{N}$ is a given continuous function. The unique exact solution of the problem (10) is denoted as $z(t)$.

Applying the two-step Runge-Kutta method (7a)-(7c) to (10) leads to

$$
\begin{array}{r}
Z_{i}^{(n)}=z_{n}+h \sum_{j=1}^{s} a_{i j} f\left(t_{n}+c_{j} h, Z_{j}^{(n)}, \bar{Z}_{j}^{(n)}, \widetilde{Z}_{j}^{(n)}\right), \\
i=1,2, \ldots, s
\end{array}
$$

$$
\begin{align*}
& Z_{i}^{(n-1)}=z_{n-1}  \tag{11a}\\
& \quad+h \sum_{j=1}^{s} a_{i j} f\left(t_{n-1}+c_{j} h, Z_{j}^{(n-1)}, \bar{Z}_{j}^{(n-1)}, \widetilde{Z}_{j}^{(n-1)}\right), \\
&  \tag{11b}\\
& \quad i=1,2, \ldots, s,
\end{align*}
$$

$$
\begin{align*}
z_{n+1}= & (1-\theta) z_{n}+\theta z_{n-1}  \tag{110}\\
& +h \sum_{i=1}^{s} b_{i} f\left(t_{n}+c_{i} h, Z_{i}^{(n)}, \bar{Z}_{i}^{(n)}, \widetilde{Z}_{i}^{(n)}\right) \\
& +h \sum_{i=1}^{s} \widetilde{b}_{i} f\left(t_{n-1}+c_{i} h, Z_{i}^{(n-1)}, \bar{Z}_{i}^{(n-1)}, \widetilde{Z}_{i}^{(n-1)}\right) \tag{11c}
\end{align*}
$$

where $z_{n}$ and $Z_{i}^{(n)}$ denote approximations to $z\left(t_{n}\right)$ and $z\left(t_{n}+\right.$ $\left.c_{i} h\right)$, respectively; the argument $\widetilde{Z}_{j}^{(n)}$ denotes an approximation to $\int_{t_{n}+c_{j} h-\tau}^{t_{n}+c_{j} h} g\left(t_{n}+c_{j} h, \xi, z(\xi)\right) d \xi$ which are obtained by a convergent compound quadrature (CQ) formula:

$$
\begin{array}{r}
\widetilde{Z}_{i}^{(n)}=h \sum_{q=0}^{m} \widetilde{p}_{q} g\left(t_{n}+c_{i} h, t_{n-q}+c_{i} h, Z_{i}^{(n-q)}\right),  \tag{12}\\
i=1,2, \ldots, s,
\end{array}
$$

and $\bar{Z}_{j}^{(n)}=Z_{j}^{(n-m)}$ denotes an approximation to $z\left(t_{n}+c_{j} h-\tau\right)$, and $z_{n}=\psi\left(t_{n}\right)$ for $n=0$,

$$
\begin{equation*}
Z_{i}^{(n-q)}=\psi\left(t_{n-q}+c_{i} h\right), \quad \text { for } t_{n-q}+c_{i} h \leq 0 \tag{13}
\end{equation*}
$$

3.1. Some Concepts. For the stability analysis, we need the compound quadrature formula (9) that satisfies the following condition:

$$
\begin{equation*}
h^{2}(m+1)^{2} \sum_{q=0}^{m}\left|\widetilde{p}_{q}\right|^{2}<\widetilde{p}^{2} \tag{14}
\end{equation*}
$$

where $\widetilde{p}$ is a positive constant.
Let

$$
\begin{gather*}
w_{n}=y_{n}-z_{n}, \\
W_{j}^{(n)}=Y_{j}^{(n)}-Z_{j}^{(n)}, \quad \widetilde{W}_{j}^{(n)}=\widetilde{Y}_{j}^{(n)}-\widetilde{Z}_{j}^{(n)}, \\
Q_{j}^{(n)}=h\left[f\left(t_{n}+c_{j} h, Y_{j}^{(n)}, \bar{Y}_{j}^{(n)}, \widetilde{Y}_{j}^{(n)}\right)\right.  \tag{15}\\
\left.-f\left(t_{n}+c_{j} h, Z_{j}^{(n)}, \bar{Z}_{j}^{(n)}, \widetilde{Z}_{j}^{(n)}\right)\right], \\
\quad j=1,2, \ldots, s
\end{gather*}
$$

It follows from (8a)-(8c) and (11a)-(11c) that

$$
\begin{gather*}
W_{i}^{(n)}=w_{n}+\sum_{j=1}^{s} a_{i j} Q_{j}^{(n)}, \quad i=1,2, \ldots, s  \tag{16a}\\
W_{i}^{(n-1)}=w_{n-1}+\sum_{j=1}^{s} a_{i j} Q_{j}^{(n-1)}, \quad i=1,2, \ldots, s  \tag{16b}\\
w_{n+1}=  \tag{16c}\\
(1-\theta) w_{n}+\theta w_{n-1}+\sum_{i=1}^{s} b_{i} Q_{i}^{(n)} \\
+\sum_{i=1}^{s} \widetilde{b}_{i} Q_{i}^{(n-1)} .
\end{gather*}
$$

Now we will write the $s$-stage TSRK methods (7a)-(7c) as a general linear method.

Let $V_{i}^{(n)}=\left(W_{i}^{(n)^{\mathrm{T}}}, W_{i}^{(n-1)^{\mathrm{T}}}\right)^{\mathrm{T}}$ be the internal stages and $\mu_{n}=\left(w_{n+1}^{\mathrm{T}}, w_{n}^{\mathrm{T}}\right)^{\mathrm{T}}$ the external vectors and $P_{i}^{(n)}=\left(Q_{i}^{(n)^{\mathrm{T}}}\right.$, $\left.Q_{i}^{(n-1)^{\mathrm{T}}}\right)^{\mathrm{T}}$. Then we have a $2(s+1)$-stage partitioned general linear method:

$$
\begin{align*}
& V_{i}^{(n)}=\sum_{j=1}^{s} C_{i j}^{11} P_{i}^{(n)}+\sum_{j=1}^{s} C_{i j}^{12} \mu_{n}, \quad i=1,2, \ldots, s,  \tag{17a}\\
& \mu_{n+1}=\sum_{j=1}^{s} C_{i j}^{21} P_{i}^{(n)}+\sum_{j=1}^{s} C_{i j}^{22} \mu_{n}, \quad i=1,2, \ldots, s, \tag{17b}
\end{align*}
$$

where $C_{i j}^{11}=a_{i j}, i, j=1,2, \cdots, s, C_{i j}^{11}=0, i=1,2, \cdots, s, j=$ $s+1, s+2, \cdots, 2 s, C_{i j}^{11}=0, i=s+1, s+2, \cdots, 2 s, j=1,2, \cdots, s$, $C_{i j}^{11}=a_{i j}, i, j=s+1, s+2, \cdots, 2 s, C_{i j}^{12}=1, i, j=1,2, \cdots, s$, $C_{i j}^{12}=0, i=1,2, \cdots, s, j=s+1, s+2, \cdots, 2 s, C_{i j}^{12}=0, i=s+$ $1, s+2, \cdots, 2 s, j=1,2, \cdots, s, C_{i j}^{12}=1, i, j=s+1, s+2, \cdots, 2 s$, $C_{i j}^{21}=b_{j}, i, j=1,2, \cdots, s, C_{i j}^{21}=\widetilde{b}_{j}, i=1,2, \cdots, s, j=s+$ $1, s+2, \cdots, 2 s, C_{i j}^{21}=0, i=s+1, s+2, \cdots, 2 s, j=1,2, \cdots, s$,
$C_{i j}^{21}=0, i, j=s+1, s+2, \cdots, 2 s, C_{i j}^{22}=1-\theta, i, j=1,2, \cdots, s$, $C_{i j}^{22}=\theta, i=1,2, \cdots, s, j=s+1, s+2, \cdots, 2 s, C_{i j}^{22}=1, i=$ $s+1, s+2, \cdots, 2 s, j=1,2, \cdots, s, C_{i j}^{22}=0, i, j=s+1, s+$ $2, \cdots, 2 s$, and $A=\left(a_{i j}\right), e=(1,1, \ldots 1), b=\left(b_{1}, b_{2}, \ldots, b_{s}\right)$, $\widetilde{b}=\left(\widetilde{b}_{1}, \widetilde{b}_{2}, \ldots, \widetilde{b}_{s}\right)$.

We can identify the coefficient matrices

$$
\begin{gather*}
C_{11}=\left(C_{i j}^{11}\right)=\left(\begin{array}{cc}
A & 0 \\
0 & A
\end{array}\right), \quad C_{12}=\left(C_{i j}^{12}\right)=\left(\begin{array}{ll}
e & 0 \\
0 & e
\end{array}\right), \\
C_{21}=\left(C_{i j}^{21}\right)=\left(\begin{array}{ll}
b & \widetilde{b} \\
0 & 0
\end{array}\right), \quad C_{22}=\left(C_{i j}^{22}\right)=\left(\begin{array}{cc}
1-\theta & \theta \\
1 & 0
\end{array}\right) . \tag{18}
\end{gather*}
$$

Definition 1 (see [22]). Let $k, l$ be real constants, a TSRK method is said to be ( $k, l$ ) algebraically stable if there exists a diagonal matrix $D=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{2 s}\right)$ and a diagonal nonnegative matrix $G$ such that $M=\left(m_{i j}\right)$ is nonnegative, where

$$
M(k, l)=\left(\begin{array}{cc}
k G-C_{22}^{\mathrm{T}} G C_{22}-2 l C_{12}^{\mathrm{T}} D C_{12} & C_{12}^{\mathrm{T}} D-C_{22}^{\mathrm{T}} G C_{21}-2 l C_{12}^{\mathrm{T}} D C_{11}  \tag{19}\\
D C_{12}-C_{21}^{\mathrm{T}} G C_{22}-2 l C_{11}^{\mathrm{T}} D C_{12} & C_{11}^{\mathrm{T}} D+D C_{11}-C_{21}^{\mathrm{T}} G C_{21}-2 l C_{11}^{\mathrm{T}} D C_{11}
\end{array}\right)
$$

In particular, a ( 1,0 )-algebraically stable method is called algebraically stable.

Definition 2. The TSRK method (7a)-(7c) is called asymptotically stable for (1) with (2)-(4) if $\lim _{n \rightarrow \infty}\left\|w_{n}\right\|=0$.
3.2. Numerical Stability of the Methods. Numerical stability is an important feature of an effective numerical method. An unstable numerical method may be consistent of high order, yet arbitrarily small perturbations will eventually cause large deviations from the true solution. In this section, we will focus on the asymptotic stability of the TSRK method.

Theorem 3. Assume that the TSRK method (7a)-(7c) is ( $k, l$ )algebraically stable with $0<k \leq 1$, suppose that the quadrature formula (9) satisfies the condition (14) and the conditions (2)(4) hold, then, method (17a) and (17b) satisfies the following:

$$
\begin{equation*}
\left\|y_{n}-z_{n}\right\| \leq C \max _{t \in[-\tau, 0]}\|\varphi(t)-\psi(t)\|, \quad n=1,2, \ldots \tag{20}
\end{equation*}
$$

when the following condition holds:

$$
\begin{equation*}
h\left(\alpha+\beta+\sigma+\sigma \gamma^{2} \widetilde{p}^{2}\right) \leq l \tag{21}
\end{equation*}
$$

where $C$ depends only on the method, the parameters $\alpha, \beta, \sigma, \gamma, \eta$, and $\tau$.

Proof. It follows from a fairly straightforward (but tedious) computation and ( $k, l$ ) algebraically stability that (compare also $[22,23]$ )

$$
\begin{align*}
& \left\|\mu_{n+1}\right\|^{2}-k\left\|\mu_{n}\right\|^{2}-2 \sum_{j=1}^{2 s} d_{j} \operatorname{Re}\left\langle V_{j}^{(n)}, P_{j}^{(n)}-l V_{j}^{(n)}\right\rangle \\
& \quad=-\sum_{i=1}^{2 s+2} \sum_{j=1}^{2 s+2} M_{i j}\left\langle r_{i}, r_{j}\right\rangle \tag{22}
\end{align*}
$$

where

$$
\begin{gather*}
r_{1}=w_{n+1}, \quad r_{2}=w_{n} \\
r_{j}=Q_{j-2}^{(n)}, \quad j=3,4, \ldots, s+2,  \tag{23}\\
r_{j}=Q_{j-s-2}^{(n-1)}, \quad j=s+3, s+4, \ldots, 2 s+2 .
\end{gather*}
$$

By means of ( $k, l$ ) algebraical stability of the method, we have the following:

$$
\begin{equation*}
\left\|\mu_{n+1}\right\|^{2} \leq k\left\|\mu_{n}\right\|^{2}+2 \sum_{j=1}^{2 s} d_{j} \operatorname{Re}\left\langle V_{j}^{(n)}, P_{j}^{(n)}-l V_{j}^{(n)}\right\rangle \tag{24}
\end{equation*}
$$

It follows from (2)-(4) that

$$
\begin{aligned}
& 2 \operatorname{Re}\left\langle W_{j}^{(n)}, Q_{j}^{(n)}\right\rangle \\
& =2 h \operatorname{Re}\left\langle W_{j}^{(n)}, f\left(t_{n}+c_{j} h, Y_{j}^{(n)}, \bar{Y}_{j}^{(n)}, \widetilde{Y}_{j}^{(n)}\right)\right. \\
& \left.-f\left(t_{n}+c_{j} h, Z_{j}^{(n)}, \bar{Z}_{j}^{(n)}, \widetilde{Z}_{j}^{(n)}\right)\right\rangle \\
& =2 h \operatorname{Re}\left\langle W_{j}^{(n)}, f\left(t_{n}+c_{j} h, Y_{j}^{(n)}, \bar{Y}_{j}^{(n)}, \widetilde{Y}_{j}^{(n)}\right)\right. \\
& \left.-f\left(t_{n}+c_{j} h, Z_{j}^{(n)}, \bar{Y}_{j}^{(n)}, \widetilde{Y}_{j}^{(n)}\right)\right\rangle \\
& +2 h \operatorname{Re}\left\langle W_{j}^{(n)}, f\left(t_{n}+c_{j} h, Z_{j}^{(n)}, \bar{Y}_{j}^{(n)}, \widetilde{Y}_{j}^{(n)}\right)\right. \\
& \left.-f\left(t_{n}+c_{j} h, Z_{j}^{(n)}, \bar{Z}_{j}^{(n)}, \widetilde{Z}_{j}^{(n)}\right)\right\rangle \\
& \leq 2 h \alpha\left\|W_{j}^{(n)}\right\|^{2}+2 h \beta\left\|W_{j}^{(n)}\right\| \cdot\left\|\bar{W}_{j}^{(n)}\right\| \\
& +2 h \sigma\left\|W_{j}^{(n)}\right\| \cdot\left\|\widetilde{W}_{j}^{(n)}\right\| \\
& \leq 2 h \alpha\left\|W_{j}^{(n)}\right\|^{2}+h \beta\left(\left\|W_{j}^{(n)}\right\|^{2}+\left\|\bar{W}_{j}^{(n)}\right\|^{2}\right) \\
& +h \sigma\left(\left\|W_{j}^{(n)}\right\|^{2}+\left\|\widetilde{W}_{j}^{(n)}\right\|^{2}\right) \\
& =(2 h \alpha+h \beta+h \sigma)\left\|W_{j}^{(n)}\right\|^{2} \\
& +h \beta\left\|\bar{W}_{j}^{(n)}\right\|^{2}+h \sigma\left\|\widetilde{W}_{j}^{(n)}\right\|^{2} \\
& =(2 h \alpha+h \beta+h \sigma)\left\|W_{j}^{(n)}\right\|^{2}+h \beta\left\|\bar{W}_{j}^{(n)}\right\|^{2} \\
& +h \sigma \| h \sum_{q=0}^{m} \tilde{p}_{q} g\left(t_{n}+c_{j} h, t_{n-q}+c_{j} h, Y_{j}^{(n-q)}\right) \\
& -h \sum_{q=0}^{m} \widetilde{p}_{q} g\left(t_{n}+c_{j} h, t_{n-q}+c_{j} h, Z_{j}^{(n-q)}\right) \|^{2} \\
& \leq(2 h \alpha+h \beta+h \sigma)\left\|W_{j}^{(n)}\right\|^{2}+h \beta\left\|W_{j}^{(n-m)}\right\|^{2} \\
& +h \sigma(m+1) h^{2} \tilde{p}_{q}^{2} \\
& \times \sum_{q=0}^{m} \| g\left(t_{n}+c_{j} h, t_{n-q}+c_{j} h, Y_{j}^{(n-q)}\right) \\
& -g\left(t_{n}+c_{j} h, t_{n-q}+c_{j} h, Z_{j}^{(n-q)}\right) \|^{2} \\
& \leq(2 h \alpha+h \beta+h \sigma)\left\|W_{j}^{(n)}\right\|^{2} \\
& +h \beta\left\|W_{j}^{(n-m)}\right\|^{2}+h \sigma(m+1) h^{2} \gamma^{2} \\
& \times \sum_{q=0}^{m} \widetilde{p}_{q}^{2} \cdot\left\|W_{j}^{(n-q)}\right\|^{2} .
\end{aligned}
$$

Substituting (25) into (24), using (14) we get the following:

$$
\begin{align*}
& \left\|\mu_{n+1}\right\|^{2} \\
& \leq\left\|\mu_{n}\right\|^{2}+\sum_{j=1}^{2 s} d_{j}\left\{(2 h \alpha+h \beta+h \sigma-2 l)\left\|W_{j}^{(n)}\right\|^{2}\right. \\
& \left.\quad+h \beta\left\|W_{j}^{(n-m)}\right\|+h \sigma \gamma^{2} \tilde{p}^{2} \sum_{q=0}^{m}\left\|W_{j}^{(n-q)}\right\|^{2}\right\} . \tag{26}
\end{align*}
$$

By induction, we get the following:

$$
\begin{align*}
&\left\|\mu_{n+1}\right\|^{2} \\
& \leq\left\|\mu_{-1}\right\|^{2} \\
&+\sum_{i=-1}^{n} \sum_{j=1}^{2 s} d_{j}\left\{\left(2 h \alpha+2 h \beta+h \sigma-2 l+h \sigma \gamma^{2} \tilde{p}^{2}\right)\left\|W_{j}^{(i)}\right\|^{2}\right\} \\
&+\sum_{i=-m}^{-2} \sum_{j=1}^{2 s} d_{j}\left\{\left(h \beta+h \sigma \gamma^{2} \tilde{p}^{2}\right)\left\|W_{j}^{(i)}\right\|^{2}\right\} \\
& \leq\left\|\mu_{-1}\right\|^{2}+2 \sum_{i=-1}^{n} \sum_{j=1}^{2 s} d_{j}\left\{h\left(\alpha+\beta+\sigma+\sigma \gamma^{2} \widetilde{p}^{2}-l\right)\left\|W_{j}^{(i)}\right\|^{2}\right\} \\
&+\sum_{i=-m-1}^{-2} \sum_{j=1}^{2 s} d_{j}\left\{\left(h \beta+h \sigma \gamma^{2} \tilde{p}^{2}\right)\left\|W_{j}^{(i)}\right\|^{2}\right\} \\
& \leq\left\|\mu_{-1}\right\|^{2}+m h \sum_{j=1}^{2 s} d_{j}\left(\beta+\sigma \gamma^{2} \tilde{p}^{2}\right) \max _{-m-1 \leq i \leq-2}\left\|W_{j}^{(i)}\right\|^{2} \\
& \leq\left\|w_{0}\right\|^{2}+\left\|w_{-1}\right\|^{2} \\
&+m h \sum_{j=1}^{2 s} d_{j}\left(\beta+\sigma \gamma^{2} \tilde{p}^{2}\right) \max _{-m-1 \leq i \leq-2}\left\|W_{j}^{(i)}\right\|^{2} \\
& \leq\left(2+\tau\left(\beta+\sigma \gamma^{2} \widetilde{p}^{2}\right) \sum_{j=1}^{2 s} d_{j}\right) \max _{t \in[-\tau, 0]}\|\varphi(t)-\psi(t)\|^{2} \tag{27}
\end{align*}
$$

Hence, $\left\|\mu_{n+1}\right\| \leq C \max _{t \in[-\tau, 0]}\|\varphi(t)-\psi(t)\|$, where $C=$ $\sqrt{2+\tau\left(\beta+\sigma \gamma^{2} \tilde{p}^{2}\right) \sum_{j=1}^{2 s} d_{j}}$.

The proof of Theorem 3 is completed.
Theorem 4. Assume that a TSRK method (7a)-(7c) is ( $k, l$ )algebraically stable with $0<k<1$, then the TSRK method (7a)-(7c) with (9), (12) and (14) is asymptotically stable for the problem (1) with (2)-(4), when the following condition holds:

$$
\begin{equation*}
h\left(\alpha+\beta+\frac{1}{2} \sigma+\frac{1}{2} \sigma \gamma^{2} \widetilde{p}^{2}\right)<l . \tag{28}
\end{equation*}
$$

Proof. Let

$$
\begin{gather*}
u=(2 \alpha+\beta+\sigma) h-2 l, \\
\bar{k}=\max \left\{k, \frac{\left(\beta+\sigma \gamma^{2} \tilde{p}^{2}\right) h}{(-u)^{1 / m}}\right\} . \tag{29}
\end{gather*}
$$

Then when $h\left(\alpha+\beta+(1 / 2) \sigma+(1 / 2) \sigma \gamma^{2} \widetilde{p}^{2}\right)<l$, we have $u<$ $-\left(\beta+\sigma \gamma^{2} \tilde{p}^{2}\right) h$ and $0<\bar{k}<1$.

The application of Theorem 3 yields the following:
$\left\|\mu_{n+1}\right\|^{2} \leq \bar{k}\left\|\mu_{n}\right\|^{2}$

$$
\begin{align*}
& +\sum_{j=1}^{2 s} d_{j}\left\{(2 h \alpha+h \beta+h \sigma-2 l)\left\|W_{j}^{(n)}\right\|^{2}\right. \\
& \left.+h \beta\left\|W_{j}^{(n-m)}\right\|+h \sigma \gamma^{2} \widetilde{p}^{2} \sum_{q=0}^{m}\left\|W_{j}^{(n-q)}\right\|^{2}\right\} \\
& \leq \bar{k}\left\|\mu_{n}\right\|^{2} \\
& +\sum_{j=1}^{2 s} d_{j}\left\{u\left\|W_{j}^{(n)}\right\|^{2}+h \beta\left\|W_{j}^{(n-m)}\right\|\right. \\
& \left.\quad+h \sigma \gamma^{2} \widetilde{p}^{2} \sum_{q=0}^{m}\left\|W_{j}^{(n-q)}\right\|^{2}\right\} \tag{30}
\end{align*}
$$

By induction, we get the following:

$$
\begin{align*}
\| & \mu_{n+1} \|^{2} \\
\leq & \bar{k}^{n+2}\left\|\mu_{-1}\right\|^{2}+\sum_{i=-1}^{n} \bar{k}^{n-m-i} \\
& \times \sum_{j=1}^{2 s} d_{j}\left(u \bar{k}^{m}+h \beta+h \sigma \gamma^{2} \widetilde{p}^{2}\right) \cdot\left\|W_{j}^{(i)}\right\|^{2} \\
& +\sum_{i=-m-1}^{-2} \sum_{j=1}^{2 s} d_{j} \bar{k}^{n-m-i}\left(h \beta+h \sigma \gamma^{2} \widetilde{p}^{2}\right) \cdot\left\|W_{j}^{(i)}\right\|^{2}  \tag{31}\\
\leq & \bar{k}^{n+2}\left\|\mu_{-1}\right\|^{2}+\bar{k}^{n-m+2} \cdot m h \\
& \cdot \sum_{j=1}^{2 s} d_{j}\left(\beta+\sigma \gamma^{2} \widetilde{p}^{2}\right) \cdot \max _{-m-1 \leq i \leq-2}\left\|W_{j}^{(i)}\right\|^{2} \\
\leq & \bar{k}^{n+2}\left(\left\|w_{-1}\right\|^{2}+\left\|w_{0}\right\|^{2}\right)+\bar{k}^{n-m+2} \\
& \cdot \tau \cdot \sum_{j=1}^{2 s} d_{j}\left(\beta+\sigma \gamma^{2} \widetilde{p}^{2}\right) \cdot \max _{-m-1 \leq i \leq-2}\left\|W_{j}^{(i)}\right\|^{2} \\
\leq & \left\{2 \bar{k}^{n+2}+\bar{k}^{n-m+2} \cdot \tau \cdot \sum_{j=1}^{2 s} d_{j}\left(\beta+\sigma \gamma^{2} \widetilde{p}^{2}\right)\right\} \tag{32}
\end{align*}
$$

The inequality together with the knowledge $0<\bar{k}<1$ leads to the following:

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\mu_{n+1}\right\|=0 \tag{33}
\end{equation*}
$$

Because $\mu_{n}=\left(w_{n}{ }^{\mathrm{T}}, w_{n-1}{ }^{\mathrm{T}}\right)^{\mathrm{T}}$, we can get from (33) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|w_{n}\right\|=0 \tag{34}
\end{equation*}
$$

The proof of the theorem is completed.

## 4. The Convergence of TSRK Method for NDDEs

4.1. Some Concepts. In order to study the convergence of the method, we define the following:

$$
\begin{align*}
& Y^{(n)}=\left(Y_{1}^{(n)^{\mathrm{T}}}, \ldots, Y_{s}^{(n)^{\mathrm{T}}}, Y_{1}^{(n-1)^{\mathrm{T}}}, \ldots, Y_{s}^{(n-1)^{\mathrm{T}}}\right)^{\mathrm{T}} \in C^{2 s N}, \\
& \bar{Y}^{(n)}=\left(\bar{Y}_{1}^{(n)^{\mathrm{T}}}, \ldots, \bar{Y}_{s}^{(n)^{\mathrm{T}}}, \bar{Y}_{1}^{(n-1)^{\mathrm{T}}}, \ldots, \bar{Y}_{s}^{(n-1)^{\mathrm{T}}}\right)^{\mathrm{T}} \in C^{2 s N}, \\
& \widetilde{Y}^{(n)}=\left(\widetilde{Y}_{1}^{(n)^{\mathrm{T}}}, \ldots, \widetilde{Y}_{s}^{(n)^{\mathrm{T}}}, \widetilde{Y}_{1}^{(n-1)^{\mathrm{T}}}, \ldots, \widetilde{Y}_{s}^{(n-1)^{\mathrm{T}}}\right)^{\mathrm{T}} \in C^{2 s N}, \\
& \zeta^{(n+1)}=\left(y^{(n+1)^{\mathrm{T}}}, y^{(n)^{\mathrm{T}}}\right)^{\mathrm{T}} \in C^{2 N}, \\
& F\left(t_{n}, Y^{(n)}, \bar{Y}^{(n)}, \widetilde{Y}^{(n)}\right) \\
& =\left(f\left(t_{n}+c_{1} h, Y_{1}^{(n)}, \bar{Y}_{1}^{(n)}, \widetilde{Y}_{1}^{(n)}\right)^{\mathrm{T}}, \ldots,\right. \\
& f\left(t_{n}+c_{s} h, Y_{s}^{(n)}, \bar{Y}_{s}^{(n)}, \widetilde{Y}_{s}^{(n)}\right)^{\mathrm{T}}, \\
& f\left(t_{n-1}+c_{1} h, Y_{1}^{(n-1)}, \bar{Y}_{1}^{(n-1)}, \widetilde{Y}_{1}^{(n-1)}\right)^{\mathrm{T}}, \ldots, \\
& \left.f\left(t_{n-1}+c_{s} h, Y_{s}^{(n-1)}, \bar{Y}_{s}^{(n-1)}, \widetilde{Y}_{s}^{(n-1)}\right)^{\mathrm{T}}\right)^{\mathrm{T}} \in C^{2 s N} . \tag{35}
\end{align*}
$$

Thus, process (8a)-(8c) can be written in the more compact form:

$$
\begin{align*}
& Y^{(n)}=h C_{11} F\left(t_{n}, Y^{(n)}, \bar{Y}^{(n)}, \widetilde{Y}^{(n)}\right)+C_{12} \zeta^{(n)}  \tag{36a}\\
& \zeta^{(n+1)}=h C_{21} F\left(t_{n}, Y^{(n)}, \bar{Y}^{(n)}, \widetilde{Y}^{(n)}\right)+C_{22} \zeta^{(n)} \tag{36b}
\end{align*}
$$

Definition 5. Method (7a)-(7c) with an approximation procedure (9) is said to be $D$ convergent of order $p$ if the global error satisfies a bound of the form

$$
\begin{align*}
& \left\|H\left(t_{n}\right)-\zeta^{(n)}\right\| \\
& \leq \rho_{1}\left(t_{n}\right)\left(\left\|H\left(t_{0}\right)-\zeta^{(0)}\right\|+\max _{k \leq 0}\left\|Y\left(t_{k}\right)-Y^{(k)}\right\|+h^{p}\right), \\
& n \geq 1, h \in\left(0, h_{0}\right] \tag{37}
\end{align*}
$$

where $H(t)$ and $Y(t)$ are defined by

$$
\begin{gather*}
H(t)=(y(t+h), y(t)) \in C^{2 N} \\
Y(t)=\left(y\left(t+c_{1} h\right), \ldots, y\left(t+c_{s} h\right), y\left(t-h+c_{1} h\right), \ldots,\right. \\
\left.y\left(t-h+c_{s} h\right)\right) \in C^{2 s N} \tag{38}
\end{gather*}
$$

where $\rho_{1}(t)$ and $h_{0}$ depend on $M_{i}, \alpha, \beta, \gamma, \sigma$, and $\tau$.
Definition 6. TSRK Method (7a)-(7c) is said to be diagonally stable if there exist a $2 s \times 2 s$ diagonal matrix $Q>0$ such that the matrix $Q C_{11}+C_{11}^{\mathrm{T}} Q$ is positive definite.

Remark 7. The concepts of algebraic stability and diagonal stability of TSRK method are the generalizations of corresponding concepts of Runge-Kutta methods. Although it is difficult to examine these conditions, many results have been found, especially, there exist algebraically stable and diagonally stable multistep formulas of arbitrarily high order (cf. [24]).

Definition 8. TSRK Method (7a)-(7c) is said to have generalized stage order $p$ if $p$ is the largest integer which possesses the following properties.

For any given problem (1) and $h \in\left[0, \bar{h}_{0}\right]$, there exists an abstract function $H^{h}(t)$,

$$
\begin{equation*}
H^{h}(t)=\left(H_{1}^{h}(t), H_{2}^{h}(t)\right) \in C^{2 N} \tag{39}
\end{equation*}
$$

such that

$$
\begin{gather*}
\left\|H(t)=H^{h}(t)\right\| \leq p_{1} h^{p}, \\
\left\|\Delta^{h}(t)\right\| \leq p_{1} h^{p+1}, \quad\left\|\delta^{h}(t)\right\| \leq p_{1} h^{p+1} \tag{40}
\end{gather*}
$$

where the maximum stepsize $\bar{h}_{0}>0$ and the constant $p_{1}$ depend only on the method and the bounds $M_{i}, \Delta^{h}(t)$ and $\delta^{h}(t)$, they are defined by the following equations:

$$
\begin{gather*}
Y(t)=h C_{11} Y^{\prime}(t)+C_{12} H^{h}(t)+\Delta^{h}(t)  \tag{41a}\\
H^{h}(t+h)=h C_{21} Y^{\prime}(t)+C_{22} H^{h}(t)+\delta^{h}(t) \tag{41b}
\end{gather*}
$$

The function $Y^{\prime}(t)$ is defined by the following:

$$
\begin{gather*}
Y(t)=\left(y^{\prime}\left(t+c_{1} h\right), \ldots, y^{\prime}\left(t+c_{s} h\right), y^{\prime}\left(t-h+c_{1} h\right), \ldots,\right. \\
\left.y^{\prime}\left(t-h+c_{s} h\right)\right) \in C^{2 s N} \tag{41c}
\end{gather*}
$$

Particularly, when $H(t)=H^{h}(t)$, generalized stage order is called stage order.
4.2. D-Convergence and Proofs. In this section, we focus on the error analysis of TSRK method for (1). For the sake of simplicity, we always assume that all constants $h_{i}, \gamma_{i}, d_{i}$, and
$L_{i}$ are dependent on the method, the bounds $M_{i}, N_{i}$, the parameters $\alpha, \beta, \gamma, \sigma$, and $\tau$.

First, we give a preliminary result which will later be used several times. To simplify, we denote $Y, \bar{Y}, \widetilde{Y}, Z, \bar{Z}, \widetilde{Z} \in C^{2 s N}$ for $Y^{(n)}, \bar{Y}^{(n)}, \widetilde{Y}^{(n)}, Z^{(n)}, \bar{Z}^{(n)} \widetilde{Z}^{(n)}$, and $\zeta, \omega \in C^{2 N}$ for $\zeta^{(n+1)}$, $\omega^{(n+1)}$, where $\omega^{(n+1)}=\left(z^{(n+1)}, z^{(n)}\right)$. Define $\widetilde{\Delta}$ and $\widetilde{\delta}$ by the following:

$$
\begin{align*}
& \widetilde{\Delta}=Y-Z-h C_{11}(F(t, Y, \bar{Y}, \widetilde{Y})-F(t, Z, \bar{Z}, \widetilde{Z}))  \tag{42a}\\
& \widetilde{\delta}=\zeta-\omega-h C_{21}(F(t, Y, \bar{Y}, \widetilde{Y})-F(t, Z, \bar{Z}, \widetilde{Z})) \tag{42b}
\end{align*}
$$

Theorem 9. Suppose method (7a)-(7c) is diagonally stable, then there exist constants $h_{1}, p_{2}$, and $p_{3}$ such that

$$
\begin{gather*}
\|Y-Z\| \leq p_{2}(\|\widetilde{\Delta}\|+h\|\bar{Y}-\bar{Z}\|+h\|\widetilde{Y}-\widetilde{Z}\|), \quad h \in\left(0, h_{1}\right]  \tag{43a}\\
\|\zeta-\omega\| \leq p_{3}(\|\widetilde{\Delta}\|+\|\widetilde{\delta}\|+h\|\bar{Y}-\bar{Z}\|+h\|\widetilde{Y}-\widetilde{Z}\|)  \tag{43b}\\
h \in\left(0, h_{1}\right]
\end{gather*}
$$

Proof. Since the method (7a)-(7c) is diagonally stable, there exists a positive definite diagonal matrix $Q$ such that the matrix $E=Q C_{11}+C_{11}^{\mathrm{T}} Q$ is positive definite. Therefore, the matrix $C_{11}$ is obviously nonsingular and there exists a $l>0$ depends only on the method such that the matrix

$$
\begin{equation*}
E_{l}=C_{11}^{-\mathrm{T}} E C_{11}-2 l Q \tag{44}
\end{equation*}
$$

is also positive definite.
Define

$$
\begin{gather*}
W=Y-Z, \quad \bar{W}=\bar{Y}-\bar{Z}, \quad \widetilde{W}=\widetilde{Y}-\widetilde{Z},  \tag{45a}\\
K_{1}=h(F(t, Y, \bar{Y}, \widetilde{Y})-F(t, Z, \bar{Y}, \widetilde{Y})),  \tag{45b}\\
K_{2}=h(F(t, Z, \bar{Y}, \widetilde{Y})-F(t, Z, \bar{Z}, \widetilde{Y})),  \tag{45c}\\
K_{3}=h(F(t, Z, \bar{Z}, \widetilde{Y})-F(t, Z, \bar{Z}, \widetilde{Z})) \tag{45d}
\end{gather*}
$$

then

$$
\begin{gather*}
\widetilde{\Delta}=W-C_{11}\left(K_{1}+K_{2}+K_{3}\right),  \tag{46a}\\
\widetilde{\delta}=\zeta-\omega-C_{21}\left(K_{1}+K_{2}+K_{3}\right) . \tag{46b}
\end{gather*}
$$

Using (2)-(4), (44), (46a), and (46b), we have for $h \alpha \leq l$,

$$
\begin{align*}
0 \leq & \langle W, 2 l Q W\rangle+2 \operatorname{Re}\left\langle K_{1},-Q W\right\rangle \\
= & -\left\langle W, E_{l} W\right\rangle+2 \operatorname{Re}\left\langle W, Q\left(C_{11}^{-1} W-K_{1}\right)\right\rangle \\
\leq & -\lambda_{1}\|W\|^{2}+2 \operatorname{Re}\left\langle W, Q\left(C_{11}^{-1} \widetilde{\Delta}+K_{2}+K_{3}\right)\right\rangle  \tag{47}\\
\leq & -\lambda_{l}\|W\|^{2}+2\left\|Q C_{11}^{-1}\right\|\|W\| \cdot\|\widetilde{\Delta}\| \\
& +2 h \beta\|Q\| \cdot\|W\| \cdot\|\bar{W}\|+2 h \sigma\|Q\| \cdot\|W\| \cdot\|\widetilde{W}\|
\end{align*}
$$

where $\lambda_{1}$ is the minimum eigenvalue of $E_{l}$. Therefore,

$$
\begin{equation*}
\|Y-Z\| \leq p_{2}(\|\widetilde{\Delta}\|+h\|\bar{Y}-\bar{Z}\|+h\|\tilde{Y}-\widetilde{Z}\|), \quad h \in\left(0, h_{1}\right] \tag{48}
\end{equation*}
$$

where

$$
\begin{gather*}
p_{2}=\frac{2}{\lambda_{1}} \max \left\{\left\|Q C_{11}^{-1}\right\|, \beta\|Q\|, \sigma\|Q\|\right\},  \tag{49a}\\
h_{1}= \begin{cases}1 & \alpha \leq 0, \\
\min \left(1, \frac{l}{\alpha}\right) & \alpha>0 .\end{cases} \tag{49b}
\end{gather*}
$$

From (43a), (49a), and (49b), it follows that

$$
\begin{align*}
&\|\zeta-\omega\|=\left\|\widetilde{\delta}+C_{21} C_{11}{ }^{-1}(W-\widetilde{\Delta})\right\| \\
& \leq\|\widetilde{\delta}\|+p_{1} h\left\|C_{21} C_{11}^{-1}\right\|(\|\bar{W}\|+\|\widetilde{W}\|) \\
&+\left(1+p_{1}\right)\left\|C_{21} C_{11}^{-1}\right\| \cdot\|\widetilde{\Delta}\|  \tag{50}\\
& \leq p_{3}(\|\widetilde{\Delta}\|+\|\widetilde{\delta}\|+h\|\bar{Y}-\bar{Z}\|+h\|\widetilde{Y}-\widetilde{Z}\|) \\
& \quad h \in\left(0, h_{1}\right]
\end{align*}
$$

where $p_{3}=\max \left\{1,\left(1+p_{2}\right)\left\|C_{21} C_{11}^{-1}\right\|\right\}$, which completes the proof of Theorem 9.

Consider the compact form of (11a)-(11c):

$$
\begin{align*}
& Z^{(n)}=h C_{11} F\left(t_{n}, Z^{(n)}, \bar{Z}^{(n)}, \widetilde{Z}^{(n)}\right)+C_{12} \omega^{(n)}  \tag{51a}\\
& \omega^{(n+1)}=h C_{21} F\left(t_{n}, Z^{(n)}, \bar{Z}^{(n)}, \widetilde{Z}^{(n)}\right)+C_{22} \omega^{(n)} \tag{51b}
\end{align*}
$$

where

$$
\begin{gather*}
Z^{(n)}=\left(Z_{1}^{(n)}, \ldots, Z_{s}^{(n)}, Z_{1}^{(n-1)}, \ldots, Z_{s}^{(n-1)}\right) \in C^{2 s N} \\
\bar{Z}^{(n)}=\left(\bar{Z}_{1}^{(n)}, \ldots, \bar{Z}_{s}^{(n)}, \bar{Z}_{1}^{(n-1)}, \ldots, \bar{Z}_{s}^{(n-1)}\right) \in C^{2 s N}, \\
\widetilde{Z}^{(n)}=\left(\widetilde{Z}_{1}^{(n)}, \ldots, \widetilde{Z}_{s}^{(n)}, \widetilde{Z}_{1}^{(n-1)}, \ldots, \widetilde{Z}_{s}^{(n-1)}\right) \in C^{2 s N},  \tag{52}\\
\omega^{(n+1)}=\left(z^{(n+1)}, z^{(n)}\right) \in C^{2 N} .
\end{gather*}
$$

Theorem 10. Suppose the method (7a)-(7c) is algebraically stable for the matrices $G$ and $D$, then for (36a), (36b), (51a), and (51b), one has the following:

$$
\begin{align*}
\| \zeta^{(n+1)}- & \omega^{(n+1)} \|_{G}^{2} \\
\leq & \left\|\zeta^{(n)}-\omega^{(n)}\right\|_{G}^{2} \\
& +p_{4} h\left(\left\|Y^{(n)}-Z^{(n)}\right\|^{2}+\left\|Y^{(n-m)}-Z^{(n-m)}\right\|^{2}\right.  \tag{53}\\
& \left.\quad+\left\|\widetilde{Y}^{(n)}-\widetilde{Z}^{(n)}\right\|^{2}\right)
\end{align*}
$$

where $p_{4}=\|D\| \cdot \max \{(2 \alpha+\beta+\sigma), \beta, \sigma\},\|\cdot\|$ is a norm on $C^{2 s N}$ defined by the following:

$$
\begin{gather*}
\|U\|_{G}=\langle U, G U\rangle^{1 / 2}=\left(\sum_{i, j=1}^{2 s} g_{i j}\left\langle u_{i}, u_{j}\right\rangle\right)^{1 / 2},  \tag{54}\\
U=\left(u_{1}, u_{2}, \ldots, u_{2 s}\right) \in C^{2 s N}, \quad u_{i} \in C^{N}
\end{gather*}
$$

Proof. Define $u^{(n)}=\zeta^{(n)}-\omega^{(n)}$, we get from (45a)-(45d) that

$$
\begin{gather*}
K^{(n)}=h\left(F\left(t_{n}, Y^{(n)}, \bar{Y}^{(n)}, \widetilde{Y}^{(n)}\right)-F\left(t_{n}, Z^{(n)}, \bar{Z}^{(n)}, \widetilde{Z}^{(n)}\right)\right), \\
W^{(n)}=C_{11} K^{(n)}+C_{12} u^{(n)}, \\
u^{(n+1)}=C_{21} K^{(n)}+C_{22} u^{(n)} . \tag{55}
\end{gather*}
$$

With algebraic stability, the matrix

$$
M=\left[\begin{array}{cc}
G-C_{22}^{\mathrm{T}} G C_{22} & C_{12}^{\mathrm{T}} D-C_{22}^{\mathrm{T}} G C_{21}  \tag{56}\\
D C_{12}-C_{21}^{\mathrm{T}} G C_{22} & D C_{11}+C_{11}^{\mathrm{T}} D-C_{21}^{\mathrm{T}} G C_{21}
\end{array}\right]
$$

is nonnegative definite. As in [25], we have

$$
\begin{gather*}
\left\langle u^{(n+1)}, G u^{(n+1)}\right\rangle-\left\langle u^{(n)}, G u^{(n)}\right\rangle-2 \operatorname{Re}\left\langle W^{(n)}, D K^{(n)}\right\rangle  \tag{57}\\
=-\left\langle\left\langle u^{(n)}, K^{(n)}\right\rangle, M\left\langle u^{(n)}, K^{(n)}\right\rangle\right\rangle \leq 0 .
\end{gather*}
$$

Using (2)-(4), we further obtain the following:

$$
\begin{align*}
&\left\langle u^{(n+1)}, G u^{(n+1)}\right\rangle \\
& \leq\left\langle u^{(n)}, G u^{(n)}\right\rangle+2 \operatorname{Re}\left\langle W^{(n)}, D K^{(n)}\right\rangle \\
& \leq\left\langle u^{(n)}, G u^{(n)}\right\rangle+2 \operatorname{Re}\left\langle W^{(n)}, D K_{1}^{(n)}\right\rangle \\
&+2 \operatorname{Re}\left\langle W^{(n)}, D K_{2}^{(n)}+D K_{3}^{(n)}\right\rangle \\
& \leq\left\langle u^{(n)}, G u^{(n)}\right\rangle+2 h \alpha\left\langle W^{(n)}, D W^{(n)}\right\rangle \\
&+2 h \beta\left\|D^{1 / 2} W^{(n)}\right\| \cdot\left\|D^{1 / 2} \bar{W}^{(n)}\right\| \\
&+2 h \sigma\left\|D^{1 / 2} W^{(n)}\right\| \cdot\left\|D^{1 / 2} \widetilde{W}^{(n)}\right\|  \tag{58}\\
& \leq\left\langle u^{(n)}, G u^{(n)}\right\rangle+2 h \alpha\left\langle W^{(n)}, D W^{(n)}\right\rangle \\
&+h \beta\left(\|D\| \cdot\left\|W^{(n)}\right\|^{2}+\|D\| \cdot\left\|\bar{W}^{(n)}\right\|^{2}\right) \\
&+h \sigma\left(\|D\| \cdot\left\|W^{(n)}\right\|^{2}+\|D\| \cdot\left\|\widetilde{W}^{(n)}\right\|^{2}\right) \\
& \leq\left\langle u^{(n)}, G u^{(n)}\right\rangle+(2 h \alpha+h \beta+h \sigma)\|D\| \cdot\left\|W^{(n)}\right\|^{2} \\
&+\|D\|\left(h \beta\left\|W^{(n-m)}\right\|^{2}+h \sigma\left\|\widetilde{W}^{(n)}\right\|^{2}\right)
\end{align*}
$$

which gives (53). The proof is completed.

In the following, we assume that the method (7a)-(7c) has generalized stage order $p$; that is, there exists a function $H^{h}(t)$ such that (40) holds. For any $>0$, we define $\widehat{Y}^{(n)}$ and $\widehat{y}^{(n+1)}$ by the following:

$$
\begin{align*}
& \widehat{Y}^{(n)}=h C_{11} F\left(t_{n}, \widehat{Y}^{(n)}, Y\left(t_{n}-\tau\right), \hat{\tilde{Y}}^{(n)}\right)+C_{12} H^{h}\left(t_{n}\right),  \tag{59a}\\
& \hat{y}^{(n+1)}=h C_{21} F\left(t_{n}, \widehat{Y}^{(n)}, Y\left(t_{n}-\tau\right), \widehat{\tilde{Y}}^{(n)}\right)+C_{22} H^{h}\left(t_{n}\right), \tag{59b}
\end{align*}
$$

where

$$
\begin{align*}
\hat{\tilde{Y}}^{(n)}= & \left(\int _ { t _ { n } - \tau + c _ { 1 } h } ^ { t _ { n } + c _ { 1 } h } g \left(t, \xi, H_{1}^{h}(\xi) d \xi, \ldots,\right.\right. \\
& \int_{t_{n}-\tau+c_{s} h}^{t_{n}+c_{s} h} g\left(t, \xi, H_{1}^{h}(\xi) d \xi, \ldots,\right. \\
& \int_{t_{n}-\tau+c_{1} h}^{t_{n}+c_{1} h} g\left(t, \xi, H_{2}^{h}(\xi) d \xi, \ldots,\right. \\
& \int_{t_{n}-\tau+c_{s} h}^{t_{n}+c_{s} h} g\left(t, \xi, H_{2}^{h}(\xi) d \xi\right)  \tag{60}\\
= & \left(\int _ { t _ { n } - \tau + c _ { 1 } h } ^ { t _ { n } + c _ { 1 } h } g \left(t, \xi, H_{1}^{h}(\xi) d \xi, \ldots,\right.\right. \\
& \int_{t_{n}-\tau+c_{s} h}^{t_{n}+c_{s} h} g\left(t, \xi, H_{1}^{h}(\xi) d \xi, \ldots,\right. \\
& \int_{t_{n}-\tau-h+c_{1} h}^{t_{n}-h+c_{1} h} g\left(t, \xi, H_{1}^{h}(\xi) d \xi, \ldots,\right. \\
& \int_{t_{n}-h-\tau+c_{s} h}^{t_{n}-h+c_{s} h} g\left(t, \xi, H_{1}^{h}(\xi) d \xi\right) .
\end{align*}
$$

Theorem 11. Suppose the method (7a)-(7c) is diagonally stable and its generalized stage order is $p$, then there exist constants $p_{5}$ and $h_{2}$ such that

$$
\begin{align*}
& \sum_{k=1}^{n}\left\|\bar{Y}^{(k)}-Y\left(t_{k}-\tau\right)\right\|^{2} \\
& =\sum_{k=1}^{n}\left\|Y^{(k-m)}-Y\left(t_{k}-\tau\right)\right\|^{2} \\
& \leq p_{5}\left(\sum_{k=1}^{n}\left\|\zeta^{(k)}-H^{h}\left(t_{k}\right)\right\|^{2}+C_{1} h^{(p+1)}+C_{2} h^{2(v+1)}\right.  \tag{61}\\
& \left.\quad+C_{3} \sum_{k=-m+1}^{0}\left\|Y^{(k)}-Y\left(t_{k}\right)\right\|^{2}\right), \quad h \in\left(0, h_{2}\right]
\end{align*}
$$

where $p_{5}, C_{1}, C_{2}$, and $C_{3}$ depend on $p_{2}, s, d_{1}, h_{1}$, and $\left\|C_{12}\right\|$.

Proof. A combination of (36a) and (41a) leads to the following:

$$
\begin{align*}
& Y^{(k)}-Y\left(t_{k}\right) \\
& =h C_{11}\left[F\left(t_{k}, Y^{(k)}, \bar{Y}^{(k)}, \widetilde{Y}^{(k)}\right)\right.  \tag{62}\\
& \left.-F\left(t_{k}, Y\left(t_{k}\right), \bar{Y}\left(t_{k}\right), \widetilde{Y}\left(t_{k}\right)\right)\right] \\
& +C_{12}\left(\zeta^{(k)}-H^{h}\left(t_{k}\right)\right)-\Delta^{h}(t) .
\end{align*}
$$

It follows from Theorem 9 that

$$
\begin{align*}
& \left\|Y^{(k)}-Y\left(t_{k}\right)\right\| \\
& \leq p_{2}\left(h\left\|Y^{(k-m)}-Y\left(t_{k}-\tau\right)\right\|+h\left\|\widetilde{Y}^{(k)}-\widetilde{Y}\left(t_{k}\right)\right\|\right.  \tag{63}\\
& \left.\quad+\left\|C_{12}\left(\zeta^{(k)}-H^{h}\left(t_{k}\right)\right)-\Delta^{h}(t)\right\|\right)
\end{align*}
$$

A combination of (4) and (9) gives the following:

$$
\begin{align*}
& \left\|\widetilde{Y}^{(k)}-\widetilde{Y}^{\prime}\left(t_{k}\right)\right\| \\
& \leq \|\left(h \sum_{q=0}^{m} \widetilde{p}_{q} g\left(t_{k}+c_{1} h, t_{k-q}+c_{1} h, Y_{1}^{(k-q)}\right), \ldots,\right. \\
& \quad h \sum_{q=0}^{m} \widetilde{p}_{q} g\left(t_{k}+c_{s} h, t_{k-q}+c_{s} h, Y_{s}^{(k-q)}\right), \\
& \quad h \sum_{q=0}^{m} \tilde{p}_{q} g\left(t_{k-1}+c_{1} h, t_{k-q-1}+c_{1} h, Y_{1}^{(k-q-1)}\right), \ldots, \\
& \left.\quad h \sum_{q=0}^{m} \widetilde{p}_{q} g\left(t_{k-1}+c_{s} h, t_{k-q-1}+c_{s} h, Y_{s}^{(k-q-1)}\right)\right)  \tag{64}\\
& \quad-\left(\int_{t_{n}-\tau+c_{1} h}^{t_{n}+c_{1} h} g(t, \xi, y(\xi) d \xi, \ldots,\right. \\
& \quad \int_{t_{n}-\tau+c_{s} h}^{t_{n}+c_{s} h} g(t, \xi, y(\xi) d \xi, \ldots, \\
& \quad \int_{t_{n}-\tau+c_{1} h}^{t_{n}+c_{1} h} g(t, \xi, y(\xi-h) d \xi, \ldots, \\
& \leq 2 s \widetilde{d}_{1} h^{v}, \\
& \quad \int_{t_{n}-\tau+c_{s} h}^{t_{n}+c_{s} h} g(t, \xi, y(\xi-h) d \xi) \|
\end{align*}
$$

where $\tilde{d}_{1}$ and $v$ depend only on the compound quadrature (CQ) formula (9), which on substitution into (63) gives the following:

$$
\begin{align*}
& \sum_{k=1}^{n}\left\|Y^{(k)}-Y\left(t_{k}\right)\right\|^{2} \\
& \leq 3\left(p_{1}^{2} h^{2} \sum_{k=1}^{n}\left\|Y^{(k-m)}-Y\left(t_{k}-\tau\right)\right\|^{2}\right. \\
& \\
& \quad+p_{2}^{2}\left\|C_{12}\right\|^{2} \sum_{k=1}^{n}\left\|\zeta^{(k)}-H^{h}\left(t_{k}\right)\right\|^{2} \\
& \left.\quad+p_{1}^{2} \cdot\left\|\Delta^{h}\left(t_{k}\right)\right\|^{2}+p_{2}^{2} 4 s^{2} \widetilde{d}_{1}^{2} h^{2 v+2}\right)  \tag{65}\\
& \begin{aligned}
& \sum_{k=1}^{n}\left\|Y^{(k-m)}-Y\left(t_{k}-\tau\right)\right\|^{2} \\
&= \sum_{k=1}^{n}\left\|Y^{(k-m)}-Y\left(t_{k}-m h\right)\right\|^{2} \\
&= \sum_{i=1-m}^{n-m}\left\|Y^{(i)}-Y\left(t_{i}\right)\right\|^{2} \\
& \leq \sum_{k=1}^{n}\left\|Y^{(k)}-Y\left(t_{k}\right)\right\|^{2} \\
&+\sum_{k=1-m}^{0}\left\|Y^{(k)}-Y\left(t_{k}\right)\right\|^{2}
\end{aligned}
\end{align*}
$$

Therefore, there exist $p_{5}$ and $h_{2}$ such that (61) holds. The proof of Theorem 11 is completed.

Theorem 12. Suppose method (7a)-(7c) is algebraically stable and diagonally stable and its generalized stage order is $p$. Then the method with quadrature formula (9) is $D$-convergent of order at least $\min \{p, \nu\}$.

Proof. A combination of (36b), (59b), and (53) leads to the following:

$$
\begin{aligned}
\| \zeta^{(n+1)} & -\widehat{y}^{(n+1)} \|_{G}^{2} \\
\leq & \left\|\zeta^{(n)}-\widehat{y}^{(n)}\right\|_{G}^{2}+p_{4} h \\
& \times\left[\left\|Y^{(n)}-\widehat{Y}^{(n)}\right\|^{2}+\left\|Y^{(n-m)}-Y\left(t_{n-m}\right)\right\|^{2}\right. \\
& \left.+\left\|\widetilde{Y}^{(n)}-\widehat{\widetilde{Y}}^{(n)}\right\|^{2}\right]
\end{aligned}
$$

Using Theorem 9, we have the following:

$$
\begin{align*}
& \left\|Y^{(n)}-\widehat{Y}^{(n)}\right\| \\
& \leq p_{2}\left[\left\|C_{12}\right\| \cdot\left\|\zeta^{(n)}-H^{h}\left(t_{n}\right)\right\|\right.  \tag{67}\\
& \left.\quad+h\left\|Y^{(n-m)}-Y\left(t_{n-m}\right)\right\|+h\left\|\widetilde{Y}^{(n)}-\widehat{\widetilde{\Gamma}}^{(n)}\right\|\right]
\end{align*}
$$

which on substitution into (66) gives the following:

$$
\begin{align*}
& \left\|\zeta^{(n+1)}-\widehat{y}^{(n+1)}\right\|_{G}^{(2)} \\
& \quad \leq\left(1+\frac{3 h p_{4} p_{2}^{2}\left\|C_{12}\right\|^{2}}{\lambda_{2}}\right) \cdot\left\|\zeta^{(n)}-H^{h}\left(t_{n}\right)\right\|_{G}^{2}  \tag{68}\\
& \quad+p_{4}\left(1+3 h^{2} p_{2}^{2}\right) h\left\|Y^{(n-m)}-Y\left(t_{n-m}\right)\right\|^{2} \\
& \quad+p_{4}\left(1+3 h^{2} p_{2}^{2}\right) h 2 s \widetilde{d}^{2} h^{2 v}
\end{align*}
$$

where $\lambda_{2}$ is the minimum characteristic value of $G$. On the other hand,

$$
\begin{align*}
\| \zeta^{(n)}- & H^{h}\left(t_{n}\right) \|_{G}^{2} \\
\leq & \left\|\zeta^{(n)}-\widehat{y}^{(n)}\right\|_{G}^{2}+\left\|\hat{y}^{(n)}-H^{h}\left(t_{n}\right)\right\|_{G}^{2} \\
& +2\left\|\zeta^{(n)}-\widehat{y}^{(n)}\right\|_{G} \cdot\left\|\hat{y}^{(n)}-H^{h}\left(t_{n}\right)\right\|_{G}  \tag{69}\\
\leq & (1+h)\left\|\zeta^{(n)}-\widehat{y}^{(n)}\right\|_{G}^{2} \\
& +\left(1+\frac{1}{h}\right)\left\|\hat{y}^{(n)}-H^{h}\left(t_{n}\right)\right\|_{G}^{2} .
\end{align*}
$$

In view of (41a)-(41c) and (59a) and (59b), the application of Theorem 9 leads to the following:

$$
\begin{array}{r}
\left\|\widehat{y}^{(n)}-H^{h}\left(t_{n}\right)\right\| \leq p_{3}\left(\left\|\Delta^{h}\left(t_{n}\right)\right\|+\left\|\delta^{h}\left(t_{n}\right)\right\|\right)  \tag{70}\\
h \in\left(0, \bar{h}_{0}\right]
\end{array}
$$

which gives

$$
\begin{array}{r}
\left\|\hat{y}^{(n)}-H^{h}\left(t_{n}\right)\right\|_{G}^{2} \leq \lambda_{1} p_{3}^{2}\left(\left\|\Delta^{h}\left(t_{n}\right)\right\|+\left\|\delta^{h}\left(t_{n}\right)\right\|\right)^{2}  \tag{71}\\
\\
h \in\left(0, \bar{h}_{0}\right]
\end{array}
$$

where $\lambda_{1}$ denotes the maximum eigenvalue of the matrix $G$. A combination of (40) and (66)-(71) leads to the following:

$$
\begin{align*}
& \left\|\zeta^{(n)}-H^{h}\left(t_{n}\right)\right\|_{G}^{2} \\
& \leq(1+h)\left[\gamma_{1}\left\|\zeta^{(n-1)}-H^{h}\left(t_{n-1}\right)\right\|_{G}^{2}\right. \\
&  \tag{72}\\
& \quad+\gamma_{2}\left\|Y^{(n-m-1)}-Y\left(t_{n=m-1}\right)\right\|^{2} \\
& \left.\quad+\gamma_{3} h^{2 \gamma+1}\right] \\
& \quad+4\left(1+\frac{1}{h}\right) \lambda_{1} p_{3}^{2} p_{1}^{2} h^{2 p+2}, \quad h \in\left(0, h_{3}\right]
\end{align*}
$$

where

$$
\begin{gather*}
h_{3}=\min \left\{\bar{h}_{0}, h_{1}, h_{2}\right\} \leq 1, \\
\gamma_{1}=1+\frac{3 h p_{4} p_{2}^{2}\left\|C_{12}\right\|^{2}}{\lambda_{2}},  \tag{73}\\
\gamma_{2}=p_{4} h\left(1+3 p_{2}^{2}\right) h^{2}, \\
\gamma_{3}=2 s \tilde{d}^{2} p_{4}\left(1+3 h^{2} p_{2}^{2}\right) .
\end{gather*}
$$

Considering Theorem 11, we further obtain the following:

$$
\begin{align*}
& \left\|\zeta^{(n)}-H^{h}\left(t_{n}\right)\right\|_{G}^{2} \\
& \leq \\
& \quad(1+h)^{n} \gamma_{1}^{n}\left\|\zeta^{(0)}-H^{h}\left(t_{0}\right)\right\|_{G}^{2}+(1+h) \gamma_{2}  \tag{74}\\
& \quad \times \sum_{i=1}^{n}(1+h)^{i-1} \gamma_{1}^{i-1}\left\|Y^{(n-m-i)}-Y\left(t_{n=m-i}\right)\right\|_{G}^{2} \\
& \quad+\left[(1+h) \gamma_{3} h^{2 v+1}+4\left(1+\frac{1}{h}\right) \lambda_{1} p_{3}^{2} p_{1}^{2} h^{2 p+2}\right] \\
& \quad \times \sum_{i=1}^{n}(1+h)^{i-1} \gamma_{1}^{i-1}
\end{align*}
$$

Using discrete Bellman inequality, we have the following:

$$
\begin{aligned}
& \left\|\zeta^{(n)}-H^{h}\left(t_{n}\right)\right\|_{G}^{2} \\
& \leq\left\{(1+h)^{n} \gamma_{1}^{n}\left\|\zeta^{(0)}-H^{h}\left(t_{0}\right)\right\|_{G}^{2}+(1+h) \gamma_{2}\right. \\
& \quad \times \sum_{i=1}^{n}(1+h)^{i-1} \gamma_{1}^{i-1} \sum_{j=1-m}^{0}\left\|Y^{(j)}-Y\left(t_{j}\right)\right\|_{G}^{2}
\end{aligned}
$$



Figure 1: The numerical solution of (79a) and (79b) for (77) with $h=0.1$.

Table 1: Convergence order of two-step Runge-Kutta methods for system (77).

| $m$ | 8 | 16 | 32 | 64 |
| :--- | :---: | :---: | :---: | :---: |
| Convergence order | 4.0022 | 3.9982 | 3.9964 | 3.9960 |

$$
\begin{align*}
& +\left[(1+h) \gamma_{3} h^{2 v+1}+4\left(1+\frac{1}{h}\right) \lambda_{1} p_{3}^{2} p_{1}^{2} h^{2 p+2}\right] \\
& \left.\times \sum_{i=1}^{n}(1+h)^{i-1} \gamma_{1}^{i-1}\right\} \\
& \times \exp \left[(1+h) \gamma_{2} \sum_{i=1}^{n}(1+h)^{i-1} \gamma_{1}^{i-1}\right] \tag{75}
\end{align*}
$$

where $h \in\left(0, h_{0}\right]$, and $h_{0}=\min \left\{\bar{h}_{0}, h_{1}, h_{2}, h_{3}\right\} \leq 1$.
Considering $\left\|H(t)-H^{h}\left(t_{n}\right)\right\| \leq p_{0} h^{p}$, we obtain the following:

$$
\begin{align*}
\left\|\zeta^{(n)}-H\left(t_{n}\right)\right\| \leq & \left\|\zeta^{(n)}-H^{h}\left(t_{n}\right)\right\| \\
& +\left\|H^{h}\left(t_{n}\right)-H\left(t_{n}\right)\right\|  \tag{76}\\
\leq & \left\|\zeta^{(n)}-H^{h}\left(t_{n}\right)\right\|+p_{0} h^{p} .
\end{align*}
$$

Considering (75) and (76), we can easily conclude that method (7a)-(7c) with quadrature formula (9) is $D$ convergent of order at least $>\min \{p, \nu\}$. The proof is completed.


Figure 2: The numerical solution of (79a) and (79b) for (78) with $h=0.1$.

## 5. Numerical Experiments

Consider the following nonlinear Volterra delay integro-differential equations:

$$
\begin{gather*}
y^{\prime}(t)=-(6+\sin t) y(t)+y\left(t-\frac{\pi}{4}\right) \\
-\int_{t-\pi / 4}^{t} \sin (v) y(v) d v+5 \exp (\cos t), \quad t \geq 0, \\
y(t)=\exp (\cos t), \quad-\frac{\pi}{4} \leq t \leq 0 \tag{77}
\end{gather*}
$$

and its perturbed problem

$$
\begin{gather*}
z^{\prime}(t)=-(6+\sin t) z(t)+z\left(t-\frac{\pi}{4}\right) \\
-\int_{t-\pi / 4}^{t} \sin (v) z(v) d v+5 \exp (\cos t), \quad t \geq 0, \\
z(t)=2, \quad-\frac{\pi}{4} \leq t \leq 0 . \tag{78}
\end{gather*}
$$

One may check that this system has the solution $y(t)=$ $\exp (\cos t)$ and $a=-4, \beta=1 / 2, \sigma=1 / 2, \gamma=1$. With Theorem 9, we conclude that system (77) satisfies stability and convergence properties.

Apply the two-step Runge-Kutta method induced by the GL method in [12]

| $a_{11}$ | $a_{12}$ | $a_{21}$ | $a_{22}$ |
| :---: | :---: | :---: | :---: |
| 0.47790690818421 | 0.87165188291653 | -0.08663699023763 | 0.50361252124048 |
| $b_{1}$ | $b_{2}$ | $\widetilde{b_{1}}$ | $\widetilde{b_{2}}$ |
| 0.95532987568936 | 0.79063681672548 | $2 \sqrt{15}-7$ | $8-2 \sqrt{15}$ |
|  | $c_{1}$ | $c_{2}$ |  |
|  | 1.59379439197950 | 0.44316674917114 |  |
|  | $\theta$ | $\theta$ |  |
|  | 1 | 1 |  |

to (77) and (78), $\widetilde{Y}_{j}^{(n)}$ is computed by the compound Simpson rule with an even integer $m \geq 4$ formula:

$$
\begin{align*}
\widetilde{Y}_{j}^{(n)}=\frac{h}{3}[ & \sin \left(t_{n}+c_{j} h\right) Y_{j}^{(n)}+4 \sum_{q=1}^{m / 2} \sin \left(t_{n-2 q+1}+c_{j} h\right) Y_{j}^{(n-2 q+1)} \\
& +2 \sum_{q=1}^{(m-2) / 2} \sin \left(t_{n-2 q}+c_{j} h\right) Y_{j}^{(n-2 q)} \\
& \left.+\sin \left(t_{n-m}+c_{j} h\right) Y_{j}^{(n-m)}\right] . \tag{79b}
\end{align*}
$$

Using the condition (28), we know this method is stable; the convergence order is shown in Table 1.

For Figures 1 and 2, it is obvious that the corresponding method for VDIDEs is stable and convergent, and the convergent order is $\min \{4,4\}$.

## 6. Conclusions

This paper is devoted to the stability and convergence analysis of the two-step Runge-Kutta (TSRK) methods with compound quadrature formula for the numerical solution for a nonlinear Volterra delay integro-differential equations. Nonlinear stability and $D$-convergence are introduced and proved.

We believe that the results presented in this paper can be extended to other general DIDEs and NDIDEs. However, it is difficult to extend the results presented in this paper to more general delay differential equations; the discussion will be discussed later.
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