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A predator-prey model with disease in prey, Ivlev-type functional response, and impulsive
effects is proposed. By using Floquet theory and small amplitude perturbation skill, sufficient
conditions of the existence and global stability of susceptible pest-eradication periodic solution are
obtained. By impulsive comparison theorem, conditions ensuring the permanence of the system
are established. Examples and simulation are given to show the complex dynamics for the key
parameters.

1. Introduction

It is well known that many evolution processes are characterized by the fact that at certain
moments their stage changes abruptly. For example, for integrated pest management (IPM)
strategy on ecosystem, the predators are released periodically every time T, and periodic
catching or spraying pesticides are also applied. Hence, the predator and prey experience a
change of state abruptly. It is natural to assume that these processes act in the form of impulse.
The effects of impulsion on the dynamics of predator-prey system have been investigated
extensively, see [1-15].

On the other hand, in population dynamics, a functional response of the predator to
the prey density refers to the change in the density of prey attached per unit time per predator
as the prey density changes. Usually, functional response plays key role in the dynamics of
predator-prey system [16-18]. Recently, many different functional responses are studied such
as Holling-type [8, 11], Beddington-type [7, 12], and Watt-type [13, 14]. Ivlev-type functional
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response is the most common type of functional response among arthropod predators, and
much progress has been seen in the study of predator-prey model with Ivlev-type functional
response [19-21].

Considering the influence of periodic pesticide spraying on all species and periodically
releasing predator at fixed different time, authors [1] proposed and studied the following
predator-prey system with impulsive perturbation and Ivlev-type functional response:

x'(t) = ax(t) <1 — %) - hy(t) (1 _ e—cx(t))’
y'(t) =ey()(1-e =) —dy(t),
x(t) =1 -p)xt), yt")=A-p)yt), t=m+1-1T,

t£#(m+1-1T, t#nT,

(1.1)

x(t) = x(t), y(t') =y(t) +q, t=nT.

They obtained the local stability of prey-free periodic solution and permanence of the system.

However, for biological control, in addition to the approach to release natural
enemies, another approach is to use microbial control with pathogens since diseases can be
important natural controls of some pests. For example, insects can be infected by disease-
causing organism such as bacteria and viruses. Under appropriate condition, these naturally
occurring organisms may multiply to cause disease outbreak that can decimate an insect
population. There is a large amount of literatures on applications of entomopathogens to
suppress pests [22-26]. Then how does the disease in prey affect the dynamics of above
system? Further, whether we can derive the global stability of the susceptible pest-eradication
periodic solution?

Motivated by above discussion, in this paper, we are concerned with the following
predator-prey model with complex influence of disease in prey, Ivlev-type functional
response, and impulsive perturbation as follows:

-2 - as 1) - ay( (1 - e0),

I'(t) = aSE)I(F) — di1(b), t#(n+1-1T, t#nT,
y'(t) = oay(t) (1 - e D) —dyy(t),
S(t7) = (1-p1)S®),
Ity =1 -p2)I(t), t=(n+1-1)T,
y(t") = (1-p3)y(t),
S(t*) = 5(t),
It =1(t) +qu, t=nT,
y(t") =y) +q2,

S'(t) = rS(t) (1

(1.2)
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where S(t) and I(t) represent densities of susceptible prey (pest) population and infective
prey (pest) population, respectively; y(t) is the density of predator (natural enemy), and
S(t*) =limy 4 S(v), I(t") = limy, 4+ I(v), y(t*) = lim, ¢+ y(v) exist.

For (1.2), we give the following biological assumptions.

(i) The growth rate for prey is rS(t)(1 - (S(t) + I(t))/K), r > 0 is intrinsic growth rate,
and K > 0 is the carrying capacity.

(ii) There are diseases among prey population, and the prey population is divided
into susceptible class and infective class. The incidence rate is classic bilinear as
aS(t)I(t), and a is the contact number per unit time for every infective prey with
susceptible prey such that /K + a <r.

(iii) The predator only catches susceptible prey, and the predation functional response
is Ivlev type. Parameters a, ¢ are positive constants, and ¢ is conversion rate from
prey to predator.

(iv) Parameters dj, d, are death rates for infective prey and predator, respectively.

(v) 0 < pi <1(i =1,2,3) represents the fraction of prey and predator which due to the
pesticide at t = (n+:1—-1)T, 0 < ¢ < 1, g1, are positive constants representing
the release amount of infective prey and predator periodically at time t = nT
respectively, where n € Z, (positive integer set), and T is the period of impulsive
effect.

By using Floquet theory, comparison method of impulsive differential equation, and
numerical analysis skill, we aim to study the dynamics of (1.2) with disease in prey, Ivlev-
type functional response, and impulsive effects.

The rest of the paper is organized as follows. In Section 2, some preliminaries are
introduced. In Section 3, by using the Floquet theory and small amplitude perturbation
skill and comparison theorem of impulsive differential equation, the existence of susceptible
pest-eradication periodic solution and permanence of system (1.2) are studied. In Section 4,
some examples and numerical analysis are given to show the rich dynamics of (1.2). Finally,
biological implications and a brief discussion are given in Section 5 to conclude this paper.

2. Preliminaries

Let R, = [0,00) and R® = {z = (z1,22,23)" € R* : z; € R,, i = 1,2,3}. Denote by f =
(f1, f2, f3)" the map defined by right-hand sides of the first three equations of (1.2). Let V :
R, x R} — R,, and then V is said to belong to class V if

(i) V is continuous in ((n — 1)T,(n + ¢t — 1)T] x R%, and ((n + ¢ — 1)T,nT] x R,
hm(t,s)H((nﬂ,l)ng)V(t, s)=V((n+t-1)T*,z),and lim(t,s)ﬂ(nng)V(t, s) =V(nT*, z)
exist, and

(ii) V is locally Lipschitzian in z.

Definition 2.1. Let V € V;, then for (t,z) € (n—1)T,(n+:-1)T] x RS and (t,z) € (n+1-
1)T,nT] x R3, the upper right derivative of V (¢, z) with respect to system (1.2) is defined as

D*V(t,z) = lim sup % [V((t+h),z+hf(t,z)) - V(tz)]. (2.1)
h—0*
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Definition 2.2. System (1.2) is said to be permanent if there exist positive constants m and M
with M > m > 0 such that each positive solution (5(t), I(t), y(t)) satistying m < S(t), I(t), and
y(t) < M for all t is sufficiently large.

The solution of system (1.2) is continuously differentiable on ((n — 1)T,n + ¢ — 1)T]
and ((n+1-1)T,nT], n € Z.. Obviously, the global existence and uniqueness of solutions to
system (1.2) are guaranteed by the smoothness properties of function f. For more details see
[27].

Lemma 2.3. Suppose that (S(t),1(t),y(t)) is a solution of system (1.2) with S(0*) > 0, I(0*) >0,
y(0") > 0. Then S(t) 20, I(t) > 0, y(t) > 0 for all t > 0. Furthermore, S(t) > 0,1(t) >0, y(t) > 0 if
5(0*) >0, I1(0*) >0, y(0*) > 0.

Lemma 2.4 (see [28]). Let V € Vj. Assume that

D*V(t,z) < g(t,V(t,z)), t#nT, t#(n+:1-1)T,
Vit z(t") <¢u(V(t,2), t=nT, (2.2)
V(t,z(t")) < puu(V(t,2)), t=m+1-1)T,

where g : Ry x Ry — Ris continuous in (n—1)T,(n+1-1)T] x Ry, and (n+1—-1)T,nT] x Ry,
limy gy — ((na-1)T+,2)§(t,8) = g((n + 1= 1)T¥, z), and lim 5) (u1+,2)8(t, 5) = g(nT™, z) exist; g5, :
R, — Ry and ¢n., : Ry — R, are nondecreasing. Let r(t) be the maximal solution of the scalar
impulsive differential equation

% =g(tu(t), t#m+i-1T, t#nT,

u(t™) = gu(u(t)), t=nT,
M(t+) = ¢n+l(u(t))/ t= (11 +i- 1)T/

u(0%) = u,

(2.3)

existing on [0, 00). Then V (0%, z(0%)) < ug implies that V (t,z(t)) < r(t) for t > 0, where z(t) =
(S@t),I(t), y(t)) is any solution of system (1.2). Assume that all the inequalities “<” in system (2.2)
are replaced by “>" in the preceding equations, and let p(t) be the minimal solution of (2.3) existing

on [0, 0). Then V (0%, z(0%)) > ug implies that V (t,z(t)) > p(t) for t > 0.

Lemma 2.5. There exists a positive constant M such that S(t) < M, I(t) < M, y(t) < M for each
solution of system (1.2) with positive initial values, where t is sufficiently large.

Proof. Define V (t) = 0S(t) + ol(t) + y(t), then it is clear that V' € V;. For the continuity points
of (1.2), thatis, t#(n+1—1)T and t#nT, then D*V(t) + dV(t) = V'(t) + AV (t), by simple
computation, we have

D*V(t) +dV(t) = o(d +r)S(t) — oI (t)(di - d)

orS(H)(S(t) + I(t))
K

—(d2=d)y(t) -
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orS%(t)
< _
<o(d+r)S(t) e
<M,
(2.4)
where d = min{d;,d;} and M; = cK(d + r)2/4r.
When t = (n+1-1)T, by system (1.2) directly, we have
Vin+:1-1)TY) <V((n+1-1)T). (2.5)
Similarly, when t = nT, we have
V(nT*) < V(nT) + oq1 + qa- (2.6)
According to Lemma 2.4, we can obtain that
M\ 4, (oqi+g)e™(1-e™) M,
< +y 2L dt ety
V(t)_<V(O) d)e + T + p
(2.7)

My (oqi +g)e”
d edl -1

Thus, V (t) is uniformly ultimately bounded from above. By the definition of V' (t), we follow
the conclusion immediately. This completes the proof. O

Lemma 2.6. For the following system:
u'(t) = —du(t), t#m+:-1)T, t#nT,
u(t)y = (1-pu(t), t=m+:-1T, (2.8)

u(t*) =u(t)+q, t=nT.

System (2.8) has a positive periodic solution u*(t) and for every solution u(t) of system (2.8), |u(t) —
u*(t)] — Oast — oo, where

ge~=(n=1)T)
. 1-(1-p)edl’ (n-1DT<t<(m+1-1)T,
u*(t) = q(l N p)e_d(t—(n—1)T)
7 (m+1-1)T <t<nT,
S (2.9)
u*(0+) — u*(nT*) _ #l .
1- (]_ - p)e—dT
q(1 - p)e—dtT

u*((n +1—- 1)T+) = u*(nT+) = W



6 Abstract and Applied Analysis

Proof. 1t is easily verified that u*(t) is a periodic solution of system (2.8) with the given initial
values. For the solution u(t) of system (2.8), we can derive that

(1-p)" " (@(0) —u* (0")e  +u*(t), te ((n-1)T,(n+1-1)T],
u(t) = (2.10)
(1-p)" (0" —u*(0*))e™ +u*(t), te((n+:1-1)T,nT].
Therefore, lim;_, o, |u(t) — u*(¢)| = 0. This completes the proof. O
3. Extinction and Permanence
For (1.2),if S(t) =0 for all t > 0, we have the following subsystem of (1.2):
I'(t) = -d1(b),
,( )=l t#£(n+1-1)T, t#nT,
y'(t) = -dy(t),
(3.1)

I(t) = (1=p)I(t), y(t")=(1-pa)y(t), t=(m+1-1T,
It =It)+q1, y{t")=y{t)+q, t=nT.

For subsystem (3.1), by assumption (iii), there is no relation between I(t) and y(t). By
Lemma 2.6, we have the following conclusion.

Lemma 3.1. System (3.1) has a unique positive periodic solution

a0 - (t=(n-1)T)

1-(1-pa)e T’
T (1 _ pZ)e—dl (t=(n-1)T)
1-(1-p2)e Tt

n-DT <t<(n+1-1)T,
I“(t) = <

, (n+:1-1)T <t <nT,
) (3.2)
( 3 e~ b (t-(n-1)T)
1-(1-ps)e®l’

P (1 _ pg)e_dZ(t_(n_l)T)

1-(1-ps)e®l

n-DT <t<(n+:-1)T,
Y () = S

, (n+1-1)T <t <nT,

with initial values

q(1-pa)e

I*((Tl‘i‘l— 1)T+) = I*(nT+) = W,
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q2
= (e

B (1-ps)e ™
1-(1-ps)el

Y (0") =y*(nT") =

y'(m+1-1)T") =y*(nT") =

(3.3)

Next, we investigate the stability of the susceptible pest-eradication periodic solution
(0,I"(t), y* (t)) of system (1.2).

Theorem 3.2. Let (S(t),I(t),y(t)) be any solution of (1.2). Then (0,I*(t),y*(t)) is globally
asymptotically stable provided that

q[(1-p2)e™T + predT 1]
di[(1-p2)e T - 1]
@[ -ps)e T +pse ™ 1] 1
dr [(1—p3)e T —1] 1-p1

(Hy) :rT - <% +a>

(3.4)

Proof. First, by using Floquet theory, we show the local stability of periodic solution
(0,I*(t), y*(t)) of (1.2). Considering the behavior of small amplitude perturbation, let

SE =u), It =v®)+I"t),  y)=wt)+y (1), (3.5)

where u(t), v(t), and w(t) are all small perturbations. By using Taylor expansion and after
neglecting higher-order terms, (1.2) can be linearized, and the linearized equations read as

u(t) = <r - ”;(t) —al*(t) - acy*(t))u(t),

o' (t) = al*(Hu(t) — dio(t),
w'(t) = —acoy* (Hu(t) - dow(t),
u(t™) = (1-p1)u(t), v(t") = (1-p2)o(t), w(t) = (1-ps)w(t), t=(m+:-1T,
u(t™) = u(t), v(t") = v(t) +q1, w(t™) =w(t) + g2, t =nT.

t#(m+1-1)T, t#nT,

(3.6)

Suppose that @(t) is the fundamental solution matrix of system (3.6), and then @(t) satisfies

rI*(t)
AD(t r——=—al*(t)-acy*(t) 0 O
d: - K al*(t) —d, o |®®), (3.7)

acoy*(t) 0 -d
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@(0) = I3 is the identical matrix. Then the resetting impulsive conditions of (1.2) become

u((n+1-1)T") 1-p1 O 0 u((n+1-1)T)
<v((n+t—1)T+)>=< 0 1-p» O ><U((Tl+l—1)T)>,
w((n+1-1)T") 0 0 1-ps w((n+1-1))T

u(nT*) 100 u(nT)
<v(nT+)> = <0 1 0> <v(nT)>.
w(nT™") 001 w(nT)

By Floquet theory, the local stability of (0, I*(t), y*(t)) is determined by the eigenvalues of

1-pr 0 0 100
N=( 0 1-p, 0 010 )o@, (3.9)
0 0 1-ps/ \0O1

where
(1 _ ]91) e J¥(r=rI* (£)/ K=al* (H)-acy* (H)dt 0 0
D(t) = * (1-p2)e T 0 . (3.10)
*k 0 (1-ps)e®’

The exact expression of * and *# are omitted since they are not required in the analysis that
follows. The eigenvalues of N are

M=(1- pl)ej'oT(r—rI*(t)/K—aI*(t)—acy*(t))dt, A=(1- Pz)e_le, A = (1- P3)3_d2T-

(3.11)
Obviously, A» < 1, A3 < 1. It follows that [A;| < 1 if and only if
rT—fT<TI*(t) +al*(t) + ac *(t))dt<1n ! (3.12)
J\ K Y 1-pi '
By computation, we have
T 1 _ 7d1T *dﬂT _ 1
f e = DAZP2)e™ +pae )
0 di((1-p2)edT -1)
(3.13)

g2((1 - p3)e ™" + pse T 1)
d((1-ps)e T —1)

LT y*(tdt =

Therefore, we can derive that |\;| < 1 if and only if (H;) holds true. Thus, by Floquet theory,
under condition (H1), the positive periodic solution (0, I*(t), y*(t)) is locally asymptotically
stable.
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Next, we prove the globally attractive property.
Choose €1 > 0 such that

(1-p1) eXp{LT(T - (% + a) (I"(t) = &1) = ac(y" (1) —sl))dt} £6<1. (3.14)

Besides, we have

I'(t) = aSH)I(t) — di1(t) > —d11(t). (3.15)

From Lemma 3.1 and comparison theorem of impulsive equation, for ¢ sufficiently large, we
have

I(t) > I"(t) — 1. (3.16)
Similarly, for t sufficiently large, we have
y(t) 2y (1) e, (317)

For simplification, we suppose that (3.16) and (3.17) hold for all ¢ > 0. Hence, it follows that

S'(t) =r5(h) (1 —aS(t)I(t) - ay(t)(1 - e5")
< S(t) <r - <% + a) (I*(t) — &1) — ac(y*(¢) - 51)), t#(n+1-1T, (3.18)

St)=1-p1)S(t), t=mn+:-1)T.

S(t) + (1)
- T)

Integrating (3.18) on ((n +1t—-1)T), (n +1)T] leads to

(n+1)T

S((n+0T) < S((n+1-1)T") exp{f <r - (% + a) (I*(t) = £1) — ac(y* (¢) - gl))dt}

(n+-1)T

=S((n+1-1)T)(1-p1)

(n+1)T r . .
x exp{f(n+l_1)T<r - <E + a) (I*(t) — &1) — ac(y* (t) - 51)>dt}
=S((n+1-1)T)é.

(3.19)

Thus S((n+1)T) < S(UT)6". In virtue of the assumption 6 < 1, we can follow that S((n+1)T) —
0asn — oo. Noting that 0 < S(t) < S((n+1-1)T)(1 - p1)e’” for (n+1-1)T <t < (n+0)T,
hence S(t) — Oasn — oo.
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Next, we prove I(t) — I*(t) ast — oo. For an arbitrary positive constant ¢ small
enough such that0 < ¢ < d;/a, since 0 < S(t) < ¢ for t large enough, without loss of generality,
we assume that 0 < S(t) < € hold for all t > 0. Then

~diI(t) < I'(t) = aSH)I(E) — di(t) < (ae — dr)I(t). (3.20)

By Lemma 3.1 and comparison theorem again, for all & > 0, there exists T>0, forallt>T,
and we obtain

I"(t) - <I(t) <IA(t) + €, (3.21)
where I*(t) is defined in Lemma 3.1, and I*(#) is the solution of the following system:
I(t) = (ae = dy)I(t), t#m+1-1T, t#nT,
It =1 -p)I(t), t=(n+1-1)T, (3.22)

It =It)+q1, t=nT,

that is,

qle(—d1+a£)(t—(n—1)T)

1- (1 _ pz)e(—d1+a£)T'

n-DT<t<(n+:1-1T,

Ay —
I2() = q1(1 - pz)e(fdﬁas)(tf(nfl)T) (3.23)
, (m+1-1)T <t<nT.
1- (1 _ p2>e(—d1+a£)T
Let e — 0, it follows that
Ity —-€ <I(t)<I*(t)+¢€ (3.24)

holds for t sufficiently large. Note that ¢’ > 0 is a constant small enough, then letting &’ — 0,
and we have I(t) — I*(t) ast — oo. By the same method, we can similarly derive that
y(t) — y*(t) ast — oo. This completes the proof. O

Finally, we study the permanence of system (1.2).

Theorem 3.3. System (1.2) is permanent if

= +a) 71 ((1-p2)e T +ppel 1)
K dl((l — pz)e‘le — 1)

—d, T

(Hy) : rT - (
(3.25)
C‘JZ((l —p3)e T + pse T —1) L
d((1-ps)e®T 1) 1-p1’

—a

Proof. By Lemma 2.5, without loss of generality, we suppose that S(t) < M, I(t) < M and
y(t) < M for all t > 0, where M is a constant satisfying M > r/ac.
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On the other hand, from (3.16) and (3.17), we can obtain

It)2I"(t) -1 2 (0" (1 - p2)e™ T —e1 2 my > 0,
(3.26)
yB) 2y () —e2y (0)(1-ps)e ™ —e1 £ my >0

for t large enough. Therefore, I(t) and y(t) are ultimately positively bounded from below.
Hence, we only need to prove that there exists a constant m3 > 0 such that S(t) > mj for ¢
sufficiently large. By the proof of Theorem 3.2, assumption (H,) is equivalent to

0

T *
f <r - ”K(t) —al*(t) - acy*(t))dt >In - —1p1' (3.27)

By the density of real number, we can select positive constant ¢ and ¢ small enough with
0 < ¢ <min{d;/a,d,/acc} such that

1 L (1 _ pl)eJ’OT(rfrg/Kf(r/KJra)(T(t)+£)fac(y(t)+£))dt > 1’ (328)

where

gredi+ad)(t=(n-1)T)
1—(1-py)et-di+ad)l’ (n-DT<t<(n+1-1T,
o (3.29)
¢ (1- p2)e<—d1+a§)(t—(n—1)T)
1- (1 - pz)e(—d1+ag)T ’ (n+1-1)T <t <nT,

goe(~+acot)(t=(n-1)T)

_ 1- (1-ps)el-dracod)T’ n-DT<t<(m+1-1DT,

y(t) = 0 (1 _ pS)e(—dHacag)(t—(rz—l)T) (330)
1- (1 - p3)e(*dz+uca§)T ’ (n+:-1)T <t <nT.

We claim that S(t) < ¢ cannot hold for all ¢ > 0. Otherwise, we can follow from (1.2) that

I'(t) = aSHI(t) — diI(H) < (ag - di)I(t), t#(n+1-1T, t#nT,
Ity = 1-p2)I(t), t=(n+i-1T, (3.31)
I(t) =I(t) +qu, t=nT,
y'() = oay(t)(1-e50) = day(t) < (acog - d)y(t), t#(n+1-1T, t#n,
y(t') = (1-ps)y(t), t=(n+1-DT, (3.32)

yt) =yt)+q, t=nT.



12 Abstract and Applied Analysis

By comparison theorem of impulsive differential equation, then there exists a T; > 0 such that

I <T(H)+e, y(t) <Y +e, V>0, (3.33)

where I(#), Y(t) are defined in (3.29) and (3.30), respectively; that is, they are the solutions of
systems (3.31) and (3.32), respectively. Then, for t > T;, we have

S'(t) > S(t)(r— % - (% +a> (T(t) +g> — ac(y(t) +g)>, t#(m+1- DT, t#nT,

St =(1-p)SH), t=@m+i-1T, (3.34)

S(t*) = S(t), t=nT.

Letn € Z, and (n1 +1—1)T > T;. Integrating (3.34) on ((n+:-1)T, (n+1)T),n > n;, we have

(n+=1)T

S(n+ 0T 2 S((n+1- DT exP{j("“)T (r (L a) (1) +€) - ac(t) + @)}

=S(n+1-1)T(1-p1)

x eXp{f((::)T <r - % - <% + a> <T(t) + 5) —ac(y(t) + 5)) }
=S(n+:-1)Tn.
(3.35)

Thus, S((my + n+ )T) > S(ny + )T - " — oo ast — oo, which is a contradiction to the
boundedness of S(t). Hence, there exists a t; > 0 such that S(¢;) > ¢. Then there are two cases.

Case 1 (S(t) > ¢ for all t > t1). Then let m3 = ¢, our aim is obtained. Otherwise, we
consider Case 2.

Case 2. We consider those solutions which leave the region R = {(S(t),I1(t),y(t)) € RS :
S(t) < ¢} and reenter it again. Let t* = infys {S(t) > ¢}, then there are two possible cases for
.

Subcase 2.1 (t* = (ny +1—-1)T, ny € Z,). Then for t € [t1,+*], S(t) > ¢ and (1 — p1)¢ <
S(t*) = (1 - p1)S(t*) < {. Select np, n3 € Z, such that

1 M
(ny - DT > w, (3.36)
—u1
(1 _ pl)nzenzmTrlng N (1 _ pl)nze(n2+l)mTrln3 > 1, (337)

wheren; =r—-r{/K - (r/K+a)M —acM < 0.
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Let T = n,T + nsT, then we claim that there must exist a t, € (£t + IN") such that

S(ty) > ¢. Otherwise, considering system (3.31), we can derive that

§
L \n=(m+1) _ Q (-di+ag)(t-mT) | T
(1-p2) <I(n1T+) -G _pZ)e(—dﬁaE)T)e ral)(t=mT) 4 I,
1) = 4 n-DT <t<(n+1-1)T,
) _ 1 (~dv+ad) (t-mT) 4 T
(1-p2) (I("1T+) 1-(1- pz)e(—d1+as)T>e eI 1),

(n+1-1)T <t <nT,

\

andm +1<n<n +n+ns.
From (3.36) and (3.38), we have

10 =T(1)] < (M + qr)els®emD < ¢,
That is,
I <It)+e, (m+m-DT<t<t +T.
Similarly, we can derive that

y(t) <y(t)+e, for(m+my-DT<t<t +T,

(3.38)

(3.39)

(3.40)

(3.41)

which implies that (3.34) holds for t* + n,T <t < t* + T. In view of the discussion after (3.34),
we have S(t* + T) > S(t* + n,T)n™. Integrating the following system (3.42) on [t*,t* + nT],

S'(t) > S(t) (r - r_K§ - (% + a)M - acM>, t#(n+1-1)T,
St)=(1-p1)St), t=m+-1T,
we have
St +mT) > ¢(1-p1)e™ml.
It follows from (3.37) and (3.43) that

S<t* + T) >¢(1 _pl)”2enzmT7,ln3 > ¢,

which is a contradiction to the above assumption, then our claim is true.
Lett = infyp {S(t) > ¢}, then for t € (*,t), x(t) < ¢, x(t) = {. Therefore,

S(t) > g(l _pl)nz+nae(nz+n3)mT A ms.

(3.42)

(3.43)

(3.44)

(3.45)
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For t > t, the same argument can be continued since S() > ¢.

Subcase 2.2 (t*# (ny +1—1)T,ny € Z,). Then S(t) > { fort € [t1,t*] and S(t*) = ¢.

Suppose t* € ((n}+1—1)T, (n}+1)T), n} € Z,. Then either S(t) < ¢ forallt € (t*, (n}+1)T),
or there exists a t € (t*, (n] +1)T) such that S(t) > ¢.

If S(t) < ¢ forall t € (t*,(n} +1)T), similar to the former discussion, there must be a
t, € [(n, + )T, (1, + )T + T] such that S(t,) > ¢. Let f = infir {S(t) > ¢}, and then S(F) < ¢
for t € (t*,t]. Therefore, S(t) > {(1 — p1)™ ™ em+m+UmT £ 4y That is, S(t) > mj3 holds for
t € (t,t]. For t > t, due to S(t) > ¢, the same argument can be continued.

If there exists a t € (t*, (n] +1)T) such that S(t) > ¢, the same argument in Subcase 2.1
can also be continued, and one can follow the conclusion easily. We omit it here.

Incorporating all the cases above, we deduce that system (1.2) is permanent. The proof
is complete. O

Remark 3.4. For system (1.2), if there is no disease in prey, then Theorems 3.2 and 3.3
reduce to the corresponding results of [1], while Theorems 3.2 and 3.3 imply that disease
in prey affects dynamics of (1.2), which will be shown by simulation in Section 4. It is
interesting and valuable for biological control. Specially, the globally asymptotical stability
of susceptible pest-eradication periodic solution is studied here, but authors [1] only give
locally asymptotical stability of the prey-free periodic solution. Therefore, we improve and
generalize the main results of [1].

4. Examples and Simulation

Theorems 3.2 and 3.3 show that dynamics of system(1.2) is affected by complicated factors
such as contact number per unit time for every infective prey a, impulsive period T, releasing
amount of infective prey g, and releasing amount of predator g». In this section, by numerical
analysis, we show the effects of parameters a, T, g1, and g, on dynamics of (1.2), respectively.
For example, taker =4,k =8,a=2,c=05p1 =05 p=p3 =0, 1 =g =2,d; =02,
d,=04,T =4,and S(0) = I(0) = y(0) = 2. If a = 0.55, then Theorem 3.2 implies that system
(1.2) has a susceptible pest-eradication periodic solution, which is globally asymptotically
stable. If & = 0.4, then Theorem 3.3 implies that (1.2) is permanent. By simulation, the results
can be seen directly, see Figures 1 and 2, respectively. Actually, by simulation, there exists a
critical value a = 0.531, and if a < 0.531, then the system is permanent; otherwise, it has a
susceptible pest-eradication periodic solution, see Figures 3, 4, and 5, respectively.

Taker =2, K=4a=2,¢=05a=06p =05 p, =03,p3 =060 =031 =
0.5,dy = 02,d, = 04, and 5(0) = I1(0) = y(0) = 1. For impulsive period T, the releasing
amount of infective prey gqi, and releasing amount of predator g,, respectively, Theorems
3.2 and 3.3 imply that system (1.2) exhibits a variety of dynamic behaviors such as cycles,
periodic doubling cascade, chaos, and so on. Take susceptible pest as an example, and the
numerical analysis of susceptible pest about parameters T, g1, and g, shows that dynamical
behaviors of the system are very complex, see Figures 6, 7, and 8. Similarly, dynamics of
infective pest and predator may be complex too. It is omitted.

5. Discussion

In this paper, by using Floquet theory and small amplitude perturbation technique of
impulsive differential equation, we consider a predator-prey model with complex influence
of disease in prey, Ivlev-type functional response, and impulsive perturbation such as
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Figure 1: Existence of the pest-eradication periodic solution of (1.2) withr =4,k =8,a=2,c=0.5,p1 = 0.5,
p=p3=0,1=q2=2,d1=02,d,=04,T =4,5(0) =I(0) = y(0) =2, a = 0.55.
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Figure 2: Permanence of (1.2) withr =4,k =8,a=2,c=05p1 =05, po=p3=0,q1 =q2 =2,d1 = 0.2,
dr=04,T=4,50)=1(00) =y(0) =2, a =04
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0.8 1

a

Figure 3: Bifurcation diagrams of susceptible pest for (1.2) withr =4,k =8,a =2,c =0.5,p; = 05,p, =
P3=0,q1=q =2,d1 =02,d, =04T =4,5(0) = I(0) = y(0) = 2. For each value of a, system (1.2) is
integrated over 500 pulsing cycles, and the stroboscopic measurements of S(t) are plotted, a is over [0, 1].

()

0.5

24
Figure 4: Bifurcation diagrams of infective pest for (1.2) withr =4,k =8,a=2,c=0.5,p1 =0.5,po =p3 =0,

Gi=¢=2,d1=02,d, =04,T =4,50) = 1(0) = y(0) = 2. For each value of «, system (1.2) is integrated
over 500 pulsing cycles, and the stroboscopic measurements of I(t) are plotted, a is over [0, 1].

periodic pesticide spraying on all species and periodically releasing predator at fixed different
time. Conditions ensuring the existence and global stability of the extinction of susceptible
prey as well as the permanence of this system are established.

Our results show that the susceptible prey is either extinct or permanent, that is, when
the stability of extinct equilibrium is lose, the system becomes permanent. We conclude that,
to reduce pest population, a strategy should aim to make the inequality in Theorem 3.2 hold.
This can be done by increasing the value of parameters «, T, and p; or decreasing the value of
parameters q; and g, that is, releasing more infective pests, using more effective pesticides
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Figure 5: Bifurcation diagrams of predator for (1.2) withr =4,k =8,a=2,¢=05,p1 =05 p. =p3 =0,
Gi =G =2,d1=02,d,=04,T =4,50) = 1(0) = y(0) = 2. For each value of &, system (1.2) is integrated
over 500 pulsing cycles, and the stroboscopic measurements of y(t) are plotted, a is over [0, 1].

3.5

St

Figure 6: Bifurcation diagrams of susceptible pest for (1.2) withr =2, K =4,a=2,¢=0.5,a=0.6,p; =0.5,
p2=03,p3=06,0=03,1=05 d1 =02, d,=04,91 =2,4 =4,5(0) =1(0) = y(0) = 1. For each value
of T, system (1.2) is integrated over 400 pulsing cycles, and the last 400 stroboscopic measurements of S(t)
are plotted, and T is over [10, 50].

for the prey and increasing numbers of releasing of infective prey and predator (the natural
enemy of the pest). By numerical analysis, small changes of parameters a, T, p;, or g; (i = 1,2)
may make much difference on the dynamics of (1.2). This indicates that pest control strategy
is a very complex issue, and integrated pest management may be more effective than those
when only spraying pesticides is used or only infective pest is released or only natural enemy
is released. Hence, integrated pest management may be a prior strategy for pest management.

Finally, many authors [15, 29-31] pay much attention to study the existence of
epidemic equilibrium points, dynamical effects from delays, and stochastic impulse in recent
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q

Figure 7: Bifurcation diagrams of susceptible pest for (1.2) withr =2, K=4,a=2,¢=0.5,a =0.6,p; = 0.5,
p2=03,p3=06,0=03,1=05 d, =02, d,=04,9,=4,T =10, S(0) = I(0) = y(0) = 1. For each value
of T, system (1.2) is integrated over 500 pulsing cycles, and the last 400 stroboscopic measurements of S(t)
are plotted, and ¢ is over [0, 5].

St

04

02

q2

Figure 8: Bifurcation diagrams of susceptible pest for (1.2) withr =2, K =4,a=2,c¢=0.5,a=0.6,p1 =0.5,
p2=03,p3=06,0=03,:=05,d, =02, d, =04,91 =2, T =10, S(0) = I(0) = y(0) = 1. For each value
of T, system (1.2) is integrated over 800 pulsing cycles, and the last 400 stroboscopic measurements of S(t)
are plotted, and g, is over [0,5].

years. Then for (1.2), how about the potential presence or not of epidemic equilibrium points
of the prey and the possible extensions to the incorporation of delays? On the other hand,
if the predator is released stochastically, how does it affect the dynamics of (1.2)? we leave
these interesting problems as our future work.
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