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Recurrence Relations Satisfied by the Traces of Singular Moduli for Γ0(N)

Bumkyu Cho

Abstract. We compute the divisor of the modular equation on the modular curve

Γ0(N) \ H∗ and then find recurrence relations satisfied by the modular traces of

the Hauptmodul for any congruence subgroup Γ0(N) of genus zero. We also intro-

duce the notions and properties of Γ-equivalence and Γ-reduced forms about binary

quadratic forms. Using these, we can explicitly compute the recurrence relations for

N = 2, 3, 4, 5.

1. Introduction

Let j(τ) be the Hauptmodul for the full modular group SL2(Z) whose Fourier expansion

is given as

j(τ) =
1

q
+ 196884q + 21493760q2 + · · · , q = e2πiτ , τ ∈ H.

Let QD denote the set of positive definite quadratic forms of discriminant D with the

usual action of SL2(Z). For any Q ∈ QD we denote by τQ its unique root on H, and put

ωQ = |SL2(Z)Q|. We further define the Hurwitz-Kronecker class number H(D) and the

trace t(D) of singular moduli as

H(D) =
∑

[Q]∈QD/SL2(Z)

1

ωQ
, t(D) =

∑
[Q]∈QD/ SL2(Z)

1

ωQ
j(τQ).

In (5) and (7) of [11, Theorem 2], Zagier obtained the recurrence relations for H(D) and

t(D) by computing the divisor of the modular equation on the modular curve SL2(Z) \H∗

(1)
∑
|r|<2

√
n

H(r2 − 4n) =
∑
d|n

max{d, n/d}+

1/6 if n is a perfect square,

0 otherwise,

(2)
∑
|r|<2

√
n

t(r2 − 4n) =


−4 if n is a perfect square,

2 if 4n+ 1 is a perfect square,

0 otherwise.
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This result was generalized by Choi and Kim [4] to the case for weakly holomorphic

modular functions and weak Maass forms of weight zero on Γ∗0(p). They could find recur-

sions for traces by an analytic way, namely by finding recursions for the Fourier coefficients

of weak Jacobi forms of weight 2 and index p on SL2(Z). Recently, Murakami [9] obtained

a similar result for the class number relations from the aspects of moduli spaces of elliptic

curves with level structures, and showed that these intersection numbers can be written

by the Fourier coefficients of the Siegel Eisenstein series of degree 2 and weight 2 with

respect to Sp2(Z).

In the present article, we generalize Zagier’s result to the case for the Hauptmodul

jN (τ) on the congruence subgroup Γ0(N). Our proof will be essentially geometric. We

compute the divisor of the modular equation on the modular curve X0(N) := Γ0(N) \H∗

and express the modular equation as a product in terms of the values of jN (τ) at all cusps

in X0(N) other than ∞ and at all CM points in X0(N).

We denote by QD,N the set of positive definite quadratic forms ax2 + bxy + cy2 of

discriminant D such that a ≡ 0 (mod N). Then Γ0(N) acts on QD,N in a natural way.

Assume that jN (τ) is of the form

jN (τ) =
1

q
+ c1q + c2q

2 + · · · , cm ∈ Z.

Observe that jN (τ) has no constant term in its q-expansion. The Hurwitz-Kronecker class

number H(D,N) and the trace t(D,N) of singular moduli are defined as

H(D,N) =
∑

[Q]∈QD,N/Γ0(N)

1

ωQ,N
, t(D,N) =

∑
[Q]∈QD,N/Γ0(N)

1

ωQ,N
jN (τQ),

where ωQ,N = |Γ0(N)Q|.
Zagier himself generalizes his result described above to several ways. For one of them,

he deals with QD,N,β/Γ0(N) to compute the traces of the Hauptmodul j∗N (τ) for Γ∗0(N)

(see [11, Section 8]). However, we deal with QD,N/Γ0(N) to compute the traces of the

Hauptmodul jN (τ) for Γ0(N). While the modular curve X∗0 (N) := Γ∗0(N) \ H∗ has only

one cusp ∞, our modular curve X0(N) has some cusps other than ∞ when N > 1. Due

to this difference, the values of jN (τ) at all cusps other than ∞ will appear in our results.

Moreover, we introduce the notions and properties of Γ-equivalence and Γ-reduced

forms about binary quadratic forms in Section 3 in order to find the representatives for

QD/Γ, where Γ is a congruence subgroup of SL2(Z). These notions coincide with the usual

proper equivalence and reduced forms when Γ = SL2(Z). These notions combined with

the fundamental region for Γ0(p) presented in Section 4 will enable us to systematically

compute the representatives for QD,p/Γ0(p) for any prime p.

Theorem 1.1. Let p be a prime number such that the genus of Γ0(p) is zero, and let n

be a positive integer relatively prime to p. Then we have
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(1)
∑
|r|<2

√
n

H(r2−4n, p) = 2σ(n)−2
∑
d|n

min{d, n/d}+


∑
|r|<2H(r2 − 4, p) if n = �,

0 otherwise,

(2) ∑
|r|<2

√
n

t(r2 − 4n, p) = −jp(0)
∑
d|n

min{d, n/d}

+


jp(0) +

∑
|r|<2 t(r

2 − 4, p) if n = �,

2 if 4n+ 1 = �,

0 otherwise.

Here, � denotes a perfect square.

Remark 1.2. The modular curve X0(p) has two cusps ∞ and 0. Observe that the value

of jp(τ) at the cusp 0 appears in (2).

Let N = 2, 3, 4, 5, 7, 9, 13, 25. Then jN (τ) is given as

jN (τ) =

(
η(τ)

η(Nτ)

)24/(N−1)

+
24

N − 1
,

where η(τ) = q1/24
∏∞
n=1(1− qn) is the Dedekind eta function. Using the transformation

formula η(−1/τ) =
√
−iτη(τ), we are able to compute the value of jN (τ) at the cusp 0 as

jN (0) = 24/(N − 1).

Example 1.3 (N = 2). Let n ∈ N be odd. According to Example 3.3, we have Q−3,2 = φ

and Q−4,2/Γ0(2) = {[2x2 +2xy+y2]}. Because (−1+ i)/2 is an elliptic point of order 2 for

Γ0(2), we have H(−3, 2) = t(−3, 2) = 0 and H(−4, 2) = 1/2. Moreover, we can compute

that j2(−1+i
2 ) = −40, from which we get t(−4, 2) = −20. Hence we obtain

(1)
∑
|r|<2

√
n

H(r2 − 4n, 2) = 2σ(n)− 2
∑
d|n

min{d, n/d}+

1/2 if n = �,

0 otherwise,

(2)
∑
|r|<2

√
n

t(r2 − 4n, 2) = −24
∑
d|n

min{d, n/d}+


4 if n = �,

2 if 4n+ 1 = �,

0 otherwise.

Example 1.4 (N = 3). Let n ∈ N be relatively prime to 3. We obtain that Q−3,3/Γ0(3) =

{[3x2 +3xy+y2]} and Q−4,3 = φ, and that (−3+
√
−3)/6 is an elliptic point of order 3 for

Γ0(3). Thus H(−3, 3) = 1/3 and H(−4, 3) = t(−4, 3) = 0. We further have t(−3, 3) = −5

because j3(−3+
√
−3

6 ) = −15. Hence we get
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(1)
∑
|r|<2

√
n

H(r2 − 4n, 3) = 2σ(n)− 2
∑
d|n

min{d, n/d}+

2/3 if n = �,

0 otherwise,

(2)
∑
|r|<2

√
n

t(r2 − 4n, 3) = −12
∑
d|n

min{d, n/d}+

2 if n = � or 4n+ 1 = �,

0 otherwise.

Example 1.5 (N = 5). Assume that n ∈ N is relatively prime to 5. Applying Exam-

ple 3.4, we see that Q−3,5 = φ and

Q−4,5/Γ0(5) = {[5x2 + 4xy + y2], [5x2 − 4xy + y2]}.

If we put Q = 5x2 + 4xy + y2 and Q′ = 5x2 − 4xy + y2, then both of τQ = (−2 + i)/5

and τQ′ = (2 + i)/5 are turned out to be elliptic points of order 2 for Γ0(5). Thus

ωQ,5 = ωQ′,5 = 2 and hence H(−3, 5) = t(−3, 5) = 0 and H(−4, 5) = 1. We also have

t(−4, 5) = −5 because j5(τQ) = −5 + 2i and j5(τQ′) = −5 − 2i. Therefore Theorem 1.1

says that

(1)
∑
|r|<2

√
n

H(r2 − 4n, 5) = 2σ(n)− 2
∑
d|n

min{d, n/d}+

1 if n = �,

0 otherwise,

(2)
∑
|r|<2

√
n

t(r2 − 4n, 5) = −6
∑
d|n

min{d, n/d}+


1 if n = �,

2 if 4n+ 1 = �,

0 otherwise.

We also obtain results similar to Theorem 1.1, in which the level need not be a prime

number. See Theorem 2.4, Corollary 2.12, and Theorem 2.13 for detailed statements.

Example 1.6 (N = 4). Assume that n ∈ N is odd. The Γ0(4) has three cusps ∞, 0, and

1/2, and we can evaluate the values at the cusps as j4(0) = 8 and j4(1/2) = −8. Because

Q−4,4 = Q−3,4 = φ, we have H(−4, 4) = H(−3, 4) = t(−4, 4) = t(−3, 4) = 0 and hence we

get

(1)
∑
|r|<2

√
n

H(r2 − 4n, 4) = 2σ(n)− 3
∑
d|n

min{d, n/d}+

1 if n = �,

0 otherwise,

(2)
∑
|r|<2

√
n

t(r2 − 4n, 4) =

2 if 4n+ 1 = �,

0 otherwise.
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2. Modular equations and traces of singular moduli

Assume that Γ0(N) is of genus zero. For a positive integer n, we define

Mn,N =
{(

a b
c d

)
∈ M2(Z) | ad− bc = n, (a,N) = 1, c ≡ 0 (modN)

}
,

jN (τ) =
1

q
+

∞∑
m=1

cmq
m (cm ∈ Z) a Hauptmodul for Γ0(N),

ΦΓ0(N)
n (X, jN ) =

∏
[α]∈Γ0(N)\Mn,N

(X − jN (α(τ))).

Clearly we have Φ
Γ0(N)
1 (X, jN ) = X−jN , so Φ

Γ0(N)
1 (X,Y ) = X−Y . Since all coefficients of

the polynomial Φ
Γ0(N)
n (X, jN ) in the variable X are the elementary symmetric functions

of the jN ◦ α’s, they are invariant under Γ0(N). We can further deduce that they are

contained in C(jN ) because jN is a Hauptmodul for the congruence subgroup Γ0(N) of

genus zero. Thus we may think of Φ
Γ0(N)
n (X, jN ) as a polynomial in C(jN )[X].

According to [10, Proposition 3.36], we can choose the representatives of all the distinct

orbits in Γ0(N) \Mn,N as

αa,b :=

a b

0 n/a

 ,

where a | n, (a,N) = 1, and 0 ≤ b < n/a. The number of these representatives is∑
d|n,(n/d,N)=1 d.

Lemma 2.1. With the notation and assumptions as above, we have the following.

(1) Φ
Γ0(N)
n (X,Y ) ∈ Q(Y )[X] is a polynomial in X over Q(Y ) of degree

∑
d|n,(n/d,N)=1 d.

(2) Φ
Γ0(N)
n (X,Y ) ∈ Z[X,Y ] if (n,N) = 1.

(3) If (n,N) = 1 and if n is not a perfect square, then Φ
Γ0(N)
n (X,X) has degree

∑
d|n

max{d, n/d} and leading coefficient (−1)
1
2
σ0(n).

(4) If (n,N) = 1 and if n is a perfect square, then the polynomial Φ
Γ0(N)
n (X,Y )

Φ
Γ0(N)
1 (X,Y )

∣∣∣
Y=X

in

X has degree
∑

d|n max{d, n/d} − 1 and leading coefficient (−1)
1
2

(σ0(n)−1)√n.

Proof. The proof is essentially the same as the proof of [8, §2 in Chapter 5] or [6, The-

orem 11.18], in which they presented the classical result about the primitive modular

equation for j(τ).

(1) For any integer k relatively prime to n, let ψk ∈ Gal(Q(ζn)/Q) be an automorphism

defined by ψk(ζn) = ζkn. Then ψk induces an automorphism of Q(ζn)((q1/n)) in a natural
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way and we denote it by the same letter ψk. Because

jN (αa,b(τ)) = ζ−abn q−a
2/n +

∞∑
m=1

cmζ
abm
n qma

2/n,

we get

ψk(jN (αa,b(τ))) = ζ−abkn q−a
2/n +

∞∑
m=1

cmζ
abkm
n qma

2/n = jN (αa,b′(τ)),

where b′ is the unique integer satisfying 0 ≤ b′ < n/a and bk ≡ b′ (mod n/a). This shows

that all the elementary symmetric functions of the jN ◦ αa,b’s are actually contained in

Q((q1/n)). Because C(jN ) ∩Q((q1/n)) = Q(jN ), we have Φ
Γ0(N)
n (X, jN ) ∈ Q(jN )[X].

(2) Let s ∈ Q ∪ {∞}. Note that

jN ◦ αa,b has a pole at the cusp s

⇐⇒ αa,b(s) ∼ ∞ under Γ0(N)

⇐⇒ s =
n
a i− bj
aj

for some i, j ∈ Z with (i, j) = 1, (i,N) = 1, j ≡ 0 (modN).

Because (na i− bj,N) = 1 and aj ≡ 0 (mod N), we see that all the elementary symmetric

functions of the jN ◦ αa,b’s are holomorphic at all cusps of Γ0(N) except ∞. They are

also holomorphic on H clearly and hence we deduce that Φ
Γ0(N)
n (X, jN ) are contained in

Q[jN ][X]. Since jN ◦αa,b has its Fourier coefficients in Z[ζn], all Fourier coefficients of the

elementary symmetric functions of the jN ◦ αa,b’s must be algebraic integers. This shows

that Φ
Γ0(N)
n (X, jN ) are actually contained in Z[jN ][X].

(3) Because Φ
Γ0(N)
n (X,X) ∈ Z[X], we have

ΦΓ0(N)
n (jN , jN ) = a`q

−` + (higher degree terms),

where ` = degX Φ
Γ0(N)
n (X,X) and a` ∈ Z. Since

jN (τ)− jN (αa,b(τ)) = q−1 − ζ−abn q−a
2/n + (terms of degree > 0),

we compute

` =
∑
a|n

∑
0≤b<n/a

max{1, a2/n} =
∑
a|n

n

a
max{1, a2/n} =

∑
a|n

max{n/a, a}

and

a` =
∏
a|n

a>
√
n

∏
0≤b<n/a

(−ζ−abn ) =
∏
a|n

a>
√
n

(−1) = (−1)
1
2
σ0(n).
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(4) The degree ` and leading coefficient a` of Φ
Γ0(N)
n (X,Y )

Φ
Γ0(N)
1 (X,Y )

∣∣∣
Y=X

are similarly computed

as

` =
∑
a|n

∑
0≤b<n/a

max{1, a2/n} − 1 =
∑
a|n

max{n/a, a} − 1

and

a` =
∏
a|n

a>
√
n

∏
0≤b<n/a

(−ζ−abn )×
∏

0<b<
√
n

(1− ζ−b√
n
) = (−1)

1
2

(σ0(n)−1)√n,

since the case that a =
√
n and b = 0 needs to be removed in the computation of (3).

Remark 2.2. The author has also obtained some properties about the primitive modular

equations for Γ1(m) ∩ Γ0(mN) (see [1, Theorem 2.1]), and more generally for ΓH(N, t)

and Γ with [Γ : ΓH(N, t)] = 2 (see [2, Theorems 2.1 and 2.2]).

Given a negative integer D, we define

QD,N = {ax2 + bxy + cy2 | a > 0, b2 − 4ac = D, a ≡ 0 (modN)},

HD,N (X) =
∏

[Q]∈QD,N/Γ0(N)

(X − jN (τQ))1/ωQ,N , ωQ,N = |Γ0(N)Q|.

Here QD,N/Γ0(N) denotes the set of all equivalence classes in QD,N under the so-called

Γ0(N)-equivalence defined by

Q ∼ Q′ if Q′ = Q · γ := Q(ax+ by, cx+ dy) for some γ =

a b

c d

 ∈ Γ0(N),

and τQ denotes the unique solution of Q(x, 1) = 0 on H for a quadratic form Q ∈ QD,N .

Remark 2.3. The product in the definition of HD,N (X) is a well-defined finite product

according to Theorem 3.5 and τQ·γ = γ−1(τQ). It is also worth noticing that Q = Q′ if

and only if τQ = τQ′ and both Q and Q′ have the same discriminant.

Let S denote the set of all inequivalent cusps of Γ0(N). For any cusp s = a/b ∈ S
with (a, b) = 1 and b ≥ 0, we write bs := b and define

νs,n,N =
∑

min{d, n/d},

where the summation is over all the positive divisors d of n such that n ≡ d2 (mod (bs,
N

(bs,N))).

(Here we understand that ±1
0 =∞.)

Theorem 2.4. Assume that the genus of Γ0(N) is zero and that n is a positive integer

relatively prime to N . Assume further that n is not a perfect square. Then we have

ΦΓ0(N)
n (X,X) = (−1)

1
2
σ0(n) ×

∏
r∈Z
|r|<2

√
n

Hr2−4n,N (X)×
∏
s∈S
s 6∼∞

(X − jN (s))νs,n,N ,

where S is the set of all inequivalent cusps of Γ0(N).
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To prove this, we need more lemmas. Let P0 ∈ X be a point on a compact Riemann

surface X of genus zero, and let t(z) be a local parameter at P0, and let ordP0(f) denote

the order of a meromorphic function f(z) on X at P0. Then we have

f(z) =

∞∑
m=ordP0

(f)

cmt(z)
m

with cordP0
(f) 6= 0. Suppose that the function field of X is generated by f over C. Then f

has a unique simple pole and a unique simple zero, and all the other points have order 0.

(For a reference, see [10, Proposition 2.11(3)].) If P0 is not a simple pole of f , then

f(z)− f(P0) must have a simple zero at P0 because C(f(z)− f(P0)) is also the function

field of X. Thus we can deduce the following.

Lemma 2.5. Suppose that the function field of a compact Riemann surface X of genus

zero is generated by f over C. Let t(z) be a local parameter at a point P0 ∈ X. If P0 is

not a simple pole of f , then we have

f(z) = f(P0) +
∞∑
m=1

cmt(z)
m

with c1 6= 0.

Let Mell
n,N be the subset of Mn,N consisting of all elliptic elements, i.e.,

Mell
n,N = {α ∈ Mn,N | | tr(α)| < 2

√
n}.

Lemma 2.6. Let τ0 ∈ H be a fixed point of α ∈ Mell
n,N −

√
nΓ0(N). Then we have

lim
τ→τ0

jN (τ)− jN (α(τ))

jN (τ)− jN (τ0)
6= 0,∞.

Proof. Set e = |Γ0(N)τ0 |. Then t = (τ − τ0)e is a local parameter at P0 := Γ0(N)τ0 ∈
X0(N). According to Lemma 2.5 we have

jN (τ) = jN (τ0) +
∞∑
m=1

cm(τ − τ0)em

with c1 6= 0. We see that |Γ′τ0 | = |Γ0(N)τ0 | = e and hence derive that t = (τ − τ0)e is also

a local parameter at Q0 := Γ′τ0 ∈ X ′, where X ′ = Γ′ \H∗ and Γ′ = α−1Γ0(N)α. Because

jN ◦ α generates the function field C(X ′) of the compact Riemann surface X ′ over C, we

infer from Lemma 2.5 again and from α(τ0) = τ0 that

jN (α(τ)) = jN (α(τ0)) +
∞∑
m=1

dm(τ − τ0)em = jN (τ0) +
∞∑
m=1

dm(τ − τ0)em
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with d1 6= 0. Because

lim
τ→τ0

jN (τ)− jN (α(τ))

jN (τ)− jN (τ0)
= lim

τ→τ0

∑∞
m=1(cm − dm)(τ − τ0)em∑∞

m=1 cm(τ − τ0)em
=
c1 − d1

c1
,

it is enough to show that c1 6= d1.

Substituting α(τ) for τ in the first equation of this proof, we get

jN (α(τ)) = jN (τ0) +

∞∑
m=1

cm(α(τ)− τ0)em

= jN (τ0) + c1

(
α(τ)− α(τ0)

τ − τ0

)e
(τ − τ0)e +

∞∑
m=2

cm(α(τ)− τ0)em,

from which we deduce that

d1 = lim
τ→τ0

jN (α(τ))− jN (τ0)

(τ − τ0)e
= c1α

′(τ0)e.

Now we will show that α′(τ0)e 6= 1. Write α =
(
a b
c d

)
. Since α′(τ0) = n/(cτ0 + d)2, we

infer that

α′(τ0)e = 1 ⇐⇒ cτ0 + d =
√
nζk2e for some k = 0, 1, . . . , 2e− 1.

Clearly we have e = 1, 2, or 3. If e = 1, then
√
nζk2e is real, but cτ0 + d is not because

c 6= 0. So we have α′(τ0) 6= 1.

From now on, we suppose that e > 1. We deal with two cases. Firstly, we consider the

case that n is not a perfect square. We assume that α′(τ0)2 = 1. Then cτ0 + d =
√
nik

for some k ∈ Z. If k = 0 or 2, then we have a contradiction as above. If k = 1 or 3,

then we have τ0 = (−d ±
√
ni)/c, whose imaginary part is irrational because n is not

a perfect square. Since every elliptic point of Γ0(N) of order 2 must be equivalent to i

under SL2(Z), we obtain that τ0 = γ(i) for some γ ∈ SL2(Z), from which we infer that the

imaginary part of τ0 must be rational. Thus we have α′(τ0)2 6= 1. Now we assume that

α′(τ0)3 = 1. Since the real part of
√
nζk6 is irrational, so is the real part of τ0. However,

we have τ0 = γ(−1+
√

3i
2 ) for some γ ∈ SL2(Z), whose real part is easily computed to be

rational.

Finally, we consider the case that n is a perfect square. Assume that α′(τ0)e = 1, i.e.,

that cτ0 + d =
√
nζk2e for some k = 0, 1, . . . , 2e − 1. Without loss of generality, we may

assume that c > 0. From α(τ0) = τ0, we have τ0 =
a−d+

√
(a+d)2−4n

2c . On the other hand,

since |Γ0(N)τ0 | = e > 1, there is an elliptic element γ =
(
A B
C D

)
∈ Γ0(N) such that C > 0

and γ(τ0) = τ0, so we have τ0 =
A−D+

√
(A+D)2−4

2C . Comparing these with τ0 =
−d+

√
nζk2e

c ,

we derive that k = 1, a+d = 0, A+D = 0, c =
√
nC, d =

√
nD, and a =

√
nA if e = 2 and

that k = 1, 2, a+ d = (−1)k−1√n, A+D = (−1)k−1, c =
√
nC, d =

√
nD, and a =

√
nA

if e = 3. In either case, combining with ad − bc = n and AD − BC = 1, we deduce that

b =
√
nB and hence α =

√
nγ ∈

√
nΓ0(N). This leads us to a contradiction.
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The unique fixed point of α ∈ Mell
n,N on H is denoted by τα. We also use the main

involution of M2(Z) defined by αι =
(
d −b
−c a

)
for α =

(
a b
c d

)
.

Lemma 2.7. Assume that (n,N) = 1. For any matrix α =
(
a b
c d

)
we denote by q(α) the

quadratic form sgn(c) · (cx2 + (d− a)xy − by2). Then q : Mell
n,N →

⋃
|r|<2

√
n Qr2−4n,N is a

surjective map such that

(1) q
((

(−b+r)/2 −c
a (b+r)/2

))
= ax2 + bxy +

cy2,

(2) q(α) = q(αι),

(3) τα = τq(α),

(4) τγ−1αγ = γ−1(τα) = τq(α)·γ,

(5) q(γ−1αγ) = q(α) · γ,

(6) q(α) = q(β) ⇐⇒ β = ±α or

β = ±αι,

(7) α 6= αι,

(8) α = −αι ⇐⇒ tr(α) = 0

for any ax2 + bxy + cy2 ∈ Qr2−4n,N , α, β ∈ Mell
n,N , and γ ∈ Γ0(N).

Proof. It is nothing but a tedious computation to verify all of the properties above, so

we just remark that the assumption that (n,N) = 1 is used only where to verify that(
(−b+r)/2 −c

a (b+r)/2

)
and αι are contained in dom(q) = Mell

n,N .

We fix a fundamental region R for Γ0(N) such that the map of R to Y0(N) := Γ0(N)\H
given by τ 7→ Γ0(N)τ is a bijection. Let Mn,N = Mn,N/{±1}, Γ0(N) = Γ0(N)/{±1},
M

ell
n,N = Mell

n,N/{±1}, and M
ell
n,N (R) = {α ∈ M

ell
n,N | τα ∈ R}.

Lemma 2.8. Assume that (n,N) = 1. Then the map

q : M
ell
n,N (R)→ {(r, [Q]) | r ∈ Z, |r| < 2

√
n, [Q] ∈ Qr2−4n,N/Γ0(N)}

given by α 7→ (sgn(cα) · tr(α), [q(α)]) is a bijection. Here, cα denotes the (2, 1)-entry of α.

Proof. First of all, q is well defined clearly and surjective by Lemma 2.7(1). Suppose that

q(α) = q(β). Then we have

q(α) ∼ q(β) =⇒ q(α) = q(β) · γ for some γ ∈ Γ0(N)

=⇒ q(α) = q(γ−1βγ) for some γ ∈ Γ0(N)

=⇒ γ−1βγ = ±α,±αι for some γ ∈ Γ0(N)

by (5) and (6) of Lemma 2.7. Since (γ−1βγ)(τα) = τα, we see that γ(τα) = τβ. However

τα, τβ ∈ R and γ(τα) = τβ imply that τβ = τα. Since any two elliptic elements having

the same fixed point on H commute each other (e.g., see [10, Proposition 1.16]), we have

γ−1βγ = β and hence β = α, αι. Note that

α = αι ⇐⇒ α = −αι ⇐⇒ tr(α) = 0



Recurrence Relations for Traces of Singular Moduli 1055

by (7) and (8) of Lemma 2.7 and that

sgn(cβ) · tr(β) = sgn(cα) · tr(α) = − sgn(cαι) · tr(αι).

Therefore we have β = α.

Instead of dealing with an arbitrary set S in Theorem 2.4, it suffices to deal with a

specific set S′ of all inequivalent cusps of Γ0(N). According to [10, Proof of Proposi-

tion 1.43] or [3, Corollary 4(1)], S′ may be chosen as a set of all nonnegative rational

numbers u/v ∈ Q satisfying the properties that

(1) v | N , 0 ≤ u < N , (u,N) = 1,

(2) u = u′ if u/v, u′/v ∈ S′ and u ≡ u′ (mod (v,N/v)).

Lemma 2.9. Assume that (n,N) = 1. For any cusp u/v ∈ S′ we have

αa,b(u/v) ∼ u/v under Γ0(N) ⇐⇒ n ≡ (au+ bv, n/a)2 (mod (v,N/v)).

Proof. Let d = (au+ bv, n/a). Then we compute

αa,b(u/v) =
(au+ bv)/d

nv/(ad)
, ((au+ bv)/d, nv/(ad)) = 1.

Appealing to [10, Proof of Proposition 1.43] or [3, Corollary 4(1)] again, we have

αa,b(u/v) ∼ u/v under Γ0(N)

⇐⇒ ∃ t ∈ (Z/NZ)×, x ∈ Z such that

(au+ bv)/d ≡ t−1u+ xv (mod N), nv/(ad) ≡ tv (mod N)

⇐⇒ ∃ t ∈ (Z/NZ)×, x ∈ Z such that

(au+ bv)t/d ≡ u+ nvx/(ad) (mod N), t ≡ n/(ad) (mod N/v)

⇐⇒ ∃ t ∈ Z/NZ, x ∈ Z such that

(au+ bv)t/d ≡ u+ nvx/(ad) (mod N), t ≡ n/(ad) (mod N/v),

because the first congruence equation of the last equivalent statement implies that (t, v) =

1 and the second congruence equation implies that (t,N/v) = 1. Thus we obtain that

αa,b(u/v) ∼ u/v under Γ0(N)

⇐⇒ ∃x, y, z ∈ Z such that (au+ bv)/d · (n/(ad) +Ny/v) = u+ nvx/(ad) +Nz

⇐⇒ (nv/(ad), (au+ bv)N/dv,N) | u− (au+ bv)n/(ad2)

⇐⇒ (v,N/v) | d2 − n.

Now we are ready to prove one of our main theorems.
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Proof of Theorem 2.4. We prove by computing the divisor of the function Φ
Γ0(N)
n (jN , jN )

on the compact Riemann surface X0(N) of genus zero. Since Φ
Γ0(N)
n (jN , jN ) ∈ Z[jN ] by

Lemma 2.1(2), it is holomorphic everywhere except the cusp ∞ of X0(N). Keeping this

in mind, we show the following.

Claim 2.10. Both of

ΦΓ0(N)
n (jN (τ), jN (τ)) and

∏
r∈Z
|r|<2

√
n

Hr2−4n,N (jN (τ))

have the same divisor on Y0(N).

Proof of Claim 2.10. Note that Φ
Γ0(N)
n (jN (τ), jN (τ)) vanishes at Γ0(N)τ0 ∈ Y0(N) if and

only if there exists α ∈ M
ell
n,N such that α(τ0) = τ0. We define an equivalence relation on

M
ell
n,N (R) by

α ∼ β if τα = τβ, Γ0(N)α = Γ0(N)β

and denote by 〈α〉 the equivalence class of α. Then we infer from the definitions of

Φ
Γ0(N)
n (jN (τ), jN (τ)) =

∏
[α]∈Γ0(N)\Mn,N

(jN (τ)− jN (α(τ))) and M
ell
n,N (R)/∼ that both of

ΦΓ0(N)
n (jN (τ), jN (τ)) and

∏
〈α〉∈M

ell
n,N (R)/∼

(jN (τ)− jN (α(τ)))

have the same divisor on Y0(N).

Now Lemma 2.6 says that the contribution of jN (τ) − jN (α(τ)) to the multiplicity

of the zero Γ0(N)τα ∈ Y0(N) of Φ
Γ0(N)
n (jN (τ), jN (τ)) is the same as the contribution of

jN (τ) − jN (τα) to the multiplicity, which is in fact the order 1. Hence the latter of the

two can be replaced by ∏
〈α〉∈M

ell
n,N (R)/∼

(jN (τ)− jN (τα)).

Since 〈α〉 = {γα ∈ M
ell
n,N (R) | γ ∈ Γ0(N)τα}, we see that |〈α〉| = |Γ0(N)τα | and deduce

that ∏
〈α〉∈M

ell
n,N (R)/∼

(jN (τ)− jN (τα)) =
∏

〈α〉∈M
ell
n,N (R)/∼

∏
β∈〈α〉

(jN (τ)− jN (τα))1/|Γ0(N)τα |

=
∏

α∈M
ell
n,N (R)

(jN (τ)− jN (τα))1/|Γ0(N)τα |.

By Lemma 2.7 we have τα = τq(α) and |Γ0(N)τα | = |Γ0(N)q(α)| = ωq(α),N and hence the

proof is complete by means of Lemma 2.8.

Now it remains to compute the divisor at the cusps.



Recurrence Relations for Traces of Singular Moduli 1057

Claim 2.11. Both of

ΦΓ0(N)
n (jN (τ), jN (τ)) and

∏
u/v∈S′−{1/N}

(jN (τ)− jN (u/v))νu/v,n,N

have the same divisor on X0(N)− Y0(N)− {∞}.

Proof of Claim 2.11. Because Φ
Γ0(N)
n (jN (τ), jN (τ)) has a zero at u/v if and only if jN (τ)−

jN (αa,b(τ)) has a zero at u/v for some a, b, we need to first compute the Fourier expansion

of jN (τ)− jN (αa,b(τ)) at u/v and then sum up their orders over all such a, b.

Since (u, v) = 1, there are x, y ∈ Z such that ux − vy = 1. Put ρ = ( u yv x ). Because

h := N
v(v,N/v) is the width of the cusp u/v of Γ0(N), qh := e2πiτ/h is a local parameter at

u/v ∈ X0(N). So by Lemma 2.5 we have the Fourier expansion of jN (τ) at u/v as

jN (ρ(τ)) = jN (u/v) +
∞∑
m=1

cmq
m
h

with c1 6= 0.

Now we compute the Fourier expansion of jN (αa,b(τ)) at u/v. Observe that jN (αa,b(τ))

generates the function field C(X ′), where X ′ = Γ′ \ H∗ and Γ′ = α−1
a,bΓ0(N)αa,b. By

definition, the width of the cusp u/v of Γ′ is the smallest positive number h′ such that

ρ
(

1 h′
0 1

)
ρ−1 ∈ {±1} · Γ′. By a straightforward computation we obtain that

ρ

1 h′

0 1

 ρ−1 ∈ {±1} · Γ′ ⇐⇒

1− uvh′ − bv2h′/a (au+ bv)2h′/n

−nv2h′/a2 1 + uvh′ + bv2h′/a

 ∈ Γ0(N)

⇐⇒ h′ ∈ a

v(au+ bv)
Z ∩ n

(au+ bv)2
Z ∩ a

2N

nv2
Z

⇐⇒ h′ ∈ lcm(anv(au+ bv), n2v2, a2(au+ bv)2N)

nv2(au+ bv)2
Z

⇐⇒ h′ ∈ N

v(v,N/v)
· n

(au+ bv, n/a)2
Z,

from which we see that the width h′ of the cusp u/v of Γ′ is given as

h′ =
N

v(v,N/v)
· n

(au+ bv, n/a)2
.

Thus the Fourier expansion of jN (αa,b(τ)) at the cusp u/v ∈ X ′ is of the form

jN (αa,b(ρ(τ))) = jN (αa,b(u/v)) +

∞∑
m=1

dmq
m
h′

with d1 6= 0. Here we have used Lemma 2.5 again.
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Because αa,b(u/v) is equivalent to u/v under Γ0(N), we obtain that

jN (ρ(τ))− jN (αa,b(ρ(τ))) = c1qh − d1qh′ + · · · .

Note that h 6= h′ because n is not a perfect square. Hence all of c1qh, d1qh′ , c1qh−d1qh′ are

nonzero. Thus the lowest degree with respect to q = e2πiτ is min{1/h, 1/h′}. Combining

this with Lemma 2.9 we derive that the order of Φ
Γ0(N)
n (jN (τ), jN (τ)) ∈ C(X0(N)) at the

cusp u/v is

h ·
∑

a|n,0≤b<n/a
n≡(au+bv,n/a)2 mod (v,N/v)

min{1/h, 1/h′}

=
∑
a|n

∑
0≤b<n/a

n≡(b,n/a)2 mod (v,N/v)

min

{
1,

(b, n/a)2

n

}
because (v, n/a) = 1

=
∑
d|n

∑
0≤b<d

n≡(b,d)2 mod (v,N/v)

min

{
1,

(b, d)2

n

}

=
∑
e|n

n≡e2 mod (v,N/v)

∑
d′|n

e

∑
0≤b′<d′
(b′,d′)=1

min{1, e2/n}

=
∑
e|n

n≡e2 mod (v,N/v)

min{e, n/e}

= νu/v,n,N .

Since jN (τ)−jN (u/v) ∈ C(X0(N)) has a simple zero at u/v, both of Φ
Γ0(N)
n (jN (τ), jN (τ))

and (jN (τ)− jN (u/v))νu/v,n,N have the same order at u/v.

We infer from Claims 2.10 and 2.11 that both of

ΦΓ0(N)
n (jN (τ), jN (τ)) and

∏
r∈Z
|r|<2

√
n

Hr2−4n,N (jN (τ))×
∏
s∈S
s 6∼∞

(jN (τ)− jN (s))νs,n,N

have the same zeros with the same multiplicities on X0(N)−{∞}. So they must have the

unique pole ∞ with the same multiplicity. In conclusion, they have the same divisor on

X0(N) and hence differ only by a constant multiple, which is (−1)
1
2
σ0(n) by Lemma 2.1(3).

We further define the Hurwitz-Kronecker class number H(D,N) and the trace t(D,N)

of singular moduli as

H(D,N) =
∑

[Q]∈QD,N/Γ0(N)

1

ωQ,N
, t(D,N) =

∑
[Q]∈QD,N/Γ0(N)

1

ωQ,N
jN (τQ).
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Corollary 2.12. With the assumptions as in Theorem 2.4, we have

(1)
∑
r∈Z
|r|<2

√
n

H(r2 − 4n,N) +
∑
s∈S

νs,n,N = 2σ(n),

(2)
∑
r∈Z
|r|<2

√
n

t(r2 − 4n,N) +
∑
s∈S
s 6∼∞

νs,n,N · jN (s) =

2 if 4n+ 1 is a perfect square,

0 otherwise.

Proof. (1) The degree of Φ
Γ0(N)
n (X,X) in X is

∑
d|n max{d, n/d} by Lemma 2.1(3) and

the degree of the right-hand side in Theorem 2.4 is∑
r∈Z
|r|<2

√
n

H(r2 − 4n,N) +
∑
s∈S
s 6∼∞

νs,n,N ,

whence we deduce our assertion with the help of∑
d|n

max{d, n/d}+
∑
d|n

min{d, n/d} = 2σ(n).

(2) We have

HD,N (jN (τ)) =
∏

[Q]∈QD,N/Γ0(N)

(jN (τ)− jN (τQ))1/ωQ,N

=
∏

[Q]∈QD,N/Γ0(N)

(q−1 − jN (τQ) + O(q))1/ωQ,N

=
∏

[Q]∈QD,N/Γ0(N)

q
− 1
ωQ,N

(
1− 1

ωQ,N
jN (τQ)q + O(q2)

)
= q−H(D,N)(1− t(D,N)q + O(q2))

and ∏
s∈S
s 6∼∞

(jN (τ)− jN (s))νs,n,N =
∏
s∈S
s 6∼∞

(q−1 − jN (s) + O(q))νs,n,N

= q
−

∑
s∈S
s 6∼∞

νs,n,N
(

1−
∑
s∈S
s 6∼∞

νs,n,N · jN (s)q + O(q2)

)
.

On the other hand, we have

ΦΓ0(N)
n (jN (τ), jN (τ)) =

∏
a|n

∏
0≤b<n/a

(
jN (τ)− jN

(
aτ + b

n/a

))
=
∏
a|n

∏
0≤b<n/a

(q−1 − ζ−abn q−a
2

n + O(qn))

=
∏
a|n

(q−n/a − q−a)(1 + O(q1+1/n)),
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because q−n/a − q−a =
∏

0≤b<n/a(q
−1 − ζ−abn q−a

2

n ). Note that

(q−n/a − q−a)(1 + O(q1+1/n)) = ±q−max{a,n/a}(1− εa · q + O(q1+1/n)),

where εa is 1 if |a− n/a| = 1 (which can happen if and only if 4n+ 1 is a perfect square)

and 0 otherwise. Thus we see that

ΦΓ0(N)
n (jN (τ), jN (τ)) = (−1)

∑
a|n,a≥n/a 1q−

∑
a|n max{a,n/a}

(
1−

(∑
a|n

εa

)
q + O(q1+1/n)

)
.

We may recover the identity (1) by comparing the lowest degree in q of both sides in

Theorem 2.4. A new identity (2) can further be obtained by comparing the next lowest

degree with the help of

∑
a|n

εa =

2 if 4n+ 1 is a perfect square,

0 otherwise.

If (n,N) = 1 and if n is a perfect square, then X − Y divides Φ
Γ0(N)
n (X,Y ), so

Φ
Γ0(N)
n (X,X) becomes the constant polynomial 0. Thus in that case it is natural to deal

with Φ
Γ0(N)
n (X,Y )

Φ
Γ0(N)
1 (X,Y )

∣∣∣
Y=X

like Zagier did.

Theorem 2.13. Assume that the genus of Γ0(N) is zero and that n is a positive integer

relatively prime to N . Assume further that n is a perfect square. Then we have

(1)

Φ
Γ0(N)
n (X,Y )

Φ
Γ0(N)
1 (X,Y )

∣∣∣
Y=X

= (−1)
1
2

(σ0(n)−1)√n×

∏
r∈Z
|r|<2

√
n
Hr2−4n,N (X)∏

r∈Z
|r|<2

Hr2−4,N (X)
×
∏
s∈S
s 6∼∞

(X − jN (s))νs,n,N−1,

(2)
∑
r∈Z
|r|<2

√
n

H(r2− 4n,N) +
∑
s∈S

νs,n,N = 2σ(n) +
∑
r∈Z
|r|<2

H(r2− 4, N) +
∑
d|N

ϕ((d,N/d))− 2,

(3)
∑
r∈Z
|r|<2

√
n

t(r2 − 4n,N) +
∑
s∈S
s 6∼∞

(νs,n,N − 1)jN (s) =
∑
r∈Z
|r|<2

t(r2 − 4, N).

Here, S denotes the set of all inequivalent cusps of Γ0(N).

Proof. We have

Φ
Γ0(N)
n (X, jN )

Φ
Γ0(N)
1 (X, jN )

=
∏

a|n,0≤b<n/a
(a,b)6=(

√
n,0)

(X − jN (αa,b(τ))).



Recurrence Relations for Traces of Singular Moduli 1061

Claim 2.14. Both of

∏
a|n,0≤b<n/a
(a,b)6=(

√
n,0)

(jN (τ)− jN (αa,b(τ))) and

∏
r∈Z
|r|<2

√
n
Hr2−4n,N (jN (τ))∏

r∈Z
|r|<2

Hr2−4,N (jN (τ))

have the same divisor on Y0(N).

Proof of Claim 2.14. We need to exclude the fixed points τα ∈ R of all elliptic elements

α ∈ [α√n,0] =
√
nΓ0(N). We infer from the proof of Claim 2.10 that both of∏

a|n,0≤b<n/a
(a,b)6=(

√
n,0)

(jN (τ)− jN (αa,b(τ))) and
∏

α∈M
ell
n,N (R)−

√
nΓ

ell
0 (N)(R)

(jN (τ)− jN (τα))1/|Γ0(N)τα |

have the same divisor on Y0(N), where Γ
ell
0 (N)(R) denotes the subset of Γ0(N) consisting

of all elliptic elements whose fixed points on H are contained in R. Now notice that the

fixed points of all elliptic elements of
√
nΓ

ell
0 (N)(R) are the same as the fixed points of

those of Γ
ell
0 (N)(R). Since Γ

ell
0 (N)(R) = M

ell
1,N (R), we see by Lemma 2.8 that both of∏

α∈
√
nΓ

ell
0 (N)(R)

(jN (τ)− jN (τα))1/|Γ0(N)τα | and
∏
r∈Z
|r|<2

Hr2−4,N (jN (τ))

have the same divisor on Y0(N), from which our assertion follows.

Now we compute their divisors at cusps.

Claim 2.15. Both of∏
a|n,0≤b<n/a
(a,b)6=(

√
n,0)

(jN (τ)− jN (αa,b(τ))) and
∏

u/v∈S′−{1/N}

(jN (τ)− jN (u/v))νu/v,n,N−1

have the same divisor on X0(N)− Y0(N)− {∞}.

Proof of Claim 2.15. We employ the same notation as in the proof of Claim 2.11. Suppose

that αa,b(u/v) ∼ u/v under Γ0(N). Then αa,b(u/v) = γ(u/v) for some γ ∈ Γ0(N), and so

ρ−1γ−1αa,bρ must be of the form
(
A B
0 D

)
because it sends ∞ to ∞. Thus we see that

(jN ◦ αa,b ◦ ρ)(τ) = (jN ◦ ρ)

(
Aτ +B

D

)
= jN (u/v) +

∞∑
m=1

cmζ
Bm/D
h q

Am/D
h ,

from which we infer that

d1qh′ = c1ζ
B/D
h q

A/D
h .
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Assume that d1qh′ = c1qh. Then we have A = D and B = Dhk for some k ∈ Z. Since

AD = n, we see that A = D =
√
n and B =

√
nhk, whence

αa,b =
√
nγρ

1 hk

0 1

 ρ−1 =⇒
√
n | a,

√
n | b,

√
n | n/a

=⇒ a =
√
n, b = 0.

However, the case that a =
√
n and b = 0 does not concern us. So we have shown that

c1qh − d1qh′ 6= 0, and hence its order of zeros at u/v is

h ·
∑

a|n,0≤b<n/a,(a,b)6=(
√
n,0)

n≡(au+bv,n/a)2 mod (v,N/v)

min{1/h, 1/h′}

= h ·
∑

a|n,0≤b<n/a
n≡(au+bv,n/a)2 mod (v,N/v)

min{1/h, 1/h′} − 1

= νu/v,n,N − 1.

This shows the identity (1). The identity (2) can be obtained by equating the degrees

of both sides of (1) with the help of |S| =
∑

d|N ϕ((d,N/d)). Finally we prove (3). By the

same computation as in the proof of Corollary 2.12(2), we have∏
a|n,0≤b<n/a
(a,b)6=(

√
n,0)

(jN (τ)− jN (αa,b(τ)))

= (−1)
1
2

(σ0(n)−1)√nq−
∑
a|n max{a,n/a}+1

(
1−

( ∑
a|n

a6=
√
n

εa

)
q + O(q1+1/n)

)

= (−1)
1
2

(σ0(n)−1)√nq−
∑
a|n max{a,n/a}+1(1 + O(q1+1/n)).

Here we have used the fact that εa = 0 because it is impossible that both n and 4n + 1

are perfect squares at the same time. On the other hand, we compute∏
|r|<2

√
nHr2−4n,N (jN (τ))∏

|r|<2Hr2−4,N (jN (τ))

= q−
∑
|r|<2

√
nH(r2−4n,N)+

∑
|r|<2 H(r2−4,N)

×
(

1−
( ∑
|r|<2

√
n

t(r2 − 4n,N)−
∑
|r|<2

t(r2 − 4, N)

)
q + O(q2)

)
and∏
s∈S
s 6∼∞

(jN (τ)− jN (s))νs,n,N−1 = q
−

∑
s∈S
s 6∼∞

(νs,n,N−1)(
1−

∑
s∈S
s 6∼∞

(νs,n,N − 1)jN (s)q + O(q2)

)
.

Comparing their coefficients, we obtain our assertion.
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3. The Γ-equivalence of binary quadratic forms

We denote by QF the set of all primitive positive-definite binary quadratic forms Q(x, y) =

ax2 + bxy + cy2, and denote by QT the set of all points τ ∈ H such that [Q(τ) : Q] = 2.

Then any congruence subgroup Γ of SL2(Z) acts on both QF and QT in a natural way as

(Q · γ)(x, y) = (xy)tγAQγ( xy ),

γ(τ) =
aτ + b

cτ + d
,

where Q ∈ QF, γ =
(
a b
c d

)
∈ Γ, τ ∈ QT, and AQ is a symmetric matrix associated with

Q. By definition, a form Q′ is Γ-equivalent to a form Q if and only if Q′ = Q · γ for some

γ ∈ Γ.

Given a form Q ∈ QF, let τQ denote the unique solution of Q(x, 1) = 0 in H. Then

it is not difficult to see that the map defined by Q 7→ τQ is a one-to-one correspondence

between QF and QT, and moreover

τQ·γ = γ−1(τQ).

Definition 3.1. Let FΓ be a fundamental region for a congruence subgroup Γ.

(1) A form Q ∈ QF is said to be Γ-reduced if τQ ∈ FΓ. The set of all Γ-reduced forms

in QF is denoted by Γ- RF.

(2) Given a negative integer D ≡ 0, 1 (mod 4), we denote by QF(D) the set of all forms

in QF of discriminant D, and denote by Γ- RF(D) the set of all Γ-reduced forms in

QF(D).

It is worthwhile to remark that the definition of Γ-reduced forms depends on the choice

of the fundamental region FΓ.

Example 3.2. As is well known, a fundamental region for SL2(Z) is

FSL2(Z) =
{
τ ∈ H

∣∣ |Re(τ)| ≤ 1/2, |τ | ≥ 1,

(|Re(τ)| = 1/2 or |τ | = 1) =⇒ Re(τ) ≤ 0
}
.

With respect to this choice of FSL2(Z), a form ax2 + bxy + cy2 ∈ QF is SL2(Z)-reduced if

and only if it satisfies

(1) |b| ≤ a ≤ c,

(2) (|b| = a or a = c) =⇒ b ≥ 0.
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Notice that this coincides with the usual definition of reduced forms for the proper equiv-

alence. This relation between reduced forms and fundamental domains can also be found

in [5, Section 5.3.1] and [6, Exercise 11.4].

Example 3.3. For N = 2, 3, 4 it is known that

FΓ0(N) =
{
τ ∈ H

∣∣ |Re(τ)| ≤ 1/2, |τ − 1/N | ≥ 1/N, |τ + 1/N | ≥ 1/N,

(|Re(τ)| = 1/2 or |τ − 1/N | = 1/N or |τ + 1/N | = 1/N)

=⇒ Re(τ) ≤ 0
}

(see also the remark at the end of Section 4). Therefore ax2 + bxy + cy2 is defined to be

Γ0(N)-reduced if

(1) |b| ≤ a, |b| ≤ Nc,

(2) (|b| = a or |b| = Nc) =⇒ b ≥ 0.

Notice that the condition (1) implies the finiteness of Γ0(N)- RF(D). More precisely, when

N = 2 or 3, the finiteness follows immediately from the fact that

4−N
N

b2 ≤ 4ac− b2 = −D =⇒ |b| ≤
√
−ND
4−N

,

4ac = b2 −D ≤ −4D

4−N
=⇒ ac ≤ −D

4−N
,

since b2 ≤ Nac. For N = 4, we consider the following three cases:

Case 1: a > 4c. We see that −D = 4ac − b2 ≥ 4ac − 16c2 = 4c(a − 4c) ≥ 4c. Hence

there are at most finitely many triples (a, b, c) such that D = b2 − 4ac, c ≤ −D/4, and

|b| ≤ 4c.

Case 2: a < 4c. Similarly, the finiteness follows from −D = 4ac − b2 ≥ 4ac − a2 =

a(4c− a) ≥ a.

Case 3: a = 4c. It follows from −D = (a− b)(a+ b). Using these, we easily compute

that

Γ0(2)- RF(−3) = {x2 + xy + y2},

Γ0(2)- RF(−4) = {x2 + y2, 2x2 + 2xy + y2},

Γ0(2)- RF(−7) = {x2 + xy + 2y2, 2x2 ± xy + y2},

Γ0(2)- RF(−8) = {x2 + 2y2, 2x2 + y2, 3x2 + 2xy + y2}
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and

Γ0(3)- RF(−3) = {x2 + xy + y2, 3x2 + 3xy + y2},

Γ0(3)- RF(−4) = {x2 + y2, 2x2 + 2xy + y2},

Γ0(3)- RF(−7) = {x2 + xy + 2y2, 2x2 ± xy + y2, 4x2 + 3xy + y2},

Γ0(3)- RF(−8) = {x2 + 2y2, 2x2 + y2, 3x2 ± 2xy + y2}

and

Γ0(4)- RF(−3) = {x2 + xy + y2, 3x2 + 3xy + y2},

Γ0(4)- RF(−4) = {x2 + y2, 2x2 + 2xy + y2, 5x2 + 4xy + y2},

Γ0(4)- RF(−7) = {x2 + xy + 2y2, 2x2 ± xy + y2, 4x2 ± 3xy + y2, 7x2 + 7xy + 2y2},

Γ0(4)- RF(−8) = {x2 + 2y2, 2x2 + y2, 3x2 ± 2xy + y2, 6x2 + 4xy + y2, 9x2 + 8xy + 2y2}.

Example 3.4. Let p ≥ 5 be a prime number. Then a form ax2 + bxy + cy2 ∈ QF is

defined to be Γ0(p)-reduced if it satisfies the following properties:

(1) |b| ≤ a,

(2) |b| ≤ p2c+(k2−1)a
p·|k| for all k ∈ Sp,

(3) (|b| = a or |b| = pc) =⇒ b ≥ 0,

(4) b = −p2c+(k2−1)a
pk with k ∈ E(2)

p =⇒ b ≥ −2ka
p ,

(5) b = −p2c+(k2−1)a
pk with k ∈ Sp − ({±1} ∪ E(2)

p ) =⇒ b ≥ − (2k(2)+1)a

p ,

(6) b2 − 4ac = −3a2

p2 =⇒ b 6= (1−2k)a
p for all k ∈ Sp − ({1} ∪ E(3)

p ) with k 6= k(3),

where the definitions of Sp, E
(2)
p , k(2), E

(3)
p , and k(3) are given in Section 4. The definition of

Γ0(p)-reduction above corresponds to the fundamental region for Γ0(p) described explicitly

in Section 4.

We can see that the conditions (1) and (2) are good enough to imply the finiteness of

Γ0(p)- RF(D). Note that

|b| ≤ p2c+ (k2 − 1)a

p · |k|
for all k ∈ Sp

=⇒ |τQ − k/p| ≥ 1/p for all k ∈ Sp, where τQ = (−b+
√
D)/(2a)

=⇒ Im(τQ) ≥
√

3/(2p) or (|Re(τQ)| ≤ 1/(2p), |τQ − 1/p| ≥ 1/p, |τQ + 1/p| ≥ 1/p)

=⇒ a ≤
√
−D/3 · p or (|b| ≤ a/p, |b| ≤ pc).

Fix a negative discriminant D.
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Case 1: |b| ≤ a, a ≤
√
−D/3 · p. Clearly, there are at most finitely many triples

(a, b, c).

Case 2: |b| ≤ a/p, |b| ≤ pc. Since b2 = |b| · |b| ≤ a
p · pc = ac, the finiteness follows

immediately from

3b2 ≤ 4ac− b2 = −D =⇒ |b| ≤
√
−D/3,

4ac = b2 −D ≤ −4D/3 =⇒ ac ≤ −D/3.

According to our definition of Γ0(p)-reduced forms above, a form ax2 +bxy+cy2 ∈ QF

is Γ0(5)-reduced if and only if

(1) |b| ≤ a,

(2) |b| ≤ 5c,

(3) (|b| = a or |b| = 5c) =⇒ b ≥ 0,

(4) |b| ≤ 3a+25c
10 ,

(5) b = 3a+25c
10 =⇒ a ≤ 5c,

(6) b = −3a+25c
10 =⇒ a ≥ 5c,

(7) b2 − 4ac = −3a2

25 =⇒ b 6= ±3a
5 .

Under this definition, we easily compute that

Γ0(5)- RF(−3) = {x2 + xy + y2, 3x2 + 3xy + y2},

Γ0(5)- RF(−4) = {x2 + y2, 2x2 + 2xy + y2, 5x2 ± 4xy + y2},

Γ0(5)- RF(−7) = {x2 + xy + 2y2, 2x2 ± xy + y2, 4x2 ± 3xy + y2, 7x2 + 7xy + 2y2},

Γ0(5)- RF(−8) = {x2 + 2y2, 2x2 + y2, 3x2 ± 2xy + y2, 6x2 ± 4xy + y2}.

In what follows, we prove the finiteness of Γ-reduced forms of a given discriminant for

any congruence subgroup Γ of SL2(Z).

Theorem 3.5. Let Γ- RF(D) be the set of all Γ-reduced forms of discriminant D with

respect to FΓ. Then we have the following.

(1) Any two distinct Γ-reduced forms in Γ- RF(D) are not Γ-equivalent.

(2) Every form Q ∈ QF(D) is Γ-equivalent to a unique Γ-reduced form in Γ- RF(D).

(3) The cardinality of Γ- RF(D) is independent of the choice of FΓ.

(4) The cardinality |Γ- RF(D)| is finite.

Proof. (1) Suppose that Q,Q′ ∈ Γ- RF(D) are Γ-equivalent to each other. Since Q′ = Q ·γ
for some γ ∈ Γ, we have τQ′ = γ−1(τQ). This says that τQ, τQ′ ∈ FΓ are in the same Γ-

orbit, from which we deduce that τQ = τQ′ . Appealing to the one-to-one correspondence

between QF and QT, it follows that Q = Q′.
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(2) Given a form Q ∈ QF(D), there exists γ ∈ Γ such that τQ·γ = γ−1(τQ) is contained

in FΓ. By definition, Q is Γ-equivalent to Q · γ ∈ Γ- RF(D). The uniqueness is an

immediate consequence of (1).

(3) Let Γ- RF(D) and Γ- RF(D)′ be the sets of Γ-reduced forms in QF(D) with respect

to FΓ and F′Γ, respectively. According to (2), there is a function f : Γ- RF(D)→ Γ- RF(D)′

by mapping Q to a unique Q′ in Γ- RF(D)′ which is Γ-equivalent to Q. Note that f is

injective by (1). For if f(Q1) = f(Q2), then Q1, Q2 ∈ Γ- RF(D) are Γ-equivalent, so we

have Q1 = Q2 by (1). Now the symmetry implies our desired assertion.

(4) Let γ1, . . . , γn be all the distinct left coset representatives of Γ in SL2(Z), where

n = [SL2(Z) : Γ]. Then we can choose FΓ so that FΓ is contained in

n⋃
i=1

γ−1
i (FSL2(Z)).

Under this choice of FΓ we have

Γ- RF(D) = {Q ∈ QF(D) | τQ ∈ FΓ}

⊂ {Q ∈ QF(D) | γi(τQ) ∈ FSL2(Z) for some i = 1, . . . , n}

= {Q ∈ QF(D) | Q · γ−1
i is SL2(Z)-reduced for some i = 1, . . . , n}

=
n⋃
i=1

{Q′ · γi ∈ QF(D) | Q′ ∈ SL2(Z)- RF(D)}.

Because |SL2(Z)- RF(D)| is finite, we can derive that |Γ- RF(D)| is also finite.

4. The fundamental region for Γ0(p)

Throughout this section, let p ≥ 5 denote a prime number. The purpose of this section is to

construct the fundamental region FΓ0(p) for Γ0(p) which satisfies the following properties:

(1) |Re(τ)| ≤ 1/2 for all τ ∈ FΓ0(p),

(2) the imaginary part of τ ∈ FΓ0(p) is maximal in the orbit Γ0(p)τ ,

(3) the real part of τ ∈ FΓ0(p) is minimal among the points τ ′ ∈ Γ0(p)τ with |Re(τ ′)| ≤
1/2,

(4) for any τ ∈ H, there exists a unique point τ ′ ∈ FΓ0(p) such that τ ′ ∈ Γ0(p)τ .

Given a congruence subgroup, we can explicitly construct its open fundamental region

consisting of points whose imaginary part is maximal in its orbit. This can be done by
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applying the method given in Ferenbaugh’s paper [7, Section 3]. For a matrix γ =
(
a b
c d

)
,

we write aγ := a, bγ := b, and so on. As in his paper, let

arc(γ) = {τ ∈ H | |τ − aγ/cγ | = 1/|cγ |},

inside(γ) = {τ ∈ H | |τ − aγ/cγ | < 1/|cγ |},

outside(γ) = {τ ∈ H | |τ − aγ/cγ | > 1/|cγ |}

for any γ ∈ SL2(Z) with cγ 6= 0. If γ = ±
(

1 b
0 1

)
with b > 0, then we define

arc(γ) = {τ ∈ H | Re(τ) = b/2},

inside(γ) = {τ ∈ H | Re(τ) > b/2},

outside(γ) = {τ ∈ H | Re(τ) < b/2}.

On the other hand, if γ = ±
(

1 b
0 1

)
with b < 0, then we define arc(γ) in the same way and

reverse the definitions of inside(γ) and outside(γ).

An open fundamental region for a congruence subgroup Γ of SL2(Z) is defined to be

an open subset R of H with the properties:

(1) there do not exist γ ∈ Γ and τ, τ ′ ∈ R such that τ 6= τ ′ and τ = γ(τ ′),

(2) for any τ ∈ H, there exists γ ∈ Γ such that γ(τ) ∈ R.

Theorem 4.1. Let Γ be a congruence subgroup containing ( 1 1
0 1 ). Then

RΓ :=
⋂

γ∈Γ−{±I}

outside(γ)

is an open fundamental region for Γ such that

(1) |Re(τ)| ≤ 1/2 for all τ ∈ RΓ,

(2) the imaginary part of τ ∈ RΓ is maximal in the orbit Γτ .

Proof. See [7, Theorem 3.3] and its proof.

Thus the fundamental region FΓ0(p) that we try to find lies between RΓ0(p) and RΓ0(p).

Lemma 4.2.

RΓ0(p) = {τ ∈ H | |Re(τ)| < 1/2, |τ − k/p| > 1/p for all k = ±1,±2, . . . ,±[p/2]}.

Proof. Note that ⋂
γ∈Γ0(p)−{±I}

cγ=0

outside(γ) = {τ ∈ H | |Re(τ)| < 1/2}
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and that ⋂
γ∈Γ0(p)−{±I}
|cγ |=p

outside(γ) = {τ ∈ H | |τ − k/p| > 1/p for all k ∈ Z with (k, p) = 1}

because

γ ∈ Γ0(p), cγ = ±p =⇒ outside(γ) = {τ ∈ H | |τ ∓ aγ/p| > 1/p}.

Thus we see that⋂
γ∈Γ0(p)−{±I}
|cγ |≤p

outside(γ)

= {τ ∈ H | |Re(τ)| < 1/2, |τ − k/p| > 1/p for all k = ±1,±2, . . . ,±[p/2]}.

Let τ be a point contained in the set right above. If |Re(τ)| ≤ 1/(2p), then it is clear that

τ ∈ outside(γ) for any γ ∈ Γ0(p) with |cγ | ≥ 2p. If |Re(τ)| > 1/(2p), then we see that

Im(τ) >
√

3/(2p) and so we deduce that τ ∈ outside(γ) for any γ ∈ Γ0(p) with |cγ | ≥ 2p

because every point in inside(γ) has its imaginary part less than 1/(2p).

Let Sp = {±1,±2, . . . ,±(p−1)/2}. For any x ∈ Z with (x, p) = 1, we denote by x−1 ∈
Sp (respectively, 〈x〉 ∈ Sp) the unique integer such that xx−1 ≡ 1 (mod p) (respectively,

x ≡ 〈x〉 (mod p)). For any k ∈ Sp, we define

γk =

k kk−1−1
p

p k−1

 ∈ Γ0(p).

Then we have shown in the above lemma that

RΓ0(p) = {τ ∈ H | |Re(τ)| < 1/2} ∩

 ⋂
k∈Sp

outside(γk)

 .

Notice that for any k ∈ Sp, the matrix γk maps arc(γ−k−1) onto arc(γk) taking end-

points to endpoints as follows:

γk

(
−k−1 ± 1

p

)
=
k ∓ 1

p
.

Observe also that an elliptic point of order 2 can occur only at the top points of the arcs

and that an elliptic point of order 3 can occur only at the points where the lines or arcs

intersect, namely the points k
p −

1
2p +

√
3

2p i for k ∈ Sp − {1}.
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From these, we deduce that the top point of arc(γk) is an elliptic point of order 2 if

and only if arc(γ−k−1) = arc(γk) if and only if k2 ≡ −1 (mod p). So if we set

E(2)
p := {k ∈ Sp | k2 ≡ −1 (modp)},

then the points k
p + 1

p i with k ∈ E
(2)
p are all the inequivalent elliptic points of order 2

for Γ0(p). We further observe that for such a k, the matrix γk maps arc(γk) onto itself

with the direction reversed. Hence, if τ ∈ ∂RΓ0(p) ∩ arc(γk) for some k ∈ E
(2)
p , then

we need to choose τ such that Re(τ) ≤ k/p in order to construct FΓ0(p) satisfying the

prescribed property (3). On the other hand, if τ ∈ ∂RΓ0(p) ∩ (arc(γ−k−1) ∪ arc(γk)) for

some k ∈ Sp − E(2)
p , then we need to choose τ such that τ ∈ arc(γk(2)

), where

k(2) := min{k,−k−1}.

For example, if k = 1, then k(2) = −1 and so we need to choose points on arc(γ−1) instead

of points on arc(γ1).

Now it remains to determine which points k
p−

1
2p+

√
3

2p i with k ∈ Sp−{1} are equivalent

to each other under Γ0(p). For any k ∈ Sp we see by a straightforward computation that

γk

(
1− k−1

p
− 1

2p
+

√
3

2p
i

)
=
k

p
− 1

2p
+

√
3

2p
i.

So the point k
p −

1
2p +

√
3

2p i is Γ0(p)-equivalent to the point 1−k−1

p − 1
2p +

√
3

2p i for any k ∈ Sp.
Notice that the map f : Sp − {1} → Sp − {1} taking k to 〈1 − k−1〉 satisfies f3 = id,

from which we infer that for any k ∈ Sp − {1} we have either f(k) = k or (k 6= f(k) and

f(k) 6= f2(k) and k 6= f2(k)). We see that

f(k) = k ⇐⇒ k + k−1 ≡ 1 (mod p)

⇐⇒ k + k−1 = 1 or 1− p

⇐⇒ k + k−1 = 1

because |k+ k−1| ≤ p− 2 by the assumption p ≥ 5. Thus if k2 − k+ 1 ≡ 0 (mod p), then

γk fixes the point k
p −

1
2p +

√
3

2p i. On the other hand, if k2−k+ 1 6≡ 0 (mod p), then we see

that the three distinct points k
p −

1
2p +

√
3

2p i,
〈1−k−1〉

p − 1
2p +

√
3

2p i,
〈1−(1−k−1)−1〉

p − 1
2p +

√
3

2p i

are equivalent to each other under Γ0(p). Therefore, if we set

E(3)
p := {k ∈ Sp | k2 − k + 1 ≡ 0 (modp)},

then the points k
p −

1
2p +

√
3

2p i with k ∈ E(3)
p are all the inequivalent elliptic points of order 3

for Γ0(p). Moreover, if τ is one of the three points above for some k ∈ Sp − ({1} ∪ E(3)
p ),

then τ must be chosen as τ =
k(3)

p −
1
2p +

√
3

2p i, where

k(3) := min{k, 〈1− k−1〉, 〈1− (1− k−1)−1〉}.
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For example, if k = −1, then k(3) = −p−1
2 and so the point τ = −1

2 +
√

3
2p i must be chosen

and the points τ = ± 3
2p +

√
3

2p i must be discarded.

Combining all of the above discussion, we conclude that FΓ0(p) is the set of all points

τ ∈ H satisfying the following properties:

(1) |Re(τ)| ≤ 1/2,

(2) |τ − k/p| ≥ 1/p for all k ∈ Sp,

(3) |Re(τ)| = 1/2 =⇒ Re(τ) = −1/2,

(4) |τ − k/p| = 1/p with k ∈ E(2)
p =⇒ Re(τ) ≤ k/p,

(5) |τ ± 1/p| = 1/p =⇒ Re(τ) ≤ 0,

(6) |τ − k/p| = 1/p with k ∈ Sp − ({±1} ∪ E(2)
p ) =⇒ Re(τ) ≤ (2k(2) + 1)/(2p),

(7) τ 6= (2k − 1)/(2p) + i
√

3/(2p) for all k ∈ Sp − ({1} ∪ E(3)
p ) with k 6= k(3).

Remark 4.3. Using the same method as above, we can obtain fundamental regions for

Γ0(N) with N = 2, 3, 4 as follows:

FΓ0(N) =
{
τ ∈ H | |Re(τ)| ≤ 1/2, |τ − 1/N | ≥ 1/N, |τ + 1/N | ≥ 1/N,

(|Re(τ)| = 1/2 or |τ − 1/N | = 1/N or |τ + 1/N | = 1/N)

=⇒ Re(τ) ≤ 0
}
.
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Memorial Lectures, No. 1, Publications of the Mathematical Society of Japan, No. 11,

Iwanami Shoten, Publishers, Tokyo; Princeton University Pres, Princeton, N.J., 1971.

[11] D. Zagier, Traces of singular moduli, in: Motives, Polylogarithms and Hodge Theory,

Part I (Irvine, CA, 1998), 211–244, Int. Press Lect. Ser. 3, I, Int. Press, Somerville,

MA, 2002.

Bumkyu Cho

Department of Mathematics, Dongguk University–Seoul, 30 Pildong–ro 1–gil, Jung–gu,

Seoul, 04620, South Korea

E-mail address: bam@dongguk.edu


	Introduction
	Modular equations and traces of singular moduli
	The -equivalence of binary quadratic forms
	The fundamental region for 

