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Coalescence on Supercritical Bellman-Harris Branching Processes

Krishna B. Athreya and Jyy-I Hong*

Abstract. We consider a continuous-time single-type age-dependent Bellman-Harris

branching process {Z(t) : t ≥ 0} with offspring distribution {pj}j≥0 and lifetime

distribution G. Let k ≥ 2 be a positive integer. If Z(t) ≥ k, we pick k individuals

from those who are alive at time t by simple random sampling without replacement

and trace their lines of descent backward in time until they meet for the first time. Let

Dk(t) be the coalescence time (the death time of the most recent common ancestor)

and let Xk(t) be the generation number of the most recent common ancestor of these

k random chosen individuals. In this paper, we study the distributions of Dk(t) and

Xk(t) and their limit distributions as t→∞.

1. Introduction

When a population evolves in time, its size can be viewed as a branching process. For

such an evolution, there are two directions to investigate its changes. One is to look at its

future and the other one is to study its history. In this paper, we consider a continuous

time process and the past of the population is of our interest.

1.1. Bellman-Harris branching processes

We consider a population starting with an individual and in which each individual lives for

a random amount of time, say L, with distribution function G and, upon death, produces

a random number ξ of children according to the probability distribution {pj}j≥0. We

assume that the life time and the reproduction of each individual are independent of its

lifetime and of other individuals (see Athreya and Ney [4]).

Let Z(t) be the population at time t, i.e., the number of individuals alive at time

t. Then {Z(t) : t ≥ 0} is called a continuous-time single-type Bellman-Harris branching

process with the lifetime distribution G(·) and the offspring distribution {pj}j≥0.
For a Bellman-Harris process, if Yn is the number of individuals in the nth generation,

then {Yn}n≥0 is called its embedded Galton-Watson branching process.
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Let

m ≡
∞∑
j=1

jpj ,

and the Bellman-Harris branching process is called supercritical, critical, subcritical or

explosive process according as 1 < m <∞, m = 1, m < 1, or m =∞, respectively.

Moreover, a probability space (Ω,F , P ) is constructed by T. E. Harris [9] (see chapter

VI) for the branching process {Z(t) : t ≥ 0} to live. Each point T of the sample space Ω is

called a family tree of the process {Z(t) : t ≥ 0} and it can be thought of as a “tree” whose

branch lengths represent individual life lengths; the number of branches at a given vertex

representing the number of offspring of a given individual. Each family tree T provides

the complete family information including the time of birth, life length, ancestors and

descendants of each individual in the family.

1.2. The coalescence problem

A branching process is often used to describe the evolution of a population in time. One

way to investigate the population is to look at its future. But, when a population grows

so old, it is always interesting to know what happened to it in the past. The coalescence

problem provides a way to understand the structure of the population and the ancestry of

the individuals in it such as the “closeness” of any number of randomly chosen individuals.

For a supercritical Bellman-Harris age-dependent processes, we now address the problem

of coalescence.

Pick k individuals at random from the population alive at time t by simple random

sampling without replacement. Trace their lines of descent backward in time till they

meet. Let Xk(t) be the generation number of the coalescence time of these k individuals

alive. We call the common ancestor of these chosen individuals in the Xk(t)th generation

their most recent common ancestor. In this paper, the limit behavior of the distributions

of Xk(t), for any integer k ≥ 2, is studied for the supercritical case. Also, we investigate

the coalescence time (the death time of the most recent common ancestor) Dk(t) and its

limit distribution as t→∞.

The coalescence problem has been studied for different branching processes. Athreya

[1,2] has the results on the single-type Galton-Watson branching processes. Hong [10–12]

extends them to multi-type Galton-Watson branching processes and also has studied the

subcritical case for Bellman-Harris processes. In addition, many related works, such as

the degree of relationship and other family structures, have been done for different cases

in Markov branching processes, see Bühler [5, 6], Durrett [7], Le [16] and O’Connell [17].

Fleischmann and Siegmund-Schultze [8] also study the coalescence in a reduced critical

Galton-Watson tree. Lambert [14] obtains the limit distribution of the coalescence time in
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subcritical case with a more general settings (both discrete and continuous time and state

space). Moreover, Lambert and Popovic [15] and Popovic [18] define a coalescent point

process with the coalescence time of two successive individuals alive at the same time as

the first point mass in it and study the limit of this coalescent point process.

In this paper, some classical limit theorems for Bellman-Harris processes are stated

in Section 2 and will be used for the proofs. The main results on the generation number

Xk(t) of the most recent common ancestor are in Section 3.1 while the results on the death

time Dk(t) of the most recent common ancestor are provided in Section 3.2. In Section 4,

Lemmas are listed. The proofs for the main results can be seen in Section 5 and, at the

end of the paper, the lemmas are proved in Section 6.

2. Preliminaries

In this section, we introduce the notations which will be used in theorems, lemmas or

proofs. Also, some well-known results regarding the population growth and age distribu-

tion for a Bellman-Harris process are provided here for later.

First, we introduce a parameter α which will describe the growth rate of the population.

The Malthusian parameter for m and G is the root α in R (provided it exists) such that

m

∫ ∞
0

e−αx dG(x) = 1.

Let f be the generating function of the offspring distribution, i.e.,

f(s) =
∞∑
j=0

pjs
j , 0 ≤ s ≤ 1

and

F (s, t) ≡
∞∑
j=0

P (Z(t) = j | Z(0) = 1)sj , 0 ≤ s ≤ 1.

Then F (s, t) is the unique bounded solution of the following integral equation

F (s, t) = s[1−G(t)] +

∫ t

0
f(F (s, t− x)) dG(x), 0 ≤ s ≤ 1.

Thus, F is fully determined by the pair (f,G).

Also, let q be the probability of the extinction, i.e.,

q = P (Z(t) = 0 for some t | Z(0) = 1).

The following theorem gives the growth rate of the population size Z(t) and the prop-

erties related to its limit distribution. See Theorem 2 on page 172 in Athreya and Ney [4]

for the details.



248 Krishna B. Athreya and Jyy-I Hong

Theorem 2.1. Let 1 < m <∞. Let Z0 = 1 and
∑∞

j=1(j log j)pj <∞, then

e−αtZ(t)→W w.p.1

where W is a nonnegative random variable such that

(i) EW = 1.

(ii) W has an absolutely continuous distribution on (0,∞).

(iii) P (W = 0) = q = P (Z(t) = 0 for some t).

Another important and useful aspect of Bellman-Harris branching processes is the

limit behavior of the age distribution. For any family history (in what follows by a family

history we mean the full information of the tree initiated by the initial ancestor including

information on the life times and the number of offspring of all individuals in the family

tree) and 0 ≤ x <∞, let A(x, t) be the proportion of the individuals, whose ages are less

than or equal to x, at time t. Then Athreya and Kaplan have the following theorem.

Theorem 2.2. (Athreya and Kaplan [3]) Let 1 < m =
∑∞

j=1 jpj <∞ and p0 = 0. Then

(a) If
∑∞

j=1(j log j)pj <∞, then, as t→∞,

sup
x
|A(x, t)−A(x)| → 0 w.p.1

where A(x) =
∫ x
0 e−αu[1−G(u)] du∫∞
0 e−αu[1−G(u)] du

.

(b) For any bounded continuous a.e. (w.r.t. Lebesgue measure) function h(·) on the sup-

port of G, as t→∞, ∫ ∞
0

h(x) dA(x, t)
P−→
∫ ∞
0

h(x) dA(x).

3. Main results

Note that the assumption p0 = 0 is not necessary for all four main theorems in this chapter.

By conditioning on the event of non-extinction, the proofs can be changed appropriately.

3.1. Results on the generation number

Let Ln,i,k be the lifetime of the ancestor in the kth generation of the ith individual in the

nth generation. Then {Ln,i,k : n ≥ 0, i ≥ 1, k = 0, 1, 2, . . . , n − 1} are i.i.d. copies with

distribution G.

Also, Sn,i =
∑n−1

k=0 Ln,i,k is the birth time of the ith individual in the nth generation.

Let Wn,i be the limit of e−αtZn,i(t) as t → ∞ (see Theorem 2.1) where Zn,i(t) is the

branching process initiated by the ith individual of the nth generation.
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Theorem 3.1. Let 1 < m < ∞,
∑∞

j=1(j log j)pj < ∞, p0 = 0 and the life time distribu-

tion G be non-lattice with G(0+) = 0. Then, for any integer k ≥ 2,

(a) (Quenched version) For almost all family history trees T and r = 0, 1, 2, . . .,

P (Xk(t) < r | T )→ φk(r, T ) ≡ 1−
∑Yr

i=1(e
−αSr,iWr,i)

k(∑Yr
i=1 e

−αSr,iWr,i

)k
as t → ∞, where {Yn}n≥0 is the embedded Galton-Watson branching process. (For

properties on {Wr,i}, see Theorem 3.4 below.)

(b) (Annealed version) For each k, Xk(t)
d−→ X̃k as t→∞ with

P (X̃k < r) = 1− E

( ∑Yr
i=1(e

−αSr,iWr,i)
k(∑Yr

i=1 e
−αSr,iWr,i

)k
)
≡ φk(r), r = 0, 1, 2, . . . .

(c) Further, limr↑∞ φk(r, T ) = 1 for almost all trees T and limr↑∞ φk(r) = 1.

When k → ∞, we show that the random variable X̃k converges in distribution to a

proper random variable U which is the last generation consisting of only one individual.

With the assumption p0 = 0, no sub-family (or sub-tree) will die out, so the limit (in

distribution) as k → ∞ of X̃k can be thought as the generation number of the youngest

individual who is an ancestor of the total future population.

Theorem 3.2. Let 1 < m < ∞ and U = max{n ≥ 1 : Yn = 1}. Under the same

hypotheses of Theorem 3.1, then X̃k
d−→ U as k →∞.

Remark 3.3. The distribution of the random variable U can be found by simple calculation.

Especially, if p0 = 0 and p1 > 0, then, by the independent reproduction law of the

branching process, we have that

P (U = k) = P (Y1 = 1, Y2 = 1, . . . , Yk = 1, Yk > 1) = pk1(1− p1)

for all k = 1, 2, . . .. That is, U is geometrically distributed with parameter p1.

3.2. Results on the death time

Let Ls,i be the total lifetime of the ith individual alive at time s. Then {Ls,i}i≥1 are

i.i.d. copies of the lifetime random variable with distribution G.

Let as,i be the corresponding age and Rs,i be the corresponding residual lifetime at

time t. That is, Rs,i = Ls,i − as,i for any i ≥ 1 and any s ≥ 0.

Theorem 3.4. Let 1 < m < ∞,
∑∞

j=1(j log j)pj < ∞, p0 = 0 and the life time distribu-

tion G be non-lattice with G(0+) = 0. Then, for any integer k ≥ 2,
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(a) (Quenched version) For almost all family trees T and any s ≥ 0, there exists positive

real-valued random variables W̃s,i, i = 1, 2, . . . , Z(s), such that

P (Dk(t) ≤ s | T )→ Hk(s, T ) = 1−
∑Z(s)

i=1 (e−αRs,iW̃s,i)
k(∑Z(s)

i=1 e
−αRs,iW̃s,i

)k
as t → ∞. The random variables W̃r,i, i = 1, 2, . . . , Z(s), are all functions of the

tree T . Further, conditioned on Z(s), they are the i.i.d. copies of the sum
∑ξ

j=1Wj

where ξ is a random variable with the offspring distribution {pj}j≥0 and {Wj}j≥0 are

i.i.d. copies of W as defined in Theorem 2.1(b) and ξ and {Wj}j≥1 are independent.

(b) (Annealed version) For each k ≥ 2, there exists a nonnegative real-valued random

variable D̃k such that Dk(t)
d−→ D̃k as t→∞ and

P (D̃k ≤ s) = 1− E

( ∑Z(s)
i=1 (e−αRs,iW̃s,i)

k(∑Z(s)
i=1 e

−αRs,iW̃s,i

)k
)
≡ Hk(s)

for any s ≥ 0.

The next theorem shows that the limit law of D̃k converges to the first time when the

process splits into more than one as k →∞.

Theorem 3.5. Let 1 < m < ∞ and U = max{n ≥ 1 : Yn = 1} where {Yn}n≥0 is the

embedded Galton-Watson branching process. Under the hypotheses of Theorem 3.4, there

exist a random variable D̃ such that D̃k
d−→ D̃ as k →∞ and, for any s ≥ 0,

P (D̃ ≤ s) = P (L0 + L1 + · · ·+ LU ≤ s)

where {Li}i≥0 are i.i.d. random variables with distribution G and independent of U .

Remark 3.6. The limit (in distribution) as k →∞ of D̃k describes the death time of the

youngest ancestor of the total future population and it is the sum of U i.i.d. copies of

lifetime law.

4. Lemmas

The following lemmas will be needed for proving the main results in this paper. The first

lemma follows from a well-known fact that, as n→∞,

1

n
max
1≤i≤n

Xi
P−→ 0

where {Xi}i≥1 are i.i.d. copies with finite mean.
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Lemma 4.1. For any s ≥ 0, let {Ws,i,j : j ≥ 1, i ≥ 1} be i.i.d. copies of W defined in

Theorem 2.1(b) and be independent of {ξs,i}i≥1 where ξs,i is the number of offspring of

the ith individual alive at time s. Let W̃s,i =
∑ξs,i

j=1Ws,i,j. Then, under the hypotheses of

Theorem 3.4, as s→∞,

1

Z(s)
max

1≤i≤Z(s)
W̃s,i → 0 in probability.

Lemma 4.2. For any k > 0, let Z(s, k) be the number of individuals alive at time s with

the residual lifetime less than or equal to k. Then, under the hypotheses of Theorem 3.4,

as s→∞,
Z(s, k)

Z(s)
→ B(k) in probability

where

B(k) =

∫
[0,∞) e

−αx[G(x+ k)−G(x)] dx∫
[0,∞) e

−αx[1−G(x)] dx
.

Lemma 4.3. Fix k > 0, let W̃s,i and Z(s, k) be the random variables defined in Lem-

mas 4.1 and 4.2, respectively. Then, under the hypotheses of Theorem 3.4, there exists

θ > 0 such that, as s→∞,

P

 1

Z(s, k)

Z(s,k)∑
i=1

W̃s,kI(Rs,i≤k) ≥ θ

→ 1.

5. Proofs of main results

5.1. Proof of Theorem 3.1

Let {Zr,i(t) : t > 0} be the branching process initiated with the ith individual in the rth

generation when it is of age 0, then {Zr,i(t−Sr,i) : t ≥ Sr,i} denotes the size of the process

initiated with the ith individual of the rth generation with birth time Sr,i.

(a) For almost all trees T and any r = 0, 1, 2, . . .,

P (Xk(t) ≥ r | T ) =

∑Yr
i=1

∏k−1
j=0(Zr,i(t− Sr,i)− j)∏k−1
j=0(Z(t)− j)

=

∑Yr
i=1

∏k−1
j=0(Zr,i(t− Sr,i)− j)∏k−1

j=0

(∑Yr
i=1 Zr,i(t− Sr,i)− j

)
=

∑Yr
i=1

[
e−kαSr,i

∏k−1
j=0 e

−α(t−Sr,i)(Zr,i(t− Sr,i)− j)
]

∏k−1
j=0

[∑Yr
i=1 e

−αSr,ie−α(t−Sr,i)(Zr,i(t− Sr,i)− j)
]
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where α is the Malthusian parameter for the offspring mean m and the lifetime distribution

G.

It is known from Theorem 2.1 that if Z0 = 1, p0 = 0 and

∞∑
j=1

(j log j)pj <∞,

then

e−αtZ(t)→W w.p.1 as t→∞

where W is a random variable such that P (W > 0) = 1. So, as t→∞,

P (Xk(t) ≥ r | T )→
∑Yr

i=1(e
−αSr,iWr,i)

k(∑Yr
i=1 e

−αSr,iWr,i

)k ≡ 1− φk(r, T )

as t → ∞, where, conditioned on Yr and averaged over all trees T , {Wr,i}i≥1 are the

i.i.d. copies of W .

(b) Since P (Xk(t) ≥ r) = E(P (Xk(t) ≥ r | T )) and hence, by the bounded convergence

theorem, as t→∞,

P (Xk(t) ≥ r)→ E

( ∑Yr
i=1(e

−αSr,iWr,i)
k(∑Yr

i=1 e
−αSr,iWr,i

)k
)
≡ 1− φk(r)

for r = 1, 2, . . ..

To finish the proof, we need to show that φk is a proper probability distribution, i.e.,

φk(r)→ 1 as r →∞. For this, it is sufficient to prove that

Yr∑
i=1

(e−αSr,iWr,i)
k → 0 in probability as r →∞

and then by the bounded convergence theorem, this will yield

E

( ∑Yr
i=1(e

−αSr,iWr,i)
k(∑Yr

i=1 e
−αSr,iWr,i

)k
)
→ 0 as r →∞.

First, note that, conditioned on Yr and averaged over all trees T , {Wr,i}i≥1 are

i.i.d. copies of W and are independent of L0, L1, . . . , Lr−1 and Y0, Y1, . . . , Yr and since{
Sr,i ≡

∑r−1
k=0 Lr,i,k

}
i≥1 are identically distributed and {Lr,i,k : 0 ≤ k ≤ r − 1} are

i.i.d. copies of the lifetime random variable L for each i ≥ 1, we have that

E

(
Yr∑
i=1

e−αSr,iWr,i

)

= E

(
Yr∑
i=1

e−αSr,iE(Wr,i | L0, L1, . . . , Lr−1, Y0, Y1, . . . , Yr)

)
= EYr · (Ee−αL)r = mr · (E(e−αL))r = 1 <∞
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where EW = 1 and mE(e−αL) = 1 by the definition of the Mathusian parameter for m

and G. Therefore, any η > 0, by Markov’s inequality,

P

(
Yr∑
i=1

e−αSr,iWr,i > η

)
≤ 1

η
E

(
Yr∑
i=1

e−αSr,iWr,i

)
=

1

η
.

So, for any ε > 0,

P

(
Yr∑
i=1

(e−αSr,iWr,i)
k > ε

)

≤ P

((
max

1≤i<Yr
e−αSr,iWr,i

)k−1 Yr∑
i=1

e−αSr,iWr,i > ε

)

= P

((
max

1≤i<Yr
e−αSr,iWr,i

)k−1 Yr∑
i=1

e−αSr,iWr,i > ε,

Yr∑
i=1

e−αSr,iWr,i > η

)

+ P

((
max

1≤i<Yr
e−αSr,iWr,i

)k−1 Yr∑
i=1

e−αSr,iWr,i > ε,

Yr∑
i=1

e−αSr,iWr,i ≤ η

)

≤ 1

η
+ P

((
max

1≤i<Yr
e−αSr,iWr,i

)k−1
>
ε

η

)

and hence it suffices to prove that

max
1≤i<Yr

e−αSr,iWr,i → 0 in probability as r →∞.

Let Gr be the σ-algebra generated by all the information up to the rth generation in

the embedded Galton-Watson tree. Moreover, let η(y) = supx≥y xP (W > x). The fact

that EW < ∞ implies xP (W > x) → 0 as x → ∞ and hence, for any ε > 0 and l > 0,

there exists a > 0 such that yP (W > y) < lε for all y ≥ a and therefore η(a) ≤ lε. Now,

let n > 1
α ln a

ε , then we have that εeαn > a and

P

(
max

1≤i<Yr
e−αSr,iWr,i > ε

)
≤ P

(
min

1≤i≤Yr
Sr,i ≤ n

)
+ E

(
P

(
max

1≤i<Yr
e−αSr,iWr,i > ε, min

1≤i≤Yr
Sr,i > n

∣∣∣ Gr

))
≤ P

(
min

1≤i≤Yr
Sr,i ≤ n

)
+ E

(
Yr∑
i=1

P

(
Wr,i > εeαSr,i , min

1≤i≤Yr
Sr,i > n

∣∣∣ Gr

))

≤ P
(

min
1≤i≤Yr

Sr,i ≤ n
)

+
1

ε
E

(
Yr∑
i=1

η(a)e−αSr,i

)

< P

(
min

1≤i≤Yr
Sr,i ≤ n

)
+ l.
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Moreover,

P

(
min

1≤i≤Yr
Sr,i ≤ n

)
=
∞∑
x=0

P

(
min

1≤i≤Yr
Sr,i ≤ n

∣∣∣ Yr = x

)
P (Yr = x)

≤
∞∑
x=0

xP (Sr,1 ≤ n)P (Yr = x) = P (Sr,1 ≤ n)EYr

= P
(
e−θSr,1 ≥ e−θn

)
EYr

≤ E(e−θSr,1)

e−θn
mr = eθn(Ee−θL)rmr = eθn(mϕL(θ))r

→ 0 as r →∞

where ϕL(θ) ≡ E(e−θL) is the Laplace transform of the lifetime L and θ > α such that

mϕL(θ) < 1.

Therefore, for any ε > 0,

lim
r→∞

P

(
max

1≤i<Yr
e−αSr,iWr,i > ε

)
< l

for any l > 0. Hence, for any ε > 0,

P

(
max

1≤i<Yr
e−αSr,iWr,i > ε

)
→ 0 as r →∞.

The proof of Theorem 3.1 is complete.

5.2. Proof of Theorem 3.2

Let U = max{n ≥ 1 : Yn = 1}. Then

P (X̃k ≥ r) = E

( ∑Yr
i=1(e

−αSr,iWr,i)
k(∑Yr

i=1 e
−αSr,iWr,i

)k I(r≤U)

)
+ E

( ∑Yr
i=1(e

−αSr,iWr,i)
k(∑Yr

i=1 e
−αSr,iWr,i

)k I(r>U+1)

)

= P (r ≤ U) + E

(
E

( ∑Yr
i=1(e

−αSr,iWr,i)
k(∑Yr

i=1 e
−αSr,iWr,i

)k I(r>U+1)

∣∣∣∣ Yr
))

= P (r ≤ U) + E

YrE
( e−αSr,1Wr,1∑Yr

i=1 e
−αSr,iWr,i

)k
I(r>U+1)

∣∣∣∣ Yr
 .

Since p0 = 0 and
∑∞

j=1(j log j)pj < ∞, P (0 < Wr,j < ∞) = 1 for all j ≥ 0 and all

r = 0, 1, 2, . . .. So, on the set {r ≥ U + 1},

0 <
e−αSr,1Wr,1∑Yr
i=1 e

−αSr,iWr,i

< 1 w.p.1
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and hence, for any r = 0, 1, 2, . . ., as k →∞,(
e−αSr,1Wr,1∑Yr
i=1 e

−αSr,iWr,i

)k
→ 0 w.p.1.

Therefore, by the bounded convergence theorem, we have that

P (X̃k ≥ r)→ P (U ≥ r) as k →∞

and the proof is complete.

5.3. Proof of Theorem 3.4

Let {Z̃t−s−Rs,i,j : t ≥ s + Rs,i} be the branching process initiated by the jth offspring of

the ith individual alive at time s.

For almost all trees T and s ≥ 0,

P (Dk(t) ≤ s | T )

= 1− P (Dk(t) > s | T )

= 1−
∑Z(s)
i=1

(∑ξs,i
j=1 Z̃t−s−Rs,i,j

)(∑ξs,i
j=1 Z̃t−s−Rs,i,j − 1

)
· · ·
(∑ξs,i

j=1 Z̃t−s−Rs,i,j − k + 1
)(∑Z(s)

i=1

∑ξs,i
j=1 Z̃t−s−Rs,i,j

)(∑Z(s)
i=1

∑ξs,i
j=1 Z̃t−s−Rs,i,j − 1

)
· · ·
(∑Z(s)

i=1

∑ξs,i
j=1 Z̃t−s−Rs,i,j − k + 1

)
= 1−

∑Z(s)
i=1

∏k
l=1

(
e−αRs,i

∑ξs,i
j=1 Z̃t−s−Rs,i,je

−α(t−s−Rs,i) − (l − 1)e−α(t−s−Rs,i)
)∏k

l=1

(∑Z(s)
i=1 e−αRs,i

∑ξs,i
j=1 Z̃t−s−Rs,i,je

−α(t−s−Rs,i) − (l − 1)e−α(t−s−Rs,i)
)

and then, by Theorem 2.1,

P (Dk(t) ≤ s | T )→ 1−
∑Z(s)

i=1

(
e−αRs,i

∑ξs,i
j=1Ws,i,j

)k(∑Z(s)
i=1 e

−αRs,i
∑ξs,i

j=1Ws,i,j

)k as t→∞

= 1−
∑Z(s)

i=1

(
e−αRs,iW̃s,i

)k(∑Z(s)
i=1 e

−αRs,iW̃s,i

)k ≡ Hk(s, T )

where W̃s,i ≡
∑ξs,i

i=1Ws,i,j for i ≥ 1 and s ≥ 0 and, conditioned on Z(s) and averaged over

all trees T , {Ws,i,j}j≥1 are i.i.d. copies of W in Theorem 2.1.

So, by the bounded convergence theorem, as t→∞,

P (Dk(t) ≤ s) = E (P (Dk(t) ≤ s | T ))→ 1− E

( ∑Z(s)
i=1 (e−αRs,iW̃s,i)

k(∑Z(s)
i=1 e

−αRs,iW̃s,i

)k
)
≡ Hk(s).

Next, we need to show that Hk is a proper probability distribution, i.e., show that

Hk(s)→ 1 as s→∞ and it is the same as showing that

E

( ∑Z(s)
i=1 (e−αRs,iW̃s,i)

k(∑Z(s)
i=1 e

−αRs,iW̃s,i

)k
)
→ 0 as s→∞.
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It suffices to prove that, as s→∞,∑Z(s)
i=1 (e−αRs,iW̃s,i)

k(∑Z(s)
i=1 e

−αRs,iW̃s,i

)k → 0 in probability.

Moreover, since(
max1≤i≤Z(s) e

−αRs,iW̃s,i∑Z(s)
i=1 e

−αRs,iW̃s,i

)k
≤
∑Z(s)

i=1 (e−αRs,iW̃s,i)
k(∑Z(s)

i=1 e
−αRs,iW̃s,i

)k ≤
(

max1≤i≤Z(s) e
−αRs,iW̃s,i∑Z(s)

i=1 e
−αRs,iW̃s,i

)k−1
,

it is enough to show that, as s→∞,

max1≤i≤Z(s) e
−αRs,iW̃s,i∑Z(s)

i=1 e
−αRs,iW̃s,i

→ 0 in probability.

First of all, by Lemmas 4.2 and 4.3, we know that, there exists θ > 0 such that, for

any δ > 0, there exists an M > 0 such that for any s > M ,

P

(
Z(s, k)

Z(s)
<

1

2
B(k)

)
<
δ

2

and

P

 1

Z(s, k)

Z(s,k)∑
i=1

W̃s,kI(Rs,i≤k) < θ

 <
δ

2
.

Then, we let A =
{
Z(s,k)
Z(s) ≥

1
2B(k)

}
and B =

{
1

Z(s,k)

∑Z(s,k)
i=1 W̃s,kI(Rs,i≤k) ≥ θ

}
be

two events. So, for any ε > 0, s > M and k > 0,

P

(
max1≤i≤Z(s) e

−αRs,iW̃s,i∑Z(s)
i=1 e

−αRs,iW̃s,i

> ε

)

≤ P

 eαk 1
Z(s) max1≤i≤Z(s) W̃s,i

Z(s,k)
Z(s)

1
Z(s,k)

∑Z(s)
i=1 W̃s,iI(Rs,i≤k)

> ε


= P

 1

Z(s)
max

1≤i≤Z(s)
W̃s,i > εe−αk

Z(s, k)

Z(s)

1

Z(s, k)

Z(s)∑
i=1

W̃s,iI(Rs,i≤k)


≤ P

(
1

Z(s)
max

1≤i≤Z(s)
W̃s,i > εe−αk

1

2
B(k)θ : A ∩B

)
+ P (AC) + P (BC)

≤ P
(

1

Z(s)
max

1≤i≤Z(s)
W̃s,i >

1

2
εθe−αkB(k)

)
+ δ.

Thus, by Lemma 4.1 and since δ is arbitrary, we have that, for any ε > 0,

lim
s→∞

P

(
max1≤i≤Z(s) e

−αRs,iW̃s,i∑Z(s)
i=1 e

−αRs,iW̃s,i

> ε

)
= 0

and the proof of Theorem 3.4 is complete.
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5.4. Proof of Theorem 3.5

From Theorem 3.4, for any s > 0, we have that

P (D̃k(t) > s) = E

( ∑Z(s)
i=1 (e−αRs,iW̃s,i)

k(∑Z(s)
i=1 e

−αRs,iW̃s,i

)k I(Ls,i,0+Ls,i,1+···+Ls,i,U>s)
)

+ E

( ∑Z(s)
i=1 (e−αRs,iW̃s,i)

k(∑Z(s)
i=1 e

−αRs,iW̃s,i

)k I(Ls,i,0+Ls,i,1+···+Ls,i,U≤s)
)

= P (Ls,i,0 + Ls,i,1 + · · ·+ Ls,i,U > s)

+ E

(
E

( ∑Yr
i=1(e

−αRs,iW̃s,i)
k(∑Z(s)

i=1 e
−αRs,iW̃s,i

)k I(Ls,i,0+Ls,i,1+···+Ls,i,U≤s) ∣∣∣∣ Z(s)

))
= P (L0 + L1 + · · ·+ LU > s)

+ E

Z(s)∑
i=1

E

( e−αRs,iW̃s,i∑Z(s)
i=1 e

−αRs,iW̃s,i

)k
I(Ls,i,0+Ls,i,1+···+Ls,i,U≤s)

∣∣∣∣ Z(s)


where {Li}i≥0 are i.i.d. random variables with the lifetime distribution.

Since p0 = 0, 1 < m <∞,
∑∞

j=1(j log j)pj <∞ and W̃s,j =
∑ξs,j

k=1Ws,j,k, we have that

P (0 < W̃s,j <∞) = 1 for all j ≥ 0 and s > 0. So, on the set {Ls,i,0 +Ls,i,1 + · · ·+Ls,i,U ≤
s},

0 <
e−αRs,jW̃s,j∑Z(s)
i=1 e

−αRs,iW̃s,i

< 1 w.p.1

and hence, as k →∞, (
e−αRs,jW̃s,j∑Z(s)
i=1 e

−αRs,iW̃s,i

)k
→ 0 w.p.1.

Therefore, by the bounded convergence theorem again, the proof is complete.

6. Proofs of lemmas

6.1. Proof of Lemma 4.2

For any fixed k > 0, consider the function g defined by

g(a) ≡ P (Rs,i ≤ k | as,i = a) =
G(a+ k)−G(a)

1−G(a)
.

Let Fs be the σ-algebra generated by all the history of this branching process up to

time s.
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Then, for any ε > 0,

P

(∣∣∣∣Z(s, k)

Z(s)
−B(k)

∣∣∣∣ > ε

)
= E

(
P

(∣∣∣∣Z(s, k)

Z(s)
−B(k)

∣∣∣∣ > ε

∣∣∣∣ Fs))

= E

P
∣∣∣∣ 1

Z(s)

Z(s)∑
i=1

I(Rs,i≤k) −B(k)

∣∣∣∣ > ε

∣∣∣∣ Fs


= E

P
∣∣∣∣ 1

Z(s)

Z(s)∑
i=1

(I(Rs,i≤k) − g(as,i)) +
1

Z(s)

Z(s)∑
i=1

(g(as,i)−B(k))

∣∣∣∣ > ε

∣∣∣∣ Fs


≤ E

P
∣∣∣∣ 1

Z(s)

Z(s)∑
i=1

(I(Rs,i≤k) − g(as,i))

∣∣∣∣ > ε

2

∣∣∣∣ Fs


+ P

∣∣∣∣ 1

Z(s)

Z(s)∑
i=1

(g(as,i)−B(k))

∣∣∣∣ > ε

2

 .

(6.1)

First, by the weak law of large numbers for Bernoulli random variables and the bounded

convergence theorem, as s→∞,

(6.2) E

P
∣∣∣∣ 1

Z(s)

Z(s)∑
i=1

(I(Rs,i≤k) − g(as,i))

∣∣∣∣ > ε

2

∣∣∣∣ Fs
→ 0.

So, it remains to prove that

P

∣∣∣∣ 1

Z(s)

Z(s)∑
i=1

(g(as,i)−B(k))

∣∣∣∣ > ε

2

→ 0 as s→∞.

Let A(x, s) = 1
Z(s)

∑Z(s)
i=1 I(as,i≤x) as defined in Section 2 and since g(x) = G(x+k)−G(x)

1−G(x)

is a bounded function that is continuous except on a countable set and hence bounded

a.e. with respect to A(·) defined in Theorem 2.2, by Theorem 2.2(c), we have, as s→∞

1

Z(s)

Z(s)∑
i=1

g(as,i) ≡
∫
[0,∞)

g(x) dA(x, s)→
∫
[0,∞)

g(x) dA(x) = B(k) w.p.1.

Therefore, for any ε > 0,

(6.3) P

∣∣∣∣ 1

Z(s)

Z(s)∑
i=1

g(as,i)−B(k)

∣∣∣∣ > ε

2

→ 0 as s→∞.

From (6.1), (6.2) and (6.3), we have that, for any ε > 0,

P

(∣∣∣∣Z(s, k)

Z(s)
−B(k)

∣∣∣∣ > ε

)
→ 0 as s→∞

and the proof is complete.
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6.2. Proof of Lemma 4.3

Let ns,1 = min{1 ≤ j ≤ Z(s) : Rs,j ≤ k} and ns,i = min{ns,i−1 < j ≤ Z(s) : Rs,j ≤ k} for

i ≥ 2. Then

1

Z(s, k)

Z(s)∑
i=1

W̃s,iI(Rs,i≤k) =
1

Z(s, k)

Z(s,k)∑
i=1

W̃s,ns,iI(Rs,ns,i≤k)

=
1

Z(s, k)

Z(s,k)∑
i=1

W̃s,ns,i .

Note that EW̃s,1 > 0 and hence there exists an η > 0 such that P (W̃s,1 ≥ η) > 0.

Let Fs be the σ-algebra generated by all the information of this Bellman-Harris branch-

ing process up to time s. Then

P (W̃s,ns,i ≥ η)

= E
(
P (W̃s,ns,i ≥ η | Fs)

)
= E

Z(s,k)∑
j=1

P (W̃s,ns,i ≥ η, ns,i = j | Fs)


= E

Z(s,k)∑
j=1

P (W̃s,j ≥ η, ns,i = j | Fs)

 = E

Z(s,k)∑
j=1

P (W̃s,j ≥ η | Fs)P (ns,i = j | Fs)


= E

Z(s,k)∑
j=1

P (W̃s,1 ≥ η | Fs)P (ns,i = j | Fs)

 = P (W̃s,1 ≥ η).

Let

Xs,i =

1 if W̃s,ns,i ≥ η,

0 if W̃s,ns,i < η

then

1

Z(s, k)

Z(s,k)∑
i=1

W̃s,ns,i ≥
1

Z(s, k)

Z(s,k)∑
i=1

ηXs,i

= η

 1

Z(s, k)

Z(s,k)∑
i=1

(
Xs,i − P (W̃s,ns,i ≥ η)

)
+ η

 1

Z(s, k)

Z(s,k)∑
i=1

P (W̃s,ns,i ≥ η)


= η

 1

Z(s, k)

Z(s,k)∑
i=1

(
Xs,i − P (W̃s,ns,i ≥ η)

)
+ ηP (W̃s,ns,i ≥ η).

(6.4)
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Then we know from the weak law of large numbers again that the first term converges

to 0 in probability. Also, the second term in (6.4) does not depend on s, so if let θ =
1
2ηP (W̃s,1 ≥ η), then θ > 0 and, as s→∞,

P

 1

Z(s, k)

Z(s,k)∑
i=1

W̃s,iI(Rs,i≤k) ≥ θ

→ 1.

Hence, Lemma 4.3 is proved.
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