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EXPANSION METHODS AND SCALING LIMITS
ABOVE CRITICAL DIMENSIONS

Wei-Shih Yang1 and Aklilu Zeleke2

Abstract. In this paper, we give a unified approach to various forms of
high temperature expansions. The variants of expansion include Mayer’s
expansion, cluster expansion and lace expansion. We also give a brief
summary of applications of lace expansion to scaling limits of self-avoiding
random walks, lattice trees and percolation above their critical dimen-
sions.

1. Introduction

1.1. Motivation

Over the past twenty years, interacting particle systems which exhibit crit-
ical phenomena have been intensively studied in the literature of probability
theroy. Interesting models in this area of research all have an upper critical di-
mension, above which the form of limiting distributions do not depend on the
dimensions and below which the form of limiting distributions usually depend
essentially on the dimensionality of the underlying space. The methods of high
temperature expansion used in statistical physics have proved to be rigorous
and recently become very successful in dealing with limiting distributions of
interacting particle systems above their critical dimensions [11, 21, 31, 32]. The
high temperature expansions have changed their names and forms for the past
according to the models studied. The names have appeared to be high tem-
perature expansion, low temperature expansion, Mayer’s expansion, cluster

0Received September 23, 1999.
Communicated by P. Y. Wu.
1991 Mathematics Subject Classification: Primary 60J15; Secondary 82A67.
Key words and phrases: Lattice tree, self-avoiding random walk, percolation, oriented per-
colation, lace expansion, high temperature expansion, mean field.
1The work of the first author was partially supported by National Center for Theoretical
Sciences, Taiwan.
2Reserch partially supported by Alma College Faculty Small Grant.

425



426 Wei-Shih Yang and Aklilu Zeleke

expansion in quantum field theories, lace expansion and double lace expan-
sion. There is a common feature in all of these expansions, namely, the idea of
the “minimally connected graph”. The goal of this paper is to give a unified
approach to various form of high temperature expansions.

We will start with a few typical models, give definitions, state the conjec-
tures and main results known so far.

1.2. Self-avoiding Random Walks

Self-avoiding random walk is an interacting particle system, where a par-
ticle is moving at random on a d-dimensional lattice with the restrictions that
it cannot go back to the sites already visited. This particle thus has a self-
interaction. This model is originally studied in polymer physics [15]. It is of
particular interest because the problem is naturally defined in terms of geom-
etry and is highly non-Markovian from the probabilistic point of view. It also
has applications in quantum field theory [6].

The high temperature expansion method is called lace expansion when
applied to the problems of self-avoiding random walks. To start, let us look
at the problems of self-avoiding random walks. We consider a random walk
Xn = Y1 + . . .+Yn on Zd, where {Yn, n = 1, 2, . . .} is a family of independently
identically distributed random variables on Zd with mean 0.

Let E(·) denote the expectation of a random variable, and P (·) the prob-
ability of an event.

Definition. (Xn) is in the domain of attraction of α-stable distribution
if Xn/n

1/α → Zα in distribution, where E(eik·Zα) = e−ξ
∑d

i=1
|ki|α for some

constant ξ. In particular, Z2 is said to be Gaussian distributed and Z1 is
Cauchy distributed.

Example 1 (Nearest-neighbor random walk). If P (Y1 = ej) =
P (Y1 = −ej) = 1/(2d) for all j, then (Xn) belongs to the domain of attraction
of Gaussian.

Example 2. It P (Y1 = nej) = Const/|n|1+α for nonzero integer n and
P (Y1 = x) = 0 for any other x, then (Xn) belongs to the domain of attraction
of Zα, 0 < α ≤ 2.

Let P (A|B) = P (A ∩ B)/P (B) be the conditional probability of A given
B.

Definition. Let P̃n(A) = P (A | Xi 6= Xj for all 0 ≤ i < j ≤ n). The
random walk (Xn) under distribution P̃n is called a self-avoiding random walk.
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The problem is to find v and the limiting distribution of Xn/n
ν under P̃n.

It is conjectured that if (Xn) belongs to the domain of attraction of α-stable
process, then as n→∞, we have

(a) for d > dc = 2α,

Ẽn
(
e
ik· Xn

n1/α

)
→ e−ξΣ|ki|

α

,

where Ẽn(·) is the expectation with respect to the probability measure
P̃n;

(b) for d < dc = 2α,

Ẽn
(
eik·

Xn
nν

)
→ some distribution other than α-stable process;

(c) α = 2, d = 4,

Ẽn

(
e
ik· Xn

n1/2(lnn)1/8

)
→ e−ξ|k|

2
.

Here dc is called the upper critical dimension. It is a typical phenomenon in
models of statistical mechanics that the limiting distribution of the models
does not depend on the dimensions when d > dc.

Remark. For α = 1
2 , 1, 3

2 , no conjectures have been made on the limiting
distribution where d = dc.

Consider a weakly self-avoiding random walk defined by

Ẽβ
n(F ) =

E(Fψ[0, n])
E(ψ[0, n])

,

where ψ[0, n] = e−βΣ0≤i<j≤nδ(Xi−Xj), and δ(x) = 1 if x = 0 and δ(x) = 0 if
x 6= 0. Ẽβ

n(·) is a self-avoiding random walk if β = ∞, a simple random walk
if β = 0, and is called a weakly self-avoiding random walk if 0 < β <∞. The
following are known results under P̃ β

n :

(1) (Brydges and Spencer [7]). For nearest-neighbor case, d ≥ 5, Xn/
√
n→

Gaussian if 0 < β is sufficiently small.

(2) (D. Klein and W. S. Yang [40]). For α = 1, d ≥ 3, Xn/n → Cauchy
distribution if 0 < β is sufficiently small.

(3) (G. Slade [38]). For nearest-neighbor case, β =∞, Xn/
√
n→ Gaussian

if d is sufficiently large.
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Finally we have the following theorem.

Theorem 1.1. (Hara and Slade [21]) For nearest-neighbor case, β =∞,
d ≥ 5, there exist constants A, D such that

(a) Cn = A · µn[1 +O( 1
nε

)], for any 0 < ε < 1
2 .

(b) Ẽn(|Xn|2) = Dn[1 +O( 1
nε

)], for any 0 < ε < 1
4 .

(c) Ẽn
(
eik·

Xn√
n

)
→ e−

D
2d |k|

2
, as n→∞.

Here Cn is the number of self-avoiding random walks of length n. Moreover,
for d = 5, A ∈ [1, 1.493], D ∈ [1.098, 1.803] and µ ≥ 8.82128.

In Section 4, we will discuss lace expansion, the expansion method for
self-avoiding random walks and the ideas of the proof of Theorem 1.1.

1.3. Lattice Trees

Lattice tree model is a natural generalization of self-avoiding random walks.
It can be viewed as a self-avoiding branching random walk. A lattice tree in a
d-dimension lattice Zd is a finite connected set of lattice bonds containing no
cycles. For the nearest-neighbor model, the bonds are nearest-neighbor bonds
{x, y}, x, y ∈ Zd, ‖x−y‖1 = 1. We will also consider “spread-out” lattice trees
constructed from bonds {x, y} with 0 < ‖x− y‖∞ ≤ L. The parameter L will
be taken to be large but finite. For each n = 1, 2, . . ., let Pn be the uniform
distribution over the set of all n-bound lattice trees which contain the origin.
For notational convenience, we let P0 be the probability measure concentrated
at the origin.

For an n-bond lattice tree T , we consider a probability measure on Rd

defined by

νT (dx) =
1

n+ 1

∑
i∈T

δ( i

D1n
1/4 )(dx),

where D1 is a constant depending on d and L, which will be determined later
in order to get a scaling limit as n → ∞. Here δy denotes the probability
measure concentrated at y.

Let M1(Rd) be the set of all probability measures on Rd. Note that M1(Rd)
is a topological space with weak topology, i.e., νn → ν in M1(Rd) if and only
if limn→∞

∫
Rd fdνn =

∫
Rd fdν for all bounded continuous functions f on Rd.

For each n, a probability measure µn on M1(Rd) is defined by

µn(ν) = Pn{T ; νT = ν}.
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It is conjectured by Aldons [2] that for nearest-neighbor model µn converges
to µISE (integrated super-Brownian excursion) for d > 8, as n→∞. In other
words, the upper critical dimension for lattice tree should be 8. ISE is super-
Brownian motion (see e.g. [9]) conditioned to have total mass 1. The definition
of ISE will be given in Section 6.

Theorem 1.2. (E. Derbez and G. Slade [11]) For nearest-neighbor lattice
trees in sufficiently high dimensions d ≥ d0, or for spread-out lattice trees with
d > 8 and L sufficiently large, there exists D1 such that µn → µISE, weakly on
M1(Ṙd), as n→∞.

It is generally believed that the upper critical dimensions are the same
for nearest neighbor model and for spread-out model. This belief is known
as the hypothesis of universality. According to the hypothesis of universality,
Theorem 1.2 gives strong evidence that the upper critical dimension for lattice
trees is 8.

1.4. Percolation

Percolation has been intensively studied in the probability literature as
well as in statistical mechanics; see e.g. [19]. In this model, every nearest-
neighbor bond in Zd is open or closed independently with P (b is open ) = p
and P (b is closed ) = 1 − p, for each nearest-neighbor bond b in Zd. Here p
is a parameter. Given a configuration of open or closed bonds, let C(0) be
the set of all sites that are connected to 0 by a path consisting of open bonds.
Let |C(0)| denote the cardinality of C(0). It is known that (see e.g. [19]) for
d ≥ 2, there exists 0 < pc < 1 such that

P (|C(0)| <∞) = 1, for p < pc,

P (|C(0)| <∞) < 1, for p > pc.

It is a typical situation in statistical mechanics that the models are easier to
be analyzed when p is away from pc than p = pc. A large number of rigorous
results have been obtained for p 6= pc but only a few rigorous results are known
when p = pc. One of the most interesting results known at p = pc is about
critical exponents.

Let χ(p) = E(|C(0)|), and θ(p) = P (|C(0)| = ∞). The critical exponents
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γ and β are defined by

γ = − lim
p↑pc

lnχ(p)
ln |p− pc|

,

β = lim
p↓pc

ln θ(p)
ln |p− pc|

.

It is conjectured in physics literature that γ and β exist and they should take
their “mean field” values above the upper critical dimension. The mean field
values of γ and β are calculated by replacing Zd by a binary tree where the
calculation becomes easy and γ = 1, β = 1. The upper critical dimension
for percolation is conjectured to be dc = 6, In [1], Aizenman and Newman
introduced the “triangle condition”. They showed that if the triangle condition
is satisfied, then γ = β = 1. Then Hara and Slade [20] proved that the triangle
condition is satisfied if d is sufficiently large.

For the scaling limit for percolation, given C(0) with |C(0)| = n, we define
a random measure by

νC(0) =
1
n

∑
x∈C(0)

δ( x

D2n
1/4 ).

Let µn be a probability measure on M1(Rd) (the set of all probability measures
on Rd) with mass

µn(ν) = P (νC(0) = ν | |C(0)| = n).

It is conjectured in [23] that for d > 6 and p = pc, there exists D2 such that

lim
n→∞

µn = µISE on M1(Rd).

It has been shown [23] that the first and second moments of µn converge to
those of µISE. We will discuss this in Section 6.4.

1.5. Oriented Percolation

Lace expansion is a very powerful tool. Oriented percolation is another
example other than self-avoiding random walk, to which lace expansion can
be applied. Consider a (d + 1)-dimensional lattice Zd+1. Each lattice site is
denoted by (x, n), x ∈ Zd, n ∈ Z1. Let

B = {b; b is an oriented bond which goes from (x, n) to (y, n+ 1)}.

Let {σb, b ∈ B} be a family of independent Bernoulli random variables such
that P{σb = 1} = px,y and P{σb = 0} = 1 − px,y for b goes from (x, n)
to (y, n + 1). We assume that px,y = py,x = p0,x−y. Two typical cases are
considered:
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(1) Nearest-neighbor case: p0,x = p if |x| = 1, and p0,x = 0 for any otherx.

(2) Spread-out case: p0,x = pg( x
L

) 1
Ld

, where g : Rd → R is a nonnegative
smooth function with compact support, symmetric about coordinate axis
and g(0) > 0.

Given a configuration (σb, b ∈ B), we say that b is open if σb = 1 and closed
if σb = 0. Lattice sites (x, n) is said to be connected to (y,m) if there exists a
path consisting of open oriented bonds, which goes from (x, n) to (y,m). In
this case, we write (x, n)→ (y,m). We also say (x, n)→ (x, n). Let

C0 = {(x, n); (0, 0)→ (x, n)}.

Let θ(p) = P{|C0| = ∞} and χ(p) = E(|C0|). Similar to percolation, it is
well-known that for d ≥ 1, there exists 0 < pc < 1 such that θ(p) = 0 for
p < pc and θ(p) > 0 for p > pc. It is conjectured that for all d, there exist
constants γ, β such that

θ(p) ∼ (p− pc)β as p ↓ pc,

χ(p) ∼ (pc − p)−γ as p ↑ pc,

and γ = β = 1 for d ≥ 5; β, γ 6= 1 for 1 ≤ d ≤ 4.

Theorem 1.3. (Nguyen and Yang [31])

(a) For nearest-neighbor model, γ = β = 1 if d is sufficiently large.

(b) For spread-out model, d ≥ 5, we have γ = β = 1 if L is sufficiently large.

Note that it is generally believed that nearest-neighbor model and spread-
out model have the same β, γ and critical dimensions dc = 5. This is known
as both cases belong to the same universality class.

Another important problem one concerns is the limiting distribution of
percolation at critical point.

Let C(x, n) = P ((0, 0)→ (x, n)) and Cn =
∑
xC(x, n).

Theorem 1.4. (Nguyen and Yang [32])

(a) For nearest-neighbor model, there exists d0 ≥ 5 such that for all d ≥ d0,
0 < p ≤ pc, there exist constants A, D such that

(1) Cn = Aµn[1 +O( 1
nα

)], 0 < α < 1
4 ,

(2) 1
Cn

∑
xC(x, n)|x|2 = Dn[1 +O( 1

nα
)], 0 < α < 1

4 ,
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(3) 1
Cn

∑
x e

ik· x√
nC(x, n)→ e−

D
2d |k|

2
.

Moreover, µ ≤ 1, and µ = 1 if and only if p = pc.

(b) For spread-out model, d ≥ 5, the same hold if L is sufficiently large.

The methods used in the proofs of Theorem 1.1-1.4 are lace expansion
and its generalizations (double lace expansions [11]). Lace expansion was first
developed by Brydges and Spencer [7] for weakly self-avoiding random walks.
The idea of lace expansion can be traced back to the high temperature expan-
sion for grand canonical ensemble in classical statistical mechanics; see e.g.
[33]. There it is called Mayer’s expansion. The high temperature expansion
for Ising model and models for quantum field theory is called cluster expan-
sion; see e.g. [16]. It is the goal of this paper to explain the transitions of
ideas from Mayer’s expansion, cluster expansion to lace expansion.

This paper is organized as follows. In Section 2, we discuss Mayer’s ex-
pansion for grand canonical ensemble. Section 3 is about cluster expansion
for Ising model for both high and low temperatures. In Section 4, we discuss
lace expansion and the ideas of the proofs of Theorem 1.1. In Section 5, we
explain the idea of lace expansion for oriented percolation. In Section 6, we
give a brief summary of some of the developments involving lace expansion so
far.

2. Mayer’s Expansion

2.1. Mayer’s Expansion

The grand canonical ensemble of classical particles in Rd can be described
as follows. We consider random number of particles distributed in a bounded
measurable subset Λ of Rd. We denote them by (X1, · · · , XN), where N =
0, 1, 2, · · · is a random variable, Xi ∈ Λ. The sample space is

Ω =

( ∞⋃
n=1

Λ(n)

)⋃
{∂},

where ∂ represents a no particle state, and Λ(n) = Λ× · · · × Λ (n times). Let
µΛ be a probability measure on Ω such that µΛ|{∂} = 1

ZΛ
,

µΛ|Λ(n)(dx1 · · · dxn) =
zn

ZΛn!
e−βΣ1≤i<j≤nV (xi−xj)dx1dx2 · · · dxn.

Here V : Rd → R is a function such that V (−x) = V (x) and satisfies the
stability condition∑

1≤i<j≤n
V (xi − xj) ≥ −cn, for all xi ∈ Rd and all n ≥ 1.



Scaling Limits above Critical Dimensions 433

The parameter z is called activity, β = 1
T

, T is the temperature, and ZΛ is
the normalization constant. ZΛ is called the partition function and

ZΛ =
∞∑
n=0

zn

n!

∫
Λ
· · ·
∫

Λ
e−βΣ1≤i<j≤nV (xi−xj)dx1dx2 · · · dxn.

Examples of stable V other than V ≥ 0 can be found, e.g., in [35, §3.2].
Let |Λ| denote the Lebesque measure of Λ. For a > 0, let

∂aΛ = {y ∈ Λ; |y − x| ≤ a for some boundary point x of Λ}.

Definition. The free energy of the grand canonical ensemble is

P = − lim
Λ↗Rd

lnZΛ

|Λ|β
, in van Hove sense.

Here Λ↗ Rd in van Hove sense means that Λ↗ Rd and |∂aΛ|/|Λ| → 0 for all
a > 0.

One of the most important problems in statistical mechanics is the follow-
ing

Problem: Determine whether P is an analytic function of z and find the
radius of convergence.

To solve this problem, we will give an expansion formula for lnZΛ. To this
end, let

ψ[1, · · · , n] =
∏

1≤i<j≤n
e−βVij ,

where Vij = V (xi − xj). Then

ψ[1, · · · , n] =
∏

1≤i<j≤n
[(e−βVij − 1) + 1]

=
∑

G graph on {1,···,n}

∏
ij∈G

(e−βVij − 1), n ≥ 2,

where a subset of {(i, j); 1 ≤ i < j ≤ n} is called a graph on {1, 2, · · · , n}.
(i, j) ∈ G is called an edge of G. Given a graph G, i and j are said to be
connected, i ↔ j, if (i, j) ∈ G. For any 1 ≤ i < j ≤ n, given G, i and j are
also said to be connected if there exist i0, i1, · · · , im such that i = i0 ↔ i1 ↔
i2 ↔ · · · ↔ im = j. In this case, we also denote i ↔ j. Let S ⊆ {1, 2, · · · , n}.
The graphs on S, and their connectedness are defined analogously. We say
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that G is a connected graph on S if for every i, j ∈ S, i 6= j, we have i ↔ j
by G.

Definition. Let S ⊆ {1, · · · , n}. The connected part of ψ is defined by

ψc(S) = 1, if |S| = 1,

ψc(S) =
∑

Γ:connected
graph on S

∏
ij∈Γ

(e−βVij − 1), if |S| > 1.

Theorem 2.1. (Mayer’s Expansion) For all z inside the radius of con-
vergence of the expansion, we have

lnZΛ =
∞∑
n=1

zn

n!

∫
Λ
· · ·
∫

Λ
ψc(1, 2, . . . , n)dx1dx2 · · · dxn.

Proof.

ZΛ = 1 +
∞∑
n=1

zn

n!

∫
Λ
· · ·
∫

Λ

∑
G

∏
ij∈G

(e−βVij − 1)dx1 · · · dxn

= +
∞∑
n=1

zn

n!

∫
Λ
· · ·
∫

Λ

∞∑
l=1

∑
{S1,···,Sl}
partition

of {1,...,n}

ψc(S1) · · ·ψc(Sl)
n∏
i=1

dxi

= 1 +
∞∑
n=1

zn

n!

∫
· · ·
∫ ∞∑

l=1

1
l!

∑
(S1,···,Sl)

Si

⋂
Sj=∅⋃

i
Si={1,···,n}

ψc(S1) · · ·ψc(Sl)
n∏
i=1

dxi

= 1 +
∞∑
n=1

zn

n!

∞∑
l=1

1
l!

∑
n1,···,nl
n1≥1

n1+···+nl=n

n!
n1!n2! . . . nl!

l∏
i=1

K(ni),

where
K(ni) = K(|Si|) =

∫
Λ
· · ·
∫

Λ
ψc(Si)

∏
j∈Si

dxj.

Note that this integral depends only on the number of elements in Si and
therefore the above equals

1 +
∞∑
l=1

1
l!

∑
ni≥1

zn1+···+nl

n1! · · ·nl!

l∏
i=1

K(ni)

=
∞∑
l=0

1
l!

( ∞∑
n=1

zn

n!
K(n)

)l
= exp

( ∞∑
n=1

zn

n!
K(n)

)
.
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Definition. Let Γ ∈ C(1, · · · , n), the set of connected graphs on {1, 2, · · · , n}.
Γ is called a tree graph if Γ is minimally connected.

Let T (1, · · · , n) denote the set of all tree graphs on {1, 2, · · · , n}. Given
Γ ∈ C(1, · · · , n), we define a tree graph T (Γ) ⊆ Γ as follows: We order all the
edges by (i, j) < (i′, j′) if i < i′ or j < j′ whenever i = i′. We throw away
edges in Γ according to this order, as many as possible. As long as it is still
connected, then the result is a tree graph. We call it T (Γ). Given a tree graph
T , let e(T ) = {Γ;T (Γ) = T}. We claim:

(2.1) Γ1, Γ2 ∈ e(T )⇒ Γ1
⋃

Γ2 ∈ e(T ).

(2.2) There is a maximal element in e(T ), called m(T ).

(2.3) Let Γ be such that T ⊆ Γ ⊆ m(T )⇒ Γ ∈ e(T ).

It follows from (2.1), (2.2), (2.3) that the mapping

(2.4) A ⊆ m(T ) \ T ↔ A
⋃
T ∈ e(T ) is one-to-one.

(2.2) follows easily from (2.1) by taking unions of all elements in e(T ). We
leave (2.1), (2.3) for the reader to check.

Theorem 2.2. (Tree Graph Formula) For z inside the radius of conver-
gence of Mayer’s expansion of lnZΛ, we have

lnZΛ =
∞∑
n=1

zn

n!

∫
Λ
· · ·
∫

Λ
(dx1) · · · (dxn)

∑
T∈T (1,···,n)

∏
ij∈T

(e−βVij − 1)
∏

m(T )\T

(e−βVij ).

Proof. Since ∏
m(T )\T

e−βVij =
∏

m(T )\T

[(e−βVij − 1) + 1]

=
∑

A⊆m(T )\T

∏
ij∈A

(e−βVij − 1),

RHS=
∞∑
n=1

zn

n!

∫
Λ
· · ·
∫

Λ
dx1 · · · dxn

∑
T∈T (1,···,n)

∑
A∈m(T )\T

∏
ij∈T

⋃
A

(e−βVij − 1)

=
∞∑
n=1

zn

n!

∫
Λ
· · ·
∫

Λ
dx1 · · · dxn

∑
T

∑
Γ∈e(T )

∏
ij∈Γ

(e−βVij − 1)

=
∞∑
n=1

zn

n!

∫
Λ
· · ·
∫

Λ
dx1 · · · dxn

∑
Γ∈C(1,···,n)

∏
ij∈Γ

(e−βVij − 1)

= logZΛ, by Theorem 2.1.
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2.2. Convergence of Mayer’s Expansion

Corollary 2.3. (Penrose Tree Graph Bound [33]) If V ≥ 0 (repulsive
potential), then

|ψc(1, · · · , n)| ≤
∑

T∈T (1,···,n)

∏
ij∈T
|e−βVij − 1|.

Proof. It follows from the proof of Theorem 2.2 that

ψc(1, 2, . . . , n) =
∑

T∈T (1,2,...,n)

∏
ij∈T

(e−βVij − 1)
∏

m(T )\T

e−βVij ,

and therefore the inequality holds.

Remark. It is well-known (see e.g. Brydges [4]) that for stable potential,

|ψc(1, · · · , n)| ≤
∑

T∈T (1,···,n)

∏
ij∈T
|βVij|.

2.3. Convergence of Mayer’s Expansion

We shall discuss the convergence of Mayer’s expansion for repulsive po-
tential only as the case of stable potential can be treated similarly using the
above Remark.

By Penrose Tree Graph Bound, for V ≥ 0, logZΛ can be estimated by

∞∑
n=1

|z|n

n!

∑
T

∫
Λ
· · ·
∫

Λ
dx1 · · · dxn

∏
ij∈T
|e−βVij − 1|.(2.5)

If we integrate it starting from the variables corresponding to extremal points
of T , and by Cayley’s Theorem, the number of T is bounded by nn−2, we get
an upper bound for the above

∞∑
n=1

|z|n

n!
nn−2|Λ|αn−1(2.6)

with
α =

∫
Rd
|e−βV (x) − 1|dx.

So 1
|Λ| lnZΛ is absolutely convergent, uniformly in Λ, if

|z|e
∫
Rd
|e−βV (x) − 1|dx < 1.
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Since ψc(1, 2, . . . n) is a function of x1, x2, . . . , xn, we will also write ψc(x1,
x2, . . . , xn) for ψc(1, 2, . . . n).

Theorem 2.4. If eα|z| < 1, then

P = − 1
β

∞∑
n=1

zn

n!

∫
Rd
· · ·
∫
Rd
ψc(0, x2, · · · , xn)dx2 · · · dxn.

Proof. Since eα|z| < 1, (2.5) and (2-6) hold. Using upper bounds (2.5),
(2.6) and Theorem 2.1, to prove Theorem 2.4, by Dominated Convergence
Theorem, it is sufficient to prove

lim
Λ↗Rd

1
|Λ|

∫
Λ
· · ·
∫

Λ
ψc(x1, x2, · · · , xn)dx1 · · · dxn

=
∫
Rd
· · ·
∫
Rd
ψc(0, x2, · · · , xn)dx2 · · · dxn

(2.7)

for all n ≥ 2.

Note that in (2.5), when we integrate the variables corresponding to ex-
tremal points of T to get (2.6), we may always let x1 be the last variable to
be integrated. Therefore, for all n ≥ 2, fixed T ,∫

Rd
· · ·
∫
Rd
dx2 · · · dxn

∏
ij∈T
|e−βVij − 1| ≤ αn−1 <∞,(2.8)

for all x1 ∈ Rd. Using Penrose Tree Graph Bound and (2.8), we have for all
x1 ∈ Rd,

c=
∫
Rd
. . .

∫
Rd
|ψc(x1, x2, . . . , xn)|dx2 . . . dxn

=
∫
Rd
. . .

∫
Rd
|ψc(0, x2, . . . , xn)|dx2 . . . dxn ≤ αn−1 · nn−2 <∞.

(2.9)

By the Dominated Convergence Theorem, for all ε > 0, there exists r > 0
such that ∫

Rd
. . .

∫
|xi|≥r

. . .

∫
Rd
|ψc(0, x2, . . . , xn)|dx2 . . . dxn < ε(2.10)

for all i = 2, . . . , n.
By translational invarance and (2.10),∫

Rd
. . .

∫
|xi−x1|≥r

. . .

∫
Rd
|ψc(x1, x2, . . . xn)|dx2 . . . dxn < ε(2.11)
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for all i = 2, . . . , n. Now

| 1
|Λ|

∫
Λ
. . .

∫
Λ
ψc(x1, . . . , xn)dx1 . . . dxn

−
∫
Rd
. . .

∫
Rd
ψc(0, x2, . . . , xn)dx2 . . . dxn|

=
1
|Λ|
|
∫

Λ
. . .

∫
Λ
ψc(x1, . . . , xn)dx1 . . . dxn

−
∫
x1∈Λ

∫
Rd
. . .

∫
Rd
ψc(x1, x2, . . . , xn)dx1 . . . dxn|

≤
n∑
i=2

1
|Λ|

∫
x1∈Λ

∫
Rd
. . .

∫
xi∈Λc

. . .

∫
Rd
|ψc(x1, . . . , xn)|dx1 . . . dxn

=
n∑
i=2

1
|Λ|

[
∫
Rd
. . .

∫
Rd

1x1∈Λ,d(x1,∂Λ)>r1xi∈Λc |ψc(x1 . . . xn)|dx1 . . . dxn

+
∫
Rd
. . .

∫
Rd

1x1∈Λ,d(x1,∂Λ)≤r1xi∈Λc |ψc(x1 . . . xn)|dx1 . . . dxn],

by (2.9) and (2.11), which is bounded by

n∑
i=2

[
ε

|Λ|
|Λ|+ 1

|Λ|
|∂rΛ| · c

]

≤ (n− 1)ε, as Λ↗ Rd in van Hove sense. Since ε is arbitrary, (2.7) follows.

3. Expansions for Ising Model

3.1. High Temperature Expansion for Ising Model

In this section, we consider the cluster expansion method. This expansion
method is very useful for spin systems in statistical mechanics and quantum
field theory. We will use Ising model as an example to illustrate this method.

Let Zd be a d-dimensional lattice. Let σ = (σi, i ∈ Zd), σi = −1 or 1,
denote a configuration. The set of all configurations on Zd is denoted by χ.
Then χ = {−1, 1}Zd .

Let Λ be a finite subset of Zd, and χΛ = {−1, 1}Λ. Let ξ ∈ χ. The
Hamiltonian in Λ with 0 external field and boundary condition ξ is defined
by

Hξ
Λ(σ) = −

∑
〈i,j〉

σiσj(3.1)
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for σ ∈ χΛ, where 〈i, j〉 runs over all nearest-neighbor pairs such that either i
or j is in Λ. If i ∈ Λc, then σi is understood as ξi. The partition function in
Λ with temperature T = β−1 is

ZξΛ =
∫
χΛ

e−βH
ξ
Λ(σ)dµ0,Λ ,(3.2)

where
dµ0,Λ(σ) =

∏
i∈Λ

dµ0(σi) ,

and µ0(1) = µ0(−1) = 1
2 . We also consider the case of 0-boundary conditions

where ξi = 0 for all i. It is well-known (see e.g. [36]) that the pressure

p = lim
Λ↗Zv

1
|Λ|

lnZξΛ,(3.3)

exists as Λ ↗ Zv in van Hove sense and is independent of ξ. The high tem-
perature expansion gives the following

Theoremm 3.1. There exists β0 > 0 such that p is an analytic function
of complex-valued β in the region |β| < β0.

The proof of Theorem 3.1 will be proceeded in the following steps.

Step 1. Polymer Expansion.

By (2.2), with 0-boundary conditions,

ZΛ =
∫
χΛ

eβΣ〈i,j〉σiσjdµ0,Λ

=
∫
χΛ

∏
〈i,j〉

[
(eβσiσj − 1) + 1

]
dµ0,Λ

=
∑
X

∫
χΛ

∏
〈i,j〉∈X

(eβσiσj − 1)dµ0,Λ ,

(3.4)

where X runs over all subsets of bonds inside Λ. Let {γ1, γ2, · · · , γn} be the
connected components of X. Then (3.4) equals

∑
X

n∏
l=1

K(γl) ,(3.5)

where
K(γ) =

∫
χS(γ)

∏
〈i,j〉∈γ

(eβσiσj − 1)dµ0,S(γ)
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and S(γ) is the set of lattice sites i which belong to any end points of bonds
in γ. Since the set {γ1, γ2, · · · , γn} and X are in one-to-one correspondence,
(3.5) can be rewritten as

1 +
∞∑
n=1

∑
{γ1,γ2,···,γn}

n∏
l=1

K(γl),(3.6)

where γi’s are connected subsets of bonds in Λ and S(γi)∩ S(γj) = ∅, for any
i 6= j. If we order the elements in {γ1, γ2, · · · , γn}, by (3.6), then

ZΛ = 1 +
∞∑
n=1

1
n!

∑
γ1,γ2,···,γn

e−Σ1≤i<j≤nV (σi,σj)
n∏
i=1

K(γi),(3.7)

where
V (γi, γj) = 0 if S(γi) ∩ S(γj) = ∅

and
V (γi, γj) =∞ if S(γi) ∩ S(γj) 6= ∅.

Equation (3.7) is called the polymer expansion for ZΛ. If we call γ a “poly-
mer”, then the right-hand side of (3.7) is a grand canonical ensemble in Λ for
polymer gas with repulsive pair potential V (γi, γj) and activity measure K(γ).

Step 2. Mayer Expansion for Polymer Gas.

Let
ψ[1, 2, · · · , n] =

∏
1≤i<j≤n

e−Vij ,

where Vij = V (γi, γj). Let ψc(n) be the connected part of ψ as defined in
Section 2. By Mayer’s Expansion (Theorem 2.1),

1
|Λ|

lnZΛ =
1
|Λ|

∞∑
n=1

1
n!

∑
γ1,γ2,···,γn

ψc(n)K(γ1) · · ·K(γn),(3.8)

if the series is convergent. By Penrose Tree Graph Bound (Corollary 2.3),

|ψc(n)| ≤
∑

T∈T (1,···,n)

∏
ij∈T
|e−βVij − 1|

=
∑

T∈T (1,···,n)

∏
ij∈T

δij,
(3.9)

where
δij = 0 if S(γi) ∩ S(γj) = ∅,
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and
δij = 1 if S(γi) ∩ S(γj) 6= ∅.

Step 3. Convergence of |Λ|−1 lnZΛ.

Let T ∈ T (1, · · · , n) be the set of tree graphs on {1, 2, · · · , n}. Let d1, d2, · · · , dn
be the incident of T , i.e., di is te number of edges in T which meet node i. Let

Q(d) =
∑
γ:0∈γ

|K(γ)||γ|d−1,

where |γ| is the number of lattice sites in γ. By (3.8), (3.9) and starting
summing over γi where i is an extreme point of T , the series (3.8) is bounded
by

(3.10)
∞∑
n=1

1
n!

∑
d1,d2,···,dn

di≥1

∑
T∈T (1,···,n)

1incident T={d1,···,dn}Qd1+1Qd2 · · ·Qdn

≤
∞∑
n=1

1
n!

∑
d1,d2,···,dn

di≥1

(n− 2)!
d1! · · · dn!

Q(d1 + 1) · · ·Q(dn + 1)

(3.11) ≤
∞∑
n=1

[ ∞∑
d=1

1
d!
Q(d+ 1)

]n
,

where we have used Cayley’s Theorem which says that the number of tree
graphs T with incident {d1, d2, · · · , dn} is equal to (n−2)!

d1!···dn! . By (3.11), the
series (3.8) is uniformly convergent if

Q =
∞∑
d=1

1
d!
Q(d+ 1) < 1.(3.12)

Step 4. Estimate β0.

Q =
∞∑
d=1

1
d!
Q(d+ 1)

=
∞∑
d=1

1
d!

∑
γ30

|K(γ)‖γ|d

≤
∑
γ30

|K(γ)|e|γ|

=
∑
γ30

e|γ|
∫
χs(γ)

∏
〈i,j〉∈γ

|eβσiσi − 1|dµ0,s(γ).

If |x| ≤ 1, then there exists a constant c such that |ex − 1| ≤ c|x|. Now we
estimate the number of γ’s such that 0 ∈ γ and |γ| = n. We consider sites in γ
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as islands and bonds in γ as bridges. Starting from 0 ∈ γ, we can go through
all bridges and come back to 0 in a way that every bridge is gone through at
most twice. This is a solution of Königsberg Bridge Problem. Therefore, the
number of such γ’s is bounded by the number of paths of length 2m, where m
is the number of bridges in γ. Since m ≤ n, the number of such γ’s is bounded
by (2d)2n. Therefore, (3.13) is bounded by

∞∑
n=1

encn|β|n/2(2d)2n < 1,

if β < β0, where ecβ
1/2
0 (2d)2

1−ecβ1/2
0 (2d)2

= 1.

Step 5. Analyticity of p.

We shall use the following theorem from complex analysis.

Theorem 3.2. Let fΛ(β) =
∑∞
n=0 gΛ,n(β). Suppose

( i ) gΛ,n(β) is analytic in β, |β| < β0,

(ii) lim
Λ→∞

gΛ,n(β) = g∞,n(β) for each β, |β| < β0,

(iii) sup
Λ,|β|<β0

|gΛ,n(β)| ≤ Gn,

(iv)
∞∑
n=0

Gn <∞.

Then lim
Λ→∞

fΛ = f∞ exists, f∞ is analytic in β, |β| < β0, and

f∞(β) =
∞∑
n=0

g∞,n(β), |β| < β0.(3.14)

Proof of Theorem 3.2. The existence of f∞ and (3.14) follow from Lebesgue’s
Dominated Convergence Theorem. To show analyticity of f∞, let C be any
closed contour in the region |β| < β0, and

∫
C

f∞dz =
∞∑
n=0

∫
C

g∞,ndz =
∞∑
n=0

lim
Λ→∞

∫
C

gΛ,ndz = 0

by the Dominated Convergence Theorem and Cauchy’s Theorem. Hence f is
analytic in |β| < β0 by Morera’s Theorem.
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We apply Theorem 3.2 to (3.8). In the right-hand side of (3.8),

gΛ,n =
1
|Λ|

∑
γ1,γ2,···,γn

γi⊆Λ

ψc(n)K(γ1) · · ·K(γn)(3.15)

is analytic for all β, for all n , Λ. We claim that

lim
Λ↗Zv

gΛ,n =
∑

γ1,γ2,···,γn
◦(γ1)=0

ψc(n)K(γ1) · · ·K(γn) ≡ g∞,n,(3.16)

where ◦(γ1) is the first site in γ1 in lexicographical order.

To prove (3.16), note that by translational invariance,

g∞,n =
1
|Λ|

∑
x∈Λ

∑
γ1:◦(γ1)=x

∑
γ2

· · ·
∑
γn

ψc(n)K(γ1) · · ·K(γn).

We also have

gΛ,n =
1
|Λ|

∑
x∈Λ

∑
γ1:◦(γ1)=x∑

γ2

· · ·
∑
γn

( n∏
i=1

1γi⊆Λ

)
ψc(n)K(γ1) · · ·K(γn).

(3.17)

If |β| < β0, then there exists α > 0 such that eα|β| 12 < β
1
2
0 and therefore

Q′ =
∞∑
n=1

(eα)ncn|β|n2 (2d)2n <
∞∑
n=1

encnβ
n
2

0 (2d)2n = 1.(3.18)

Then we have∑
γ1:o(γ1)=0

∑
γ2

. . .
∑
γn

1γj 6⊆Λ |ψc(n)| |K(γ1)| |K(γn)|

=
∑

γ1:o(γ1)=0

∑
γ2

. . .
∑
γn

1γj 6⊆Λ |ψc(n)| e−αΣni=1|γi|
n∏
i=1

|K(γi)|eα|γi|

≤
∑

γ1:o(γ1)=0

∑
γ2

. . .
∑
γn

1γj 6⊆Λ

∑
T∈T (1,...,n)

∏
ij∈T

δij

n∏
i=1

|K(γi)|eα|γi|e−αΣni=1|γi|,

by (3.9). Note that in the above expansion, for each fixed T , γ1, γ2, . . . , γn are
connected through the relation T . Therefore

∑n
i=1 |γi| ≥ d(0, ∂Λ) if γj 6⊆ Λ for

some j = 1, 2, . . . , n. Thus the above is bounded by

e−αd(0,∂Λ)
∑

γ1:o(γ1)=0

∑
γ2

. . .
∑
γn

∑
T∈T (1,...,n)

∏
ij∈δij

n∏
i=1

|K(γi)|eα|γi|

≤ e−αd(0,∂Λ)
∞∑
n=1

(Q′)n <∞,
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using the same arguments as those in (3.10) and (3.11). By translational
invariance, we have obtained, for fixed x and 0 ∈ Λ,

∑
γ1:o(γ1)=x

∑
γ2

. . .
∑
γn

1γj 6⊆Λ+x |ψc(n)|
n∏
i=1

|K(γi)| ≤ e−αd(0,∂Λ) Q′

1−Q′
.(3.19)

It follows that for all ε > 0, there exists r > 0 such that

∑
γ1:o(γ1)=x

∑
γ2

. . .
∑
γn

1γj 6⊆Λ+x |ψc(n)|
n∏
i=1

|K(γi)| ≤ ε(3.20)

if d(0, ∂Λ) ≥ r.

Now by (3.17),

|g∞n − gΛ,n| ≤
n∑
j=1

1
|Λ|

∑
x∈Λ

∑
γ1:o(γ1)=x∑

γ2

. . .
∑
γn

1γj 6⊆Λ |ψc(n)| |K(γ1)| . . . |K(γn)|.
(3.21)

We split the above sum
∑
x∈Λ into two terms. The first term is

∑
x∈Λ,d(x,∂Λ)≤r

and the second term is
∑
x∈Λ,d(x,∂Λ)>r. Then the second term is bounded by

n∑
j=1

1
|Λ|

∑
x∈Λ

∑
γ1:o(γ1)=x∑

γ2

. . .
∑
γn

1γj 6⊆Λ′+x |ψc(n)| |k(γ1)| . . . |k(γn)|,
(3.22)

where Λ′ = {y ∈ Zν ; d(0, y) ≤ r}. By (3.20) and (3.22), the second term is
bounded by εn. Using (3.10), (3.11) and (3.12), the first term is bounded by

Q

1−Q
1
|Λ|
|∂rΛ| =

Q

1−Q
1
|Λ|

r |∂Λ|,

which goes to zero as Λ↗ Zν in van Hove sense.

The uniform bounds (iii) and (iv) in Theorem 3.2 follow from uniform

estimates in Step 3 and Step 4. Therefore, p =
∞∑
n=1

g∞,n is analytic if |β| < β0

with sufficiently small β0.

3.2. Low Temperature Expansion for Ising Model

We will continue to study the expansion method for Ising model in low
temperature region. We consider the Hamiltonian of nearest-neighbor Ising
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model given by (3.1) in Section 3.1. Using the same notations as those in
Section 3.1, we have

Theorem 3.3. There exists β1 > 0 such that the pressure p is an analytic
function of complex-valued β in the region |β| > β1.

Proof. Since the pressure does not depend on the boundary conditions, we
may take ξi = 1 for all i in (3.3) and get

p = lim
Λ↗Z∨

1
|Λ|

lnZ+
Λ ,(3.23)

where Z+
Λ is the partition in Λ with boundary conditions ξi = 1 for all i ∈ Z∨.

We may also consider Λ as a square centered at 0. We will follow similar ideas
in the expansion for high temperature case. However, the first step before
polymer expansion is to change the model into contour gas.

Step 1. Polymer expansion for contour gas.

Given a configuration σ ∈ {−1, 1}Λ with σx = 1 for all x 6∈ Λ, we draw
vertical and horizontal lines of unit length between adjacent sites which have
opposite signs given by σ. Let Γ(σ) be the set of all such vertical and horizontal
lines. Note that Γ(σ) is a polygonal curve which may have self-intersection. By
using north-east rounding the corner, the Γ(σ) is a union of disjoint contours,
where a contour is a non-self-intersecting polygonal curve; see Figure 1.
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Figure 1. An example of Γ(σ) where it is rounded at the self-intersection in the
north-east direction. The resulting Γ(σ) is non-self-intersecting.

Note that given a Γ, the configuration σ can be reconstructed with positive
boundary conditions. Therefore, Γ and σ are in one-to-one correspondence.
The Hamiltonian

H+
Λ (σ)= −

∑
〈x,y〉⊆Λ

βσxσy =
β

2

∑
〈x,y〉⊆Λ

(σx − σy)2 − βCΛ

= 2β|Γ| − βCΛ ,

(3.24)

where CΛ is the number of 〈x, y〉 ⊆ Λ and |Γ| denotes the length of Γ. Then

Z+
Λ =

∑
Γ⊆Λ

e−2β|Γ| · ecΛβ.(3.25)

Let {γ1, γ2, · · · , γn} be the connected components of Γ. γi’s are called
contours. Then

e−cΛβZ+
Λ =

∞∑
n=0

∑
{γ1,γ2,···,γn}

e−2βΣni=1|γi|,(3.26)

where
γi ∩ γj = ∅ for all i 6= j.

If we order the elements in {γ1, γ2, · · · , γn}, then

e−cΛβZ+
Λ =

∞∑
n=0

1
n!

∑
γ1,γ2,···,γn

e
−

∑
1≤i<j≤n

V (γi,γj) n∏
i=1

e−2β|γi|,(3.27)

where
V (γi, γj) =∞ if γi ∩ γj 6= ∅.
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and
V (γi, γj) = 0 if γi ∩ γj = ∅.

Equation (3.27) turns the model into a grand canonical ensemble of polymer
gas (γ’s are polymers now, compared to high temperature case).

It is easy to see that ln ecΛβ

|Λ| → dβ. Therefore, it is sufficient to consider
the expansion for the logarithm of the right-hand side of (3.27). The rest of
expansions, Mayer expansion and its criterion for convergence are the same
as in the high temperature case. Using the same argument as in the proof of
Theorem 3.1, to prove Theorem 3.3, it is sufficient to show

Q =
∞∑
d=1

1
d!
Q(d+ 1) < 1,(3.28)

where
Q(d) =

∑
γ30

|γ|d−1
e−2β|γ|.

Since the number of γ’s such that |γ| = n is bounded by (2d)n, we have

Q ≤
∑
γ30

e|γ|e−2β|γ| ≤
∑
n=1

ene−2βn(2d)n < 1

if β is sufficiently large.

4. Lace Expansion

In this section, we consider self-avoiding random walks on Zd as defined
in Section 1.2. Following the notations in Section 1.2, we let C(x, n) =
E(1x(Xn)ψ[0, n]), and Ĉ(k, n) =

∑
xC(x, n)eik·x. Then we are interested in

limn→∞ Ĉ( k√
n
, n)
/
Ĉ(0, n). Consider the Fourier-Laplace transform

Ĉ(k, z) =
∞∑
n=0

znĈ(k, n)

with radius of convergence r(k). We put r = r(0). Note that 1 ≤ r(k) ≤ r.
Define the perturbation term π(k, z) by

Ĉ(k, z) =
1

1−D(k)z − π(k, z)
, |z| < r(k),(4.1)

where D(k) = 1
d

∑d
i=1 cos ki. We also put

C(x, z) =
∞∑
n=0

znC(x, n).
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If we have a good control of π(k, z), then we can compute Ĉ(k, n) by
Cauchy contour integral and then obtain the limit. The goal of lace expansion
is to give an expansion foumula for π(k, z).

4.1. Lace Expansion (β =∞, nearest-neighbor case only)

We will consider nearest-neighbor case with β = ∞ only, since the other
cases can be treated similarly. Then

ψ[0, n] =
∏

0≤i<j≤n
(1− δij), where δij = δ(Xi −Xj).

Expand the product, we get

ψ[0, n] =
∑

G:graph on [0,n]

∏
ij∈G

(−δij), n ≥ 1.(4.2)

Here a graph G on [0, n] is a graph with vertices {0, 1, 2, . . . , n} and edges
where each edge connects two distinct vertices. It is convenient to arrange the
vertices in linear order, so a typical graph looks like

Definition. A graph G on [0, n] is said to be connected if 0 and n are
connected to some vertices and each vertex other than 0 or n is strictly un-
derneath an edge.

For example, G1 is connected and G2 is disconnected.

Definition. The connected part ψc of ψ is defined by

ψC [0, n] = 0, n = 1,

ψC [0, n] =
∑

Γ:connected
graph on [0,n]

∏
ij∈Γ

(−δij), n > 1.(4.3)
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Theorem 4.1. (Connected Formula for π(k, z))

π(k, z) =
∞∑
n=1

znE(eik·Xnψc[0, n]),(4.4)

for all k and for all z inside both of the radii of convergence of Ĉ(k, z) and
the above series.

Proof of Theorem 4.1. By definition of C(k, z) and (4.2),

Ĉ(k, z) = 1 +
∞∑
n=1

zn
∑

G: graph on [0,n]

E[eikXn
∏
ij∈G

(−δij)].

Let a < b be nonnegative integers. For an interval I = [a, b], let

ψ̃C [a, b] = 1 if b− a = 1,

= ψc[a, b] if b− a > 1.

Note that δi,i+1 = 0 for all i. Then we have

Ĉ(k, z) = 1 +
∞∑
n=1

zn
∞∑
l=1

∑
I1,I2,...,Il

E[eikXn
l∏

j=1

ψ̃c(Ij)],

where I1 ∪ I2 ∪ . . . ∪ Il = [0, n] with nonoverlapping interiors, and Ii is to the
left of Ii+1 for all i = 1, . . . , l − 1.

Let XI = Xb −Xa if I = [a, b]. Write

Xn =
l∑

j=1

XIj , n =
l∑

j=1

| Ij |,

and note that eikXIj ψ̃c(Ij), j = 1, 2, . . . , l, are independent. We have

Ĉ(k, z) = 1 +
∞∑
l=1

∑
I1,I2,...,Il

l∏
j=1

z|Ij |E(eikXIj ψ̃c(Ij)).

Since
z|I|E(eikXI ψ̃c(I)) = z|I|E(eikX|I|ψ̃c[0, |I|]),

we have

Ĉ(k, z)= 1 +
∞∑
l=1

∑
n1,n2,...,nl

ni≥1

l∏
j=1

znjE(eikXnj ψ̃c[0, nj])

= 1 +
∞∑
l=1

( ∞∑
n=1

znE(eikXnψ̃c[0, n])
)l

=
1

1−
∑∞
n=1 z

nE(eikXnψ̃c[0, n])
.
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Now the theorem follows from
∞∑
n=1

znE(eikXnψ̃c[0, n])= zE(eikX1ψ̃c[0, 1]) + π(k, z)

= zD(k) + π(k, z).

A minimally connected graph is called a lace graph. Given a connected
graph Γ on [0, n], we define a lace graph L(Γ) whose vertices are {0, 1, 2, . . . , n}
and edges are chosen from Γ as follows: Choose edges t1s1, t2s2, t3s3, . . . , tlsl,
where

t1 = 0, s1 = max{i : 0i ∈ Γ}
s2 = max{i : ji ∈ Γ for some j and (j, i) ∩ (t1, s1) 6= ∅},
t2 = min{j : js2 ∈ Γ},
s3 = max{i : ji ∈ Γ for some j and (j, i) ∩ (t2, s2) 6= ∅},
t3 = min{j : js3 ∈ Γ}, . . . , and so forth.

Given a lace graph L on [0, n], let e(L) = {Γ;L(Γ) = L}. Note that the
relationship between a connected graph Γ and a lace graph is the same as that
between a connected graph and a tree graph in Mayer’s expansion. The fact
is that there exists a maximal element in e(L), called m(L). Let o(L) be
the number of edges in L. Then using exactly the same argument as that in
Mayer’s expansion, we have

Theorem 4.2. (Lace Expansion for π) Inside the radius of convergence,

(4.5) π(k, z) =
∞∑
l=1

π(l)(k, z),

(4.6) π(l)(k, z) =
∞∑
n=1

znE

eik·Xn
∑

L: lace on [0,n]
o(L)=l

∏
ij∈L

(−δij)
∏

ij∈m(L)\L

(1− δij)

 .
4.2. Convergence of Lace Expansion

We put

g(x, y) =
∞∑
n=0

pn(x, y),

g1(x, y) =
∞∑
n=1

pn(x, y),

where pn(x, y) = P (Xn = y | X0 = x) is the transition probability of random
walk (Xn).
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To explain the basic idea on the convergence of π(k, z), we first consider
the case |z| = 1. By definition,

π(1)(k, z) =
∞∑
n=1

znE
(
eikXn(−δ0n)

)
,(4.7)

which can be estimated by
∞∑
n=1

E(δ0n) =
∞∑
n=1

pn(0, 0) ≡ g1(0, 0).

If we drop 1− δij in π(2), then

|π(2)(k, z)|≤
∞∑
n=1

|z|n
∑

0<s<t<n

E
(
|eikXn |δ(X0 −Xt)δ(Xs −Xn)

)
=

∑
0<s<t<n

∑
x

ps(0, x)pt−s(x, 0)pn−t(0, x)

=
∑
x

g1(0, x)g1(x, 0)g1(0, x)

=0 .

The last expression is a Feynman diagram, where each edge corresponds to
a Green function g1. In general, πl(k, z) can be estimated by a Feynman
diagram:

The slashed edge corresponds to Green function g and the unslashed cor-
responds to g1. This diagram has l vertices and 2l − 1 edges. By Young and
Hölder inequalities, this diagram is bounded by ‖g1‖l−2

2 ‖g1‖l‖g1‖∞. It is well-
known that ‖g1‖2 = O( 1

d
), so π(k, z) is convergent in |z| ≤ 1 if d is sufficiently

large. To obtain convergence for d = 5, we need detailed estimate on ‖g1‖2 and
we also need factors (1− δij) in π(l). This has been done in [21] by assistance
of computer estimation.

The derivative ∂ukµπ(k, z) can be estimated in a similar way. We can bound
the result by introducing a factor |Xµ|u. Similarly, a z-derivative ∂zπ(k, z) gives
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a factor n. For example,

|∂2
k1
π(2)(k, z)| ≤

∑
0<s<t<n

∑
x

|x1|2ps(0, x)pt−s(x, 0)pn−t(0, x)

=
∑
x

|x1|2g1(0, x)g1(x, 0)g1(0, x)

≤
∥∥∥|x1|2g1(x)

∥∥∥
∞

∥∥∥g1

∥∥∥2

2
,

|∂zπ(2)(k, z)|≤
∑

0<s<t<n

n
∑
x

ps(0, x)pt−s(x, 0)pn−t(0, x)

=
∑
x

∑
0<s<t<n

[
(n− t) + (t− s) + s

]
ps(0, x)pt−s(x, 0)pn−t(0, x)

≤ 3
∥∥∥ ∞∑
n=1

npn(0, x)
∥∥∥
∞

∥∥∥g1(0, x)
∥∥∥2

2
.

If we also include the factors (1 − δij) inside each subwalk, we have the
following

Lemma 4.3. Suppose that in each term of (4.5), the factors |xµ|u or n
is included in (4.6). The series for ∂ukµπ(k, z) and ∂zπ(k, z) are absolutely
convergent if ∥∥∥|xµ|uc(x, |z|)∥∥∥

∞
<∞ ,

∥∥∥ ∞∑
n=1

nc(x, n)|z|n
∥∥∥
∞
<∞

and ∥∥∥c(x, |z|)∥∥∥2

2

∥∥∥c(1)(x, |z|)
∥∥∥2

2
< 1,

where

c(1)(x, z) =
∞∑
n=1

c(x, n)zn.

The main results in [21] are the following Lemmas.

Lemma 4.4.

(a) Let d ≥ 5. There are constants c1, c2 such that for any z with |z| ≤ r(0),∥∥∥|x|2C(x, z)
∥∥∥
∞
≤ c1,∥∥∥C(1)(x, z)

∥∥∥2

2
≤ c2

with c2(1 + c2) < 1.
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(b) Let d ≥ 5 and u ∈ {0, 1, 2}. The quantities |∂zπ(k, z)| and |∂ukµπ(k, z)|
are finite and bounded uniformly in k ∈ [−π, π]d and |z| ≤ r. In fact, the
series representations of these quantities are bounded absolutely (absolute
values inside sums over x, n) and uniformly.

It follows from Lemma 4.3(b) and the Dominated Convergence Theorem
that ∂zπ(k, z) and ∂ukµπ(k, z) (u = 0, 1, 2) are continuous on the closed disk
|z| ≤ r. In particular, since [1− z − π(0, z)]−1 diverges at r, we have

1− r − π(0, r) = 0.(4.8)

Lemma 4.5. Let d ≥ 5. For z = reiθ with θ 6= 0, we have

1− z − π(0, z) 6= 0.(4.9)

Lemma 4.6.Let d ≥ 5. There are positive constants c3, c4, ε1 such that
for any p ∈ [r − ε1, r],

1 + ∂zπ(0, p) ≥ c3 > 0,(4.10)

p−∇2
kπ(0, p) ≥ c4 > 0.(4.11)

Also, there is a positive constant c5 such that for any p ∈ [0, r],

π(0, p)− π(k, p) ≥ −c5[1−D(k)],(4.12)

with r − c5 > 0. In particular,

1− rD(k)− π(k, r) ≥ 0.(4.13)

4.3. Fractional Derivatives

To prove Theorem 1.1, we will need fractional derivatives and a Tauberian
theorem [21].

For a power series f(z) =
∑∞
n=0 anz

n with radius of convergence R, we
define the fractional derivative

δεzf(z) =
∞∑
n=0

nεanz
n, ε ≥ 0.(4.14)

δ−αz f(z) =
∞∑
n=1

n−αanz
n, α > 0.(4.15)
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The fractional derivatives are finite at least strictly inside the circle of conver-
gence of f .

The following lemma is useful for estimating fractional derivatives.

Lemma 4.7. Let f(z) =
∑∞
n=0 anz

n with radius of convergence R. Then
for all |z| < R,

δ−αz f(z) = cα

∫ ∞
0

[f(ze−λ
1
α )− f(0)]dλ, α > 0,(4.16)

δεzf(z) = c1−εz

∫ ∞
0

f
′
(ze−λ

1
1−ε )e−λ

1
1−ε
dλ, 0 < ε < 1,(4.17)

where cα = [αΓ(α)]−1. The identities (4.16) and (4.17) also hold for z = R if
an ≥ 0.

The following lemma is analogous to the error estimate in Taylor’s theorem.
In applications of the lemma, R will be the radius of convergence of f .

Lemma 4.8. Let 0 < ε < 1 and f(z) =
∑∞
n=0 anz

n. Let R > 0.

( i ) Suppose Aε =
∑∞
n=0 n

ε|an|Rn−ε <∞, so in particular f(z) converges for
|z| ≤ R. Then for any z with |z| ≤ R,

|f(z)− f(R)| ≤ 21−εAε|R− z|ε.(4.18)

(ii) Suppose that Bε =
∑∞
n=1 n

1+ε|an|Rn−1−ε < ∞, so in particular f ′(z) =∑∞
n=0 nanz

n−1 converges for |z| ≤ R. Then for any |z| ≤ R,

|f(z)− f(R)− f
′
(R)(z −R)| ≤ 21−ε

1 + ε
Bε|R− z|1+ε.(4.19)

Lemma 4.9. Let f(z) =
∑∞
n=0 anz

n have radius of convergence greater
than or equal to R > 0.

( i ) Suppose that for |z| < R, |f(z)| ≤ const · |R− z|−b, for some b ≥ 1. Then
|an| ≤ O(R−nnα) for any α > b− 1.

(ii) If for some b ≥ 1, a bound on the derivative of the form |f ′(z)| ≤ const ·
|R − z|−b holds for every |z| < R, then |an| ≤ O(R−nn−α) for any α <
2− b.
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The following lemma is a kind of Tauberian theorems.

Lemma 4.10. Let

f(z) =
1

R− z − ϕ(z)
=
∞∑
n=0

bnz
n,

where ϕ(z) =
∑∞
n=0 anz

n. Suppose that for some ε ∈ (0, 1),
∑∞
n=0 n

1+ε|an|Rn <
∞, so in particular ϕ(z) and ϕ′(z) are both finite for |z| = R. Assume in
addition that ϕ′(R) 6= −1. Suppose that ϕ(R) = 0 but that R − z − ϕ(z) 6= 0
for |z| ≤ R, z 6= R. Then

f(z) =
1

1 + ϕ′(R)
1

R− z
+O(|R− z|ε−1)(4.20)

uniformly in |z| ≤ R, and

bn = R−n−1
[ 1
1 + ϕ′(R)

+O(n−α)
]
, as n→∞,(4.21)

for every α < ε.

4.4. Fractional Derivatives of π(k, z) and ĉ(k, z)

By Lemma 4.10, to prove Theorem 1.1 (a), it is sufficient to show that
∂1+ε
z π(0, z) converges at z = r, for d ≥ 5. The main results on the fractional

derivatives of π(k, z) and ĉ(k, z) are the following theorem. Let i(d) = (d−4)/2
if d is even and i(d) = (d− 3)/2 if d is odd.

Theorem 4.11. [21] Let d ≥ 5. There are positive (dimension-dependent)
constants K1(ε), K2(ε), K3(ε) such that for any p ∈ (0, r],

(4.22) ‖δεp∂i(d)
p c(x, p)‖∞ ≤ K1(ε), if ε ∈

(
0,
d− 2

2
− i(d)

)
,

(4.23) ‖δεpc(x, p)‖2 ≤ K2(ε), if ε ∈
(

0,
1
4

)
,

(4.24) ‖|x|2δεpc(x, p)‖∞ ≤ K3(ε), f ε ∈
(

0,
1
2

)
.

The idea of the proof is to apply Lemma 4.7 to convert the fractional
derivaties to derivatives. See [21] for details.
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Corollary 4.12. Let d ≥ 5. There is a finite positive constant K4(ε) such
that for any k ∈ [−π, π]d and |z| ≤ r,

|δεz∂zπ(k, z)|, |δεz∂ukµπ(k, z)| ≤ K4(ε),

for u = 0, 1, 2, where the first bound holds for any positive ε < 1
2 and the

second for any positive ε < 1
4 . The series representation of the left-hand sides

are bounded by K4(ε).

Corollary 4.13. Let d ≥ 5. There is a constant c > 0 such that for any
z with |z| ≤ r,

F (0, z) ≥ c|r − z|,

where F (k, z) = 1− zD(k)− π(k, z).

4.5. Proof of Theorem 1.1

We will explain the proofs of (a), (b) only and refer the proof of (c) to [21].

Proof of Theorem 1.1 (a).

By definition,

cn = (2d)n
∑
x

c(x, n) = (2d)nĉ(0, n).

Let χ(z) =
∑∞
n=0 cnz

n. Then

χ(z) = ĉ(0, 2dz) =
1

1− 2dz − π(0, 2dz)
.

By (4.8), 1− r − π(0, r) = 0 and

χ(z) =
1
2d

[ 1
( r

2d − z)− ϕ(z)

]
,(4.25)

where ϕ(z) = 1
2d [π(0, 2dz)− π(0, r)].

By Corollary 4.12, for any ε < 1
2 ,

∞∑
n=1

n1+ε|πn|zn <∞,

where πn is the coefficient of zn in the power series representation of π(0, z).
Moreover, by (4.10),
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ϕ′
( r

2d

)
=

∂

∂z
π(0, r) 6= −1.(4.26)

By (4.9), the only zero of r
2d − z − ϕ(z) = (1 − 2dz − π(0, 2dz))/(2d) for

|z| ≤ r/(2d) is z = r/(2d). By (4.21),

cn=
1
2d

( r
2d

)−n−1[ 1
1 + ∂

∂z
π(0, r)

+O(n−α)
]

= Aµn[1 +O(n−α)]
(4.27)

for all 0 < α < ε < 1/2, where

µ =
2d
r
,

A =
1
r

1
1 + ∂

∂z
π(0, r)

.

(4.28)

Since ε < 1/2 is arbitrary, (4.27) gives the desired result.

Proof of Theorem 1.1 (b).

By definition,

Ẽ(|Xn|2) =
−∇2

kĉ(0, n)
ĉ(0, n)

.(4.29)

Since ĉ(0, n) = cn/(2d)n, the asymptotic behavior of the denominator is ob-
tained in (4.27). Since ĉ(0, n) is the coefficient of zn in ĉ(k, z),

−∇2
kĉ(0, n)= − 1

2πi

∮ ∇2
kĉ(0, z)
zn+1

dz

=
1

2πi

∮ ∇2
kF (0, z)
F (0, z)2

dz

zn+1
,

(4.30)

where F (k, z) = 1 − zD(k) − π(k, z), and the integrals are over a contour
around a small circle centered at the origin. Define the error term E(z) by

∇2
kF (0, z)
F (0, z)2

=
∇2
kF (0, r)

[∂zF (0, r)]2(r − z)2
+E(z).(4.31)

Substituting (4.31) into (4.30), we get

−∇2
kĉ(0, n) =

∇2
kF (0, r)

[∂zF (0, r)]2
(n+ 1)

1
rn+2

+
1

2πi

∮
E(z)
zn+1

dz.(4.32)
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By Lemma 4.9 (i), if for every ε < 1/4, |E(z)| ≤ const · |r − z|−2+ε for all
|z| ≤ r, then the second term on the right-hand side of (4.32) is O(r−nnα) for
every α > 3/4. Therefore, to obtain the desired result, it is sufficient to show

|E(z)| ≤ const · |r − z|−2+ε(4.33)

for every ε < 1/4.

By the definition of E(z), we have

E(z) = T1 + T2,(4.34)

where

T1 = [∂zF (0, r)]−2∇2
kF (0, z)−∇2

kF (0, r)
(r − z)2

,(4.35)

T2 =
−∇2

kF (0, z)
{
F (0, z)2 − [∂zF (0, r)]2(r − z)2

}
[∂zF (0, r)]2F (0, z)2(r − z)2

.(4.36)

For a fixed ε < 1/4, by Corollary 4.12 and (4.18),

|T1| ≤ O(|r − z|ε−2).(4.37)

By Lemma 4.13,

|T2| ≤ const · |r − z|−4|F (0, z) + ∂zF (0, r)(r − z)|
|F (0, z)− ∂zF (0, r)(r − z)|.(4.38)

By Corollary 4.12, |δεz∂zF (k, z)| is absolutely convergent uniformly in k, |z| ≤
r. By (4.19),

|F (0, z)− ∂zF (0, r)(z − r)| ≤ B|r − z|1+ε(4.39)

for all |z| ≤ r.

Since F (0, r) = 0, the middle factor of (4.38),

F (0, z) + ∂zF (0, r)(r − z) = F (0, z)− F (0, r) + ∂zF (0, r)(r − z),

is O(|r − z|) because ∂zF (0, r) exists. Therefore, |T2| ≤ O(|r − z|ε−2). This
proves (4.33).

5. Limiting Distribution of Critical Oriented

Percolation Above Critical Dimensions
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5.1. Motivation of Expansion

Following the definitions and the notations introduced in Section 1.5, we
first explain the motivation for the expansion.

The triangle condition for oriented percolation is the following

Theorem 5.1. (Barsky and Aizenman [3])
Let ∇p =

∑
(x,n)(y,m)C(x, n)C(y − x,m − n)C(y,m). If ∇pc < ∞, then β =

γ = 1.

Let

Ĉ(k, z) =
∞∑
n=0

zn
∑
x∈Zd

eik·xC(x, n)

with radius of convergence r(k). Let

Ĉ(k, n) =
∑
x∈Zd

eik·xC(x, n).

Define π(k, z) by the formula

Ĉ(k, z) =
1 + π(k, z)

1− 2dzpD(k)− 2dzpD(k)π(k, z)
,(5.1)

where D(k) = (
∑d
i=1 cos ki)/d. The idea in the proof of Theorem 1.3 is to

show that Ĉ(k, z) has “infrared bound”: There exists a universal constant Q
such that

|Ĉ(k, eit)| ≤ Q

|k|2 + |t|
(5.2)

for all k ∈ [−π, π]d and t ∈ [−π, π] and for all 0 < p < pc. Let c̃(x, n) =
c(x,−n). Then ˆ̃c(k, eit) = ĉ(k, e−it) and

∇pc = lim
p↑pc

(C ∗ C ∗ C̃)(0, 0)

≤ lim
p↑pc

const ·
∫ ∫
|Ĉ(k, eit)|2|ĉ(k, e−it)|dkdt

≤ lim
p↑pc

const ·
∫ ∫ ( 1

|k|2 + |t|

)3
dtdk <∞, if d ≥ 5.

Therefore Theorem 1.3 follows from Theorem 5.1 and the infrared bound. We
can obtain infrared bound if we can show that π and its derivatives are small.
Therefore a convergent expansion for π will be very useful. By a similar idea
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as that in self-avoiding random walk discussed in Sections 4, a good control
of π can also give Theorem 1.4.

5.2. Expansion for π

Given a configuration σ, b is called a pivotal bond for (0, 0) → (x, n) if
(0, 0)→ (x, n) when σb is replaced by 1 and (0, 0) 6→ (x, n) when σb is replaced
by 0. Suppose σ ∈ {(0, 0) → (x, n)}. Then we can find out all pivotal bonds
b1, b2, . . . , bm, and put them in order b1 < b2 < . . . < bm, which means bi is
below bi+1. So

Ĉ(k, z)=
∞∑
n=0

zn
∑
x∈Zd

eik·xP ((0, 0)→ (x, n))

=
∞∑
n=0

zn
∑
x∈Zd

eik·x
∞∑
m=0

∑
b1<b2<...<bm

P ((0, 0)→ (x, n) and b′is are exactly pivotal bonds)

=
∞∑
n=0

zn
∑
x∈Zd

eik·x
∞∑
m=0

∑
b1<b2<...bm

E


m∏
i=0

1Bi
m∏
i=1

1bi open

∏
0≤i<j≤n

(1− δij)

 .

(5.3)

Here B0 is the event that (0, 0) and the bottom of b1 are doubly connected,
Bm is the event that the top of bm and (x, n) are doubly connected and

Bi is the event that the top of bi is doubly connected to the bottom of
bi+1, for i = 1, . . . ,m − 1. δij = 1 if the top of bi is connect to the bottom of
bj without using any bi+1, . . . bj, and δij = 0 otherwise. Two lattice sites are
said to be doubly connected if there exist two paths consisting of open bounds
which connect the lattice sites and the two paths share no common bonds.
The same lattice site is also said to be doubly connected to itself. Like what
we have in Section 4, let

ψ[0, n] =
∏

0≤i<j≤n
(1− δij).

Then

(5.4) ψ[0, n] =
∑

G:graph on [0,n]

∏
ij∈G

(−δij).

Let
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(5.5) ψc[0, n] =
∑

Γ:connected graph on [o,n]

∏
ij∈Γ

(−δij), n ≥ 1,

(5.6) ψc[0, 0] = 1.

Here the definition of a connected graph is slightly different from the one used
in Section 4.1. In the present case, a graph Γ on [0, n] is said to be connected
if ∪ij∈Γ[i, j] = [0, n].

Theorem 5.2. (Connected Formula for π(k, z))

π(k, z) =
∞∑
n=0

zn
∑
x∈Zd

eik·x

∞∑
m=0

∑
b1<b2<...<bm

E

{
m∏
i=0

1Bi
m∏
i=1

1bi open ψc[0,m]

}(5.7)

for all |z| < r(k) and inside the radius of convergence of the above series.

A minimally connected graph is called a lace graph. The number of edges
in a lace graph L is called the order of L and denoted by o(L). Using a similar
argument as that in Section 4, given a connected graph Γ, we can define a lace
graph L(Γ). Let m(L) be the maximal connected graph Γ such that L(Γ) = L.
Then we have

Theorem 5.3. (Lace Expansion for π(k, z))

(5.8) π(k, z) =
∞∑
l=0

π(l)(k, z),

(5.9) π(0)(k, z) =
∞∑
n=0

zn
∑
x∈Zd

eik·x

P{(0, 0) and (x, n) are doubly connected},

(5.10) π(l)(k, z) =
∞∑
n=0

zn
∑
x∈Zd

eik·x
∞∑
m=1

∑
b1<b2<...<bm

E


n∏
i=0

1Bi
m∏
i=1

1bi open
∑

L:laceon[0,n]
o(L)=l

∏
ij∈L

(−δij)
∏

ij∈m(L)\L

(1− δij)

 , l ≥ 1.

5.3. Convergence of π(k, z)
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If |z| ≤ 1, then |π(0)(k, z)| ≤
∑∞
n=0

∑
x∈Zd C

2(x, n) by v.d. Berg-Kesten
inequality; see e.g. [19]. If p = 1/(2d), then C(x, n) ≤ pn(0, x), where
pn(0, x) is the transition function for simple random walk. So |π(0)(k, z)| ≤∑∞
n=0 p2n(0, 0), by Markov property. Therefore |π(0)(k, z)| ≤ g1(0, 0), the

Green function defined in Section 4.

By a more complicated argument (see [31, 32] for details),

|π(l)(k, z)| ≤
∑
x

∞∑
n=0

(0,0) (x,n);

here the right-hand side is a Feynman diagram, where each edge represents
a connectivity function. Again for p = 1/(2d), the connectivity function can
be estimated by transition function of simple random walk. Then one can
prove that |π(k, z)| ≤ O(1/d) for |z| ≤ 1, p = 1/(2d). The technique for
extension of estimate to |z| ≤ γ(0) and 0 < p < pc is similar to the one used
in self-avoiding random walks in high dimensions. Complete arguments are in
Nguyen and Yang [31, 32].

6. Integrated super-Brownian Excursions (ISE),

Lattice Trees and Percolation.

In this section, we give the definition of ISE and a brief summary of the
recent developments of scaling limits of lattice trees, percolation and oriented
percolation above their upper critical dimensions. A survey in this topic can
be found in [39].

6.1. Probability Measures on M1(Rd)

Let Rd be the d-dimensional Euclidean space and Ṙd its one-point com-
pactification. Let M1(Rd) and M1(Ṙd) be the set of all probability measures
on Rd and Ṙd, respectively. M1(Rd) and M1(Ṙd) are topological spaces with
weak topologies. Under the weak topology, for νn, ν ∈M1(Rd), νn → ν if and
only if νn(f) → ν for all bounded continuous functions f on Rd. The same
statement holds for Rd replaced by Ṙd.

With the weak topology, M1(Ṙd) is a compact metric space and M1(Rd)
can be regarded as an embedded subspace in M1(Ṙd).

Let F and Ḟ be the Borel σ-algebra of M1(Rd) and M1(Ṙd), respectively.
It can be easily seen that M1(Rd) ∈ Ḟ .
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Let µ be a probability measure defined on (M1(Ṙd), Ḟ). For l = 1, 2, . . .,
the lth moment measure of µ is defined by a probability measure M l

µ on (Ṙd)l

such that

M l
µ(f) =

∫
M1(Ṙd)

νl(f)dµ(ν)(6.1)

for all bounded continuous functions f on (Ṙd)l, where νl = ν × ν × . . .× ν is
the product measure of ν of l times on (Ṙd)l.

Note that for every bounded continuous function f on (Ṙd)l, νl(f) is a
continuous function on ν ∈M(Ṙd), and therefore (6.1) makes sense. It follows
from Riesz-Markov Theorem that M l

µ exists.

By Stone-Weierstrass Theorem and Compactness of M1(Ṙd), we have

Proposition 6.1.

(a) Let µ1, µ2 be probability measures on (M1(Ṙd), Ḟ). Suppose M l
µ1

= M l
µ2

for all l = 1, 2, . . . , then µ1 = µ2.

(b) Let µn be probability measure on M1(Ṙd). If M l
µn

converges, as n→∞,
for all l = 1, 2, . . . , then there exists a probability measure µ on M1(Ṙd)
such that µn → µ, as n→∞.

6.2. Definition of Integrated super-Brownian Excursion (ISE)

Let

pt(x) =
1

(2πt)d/2
e−x

2/2t, x ∈ Rd, t > 0.(6.2)

The function pt(x) is known as the transition function for Brownian motion
in Rd. Let

a2(x, t) = te−
t2
2 pt(x)(6.3)

and

A2(x) =
∫ ∞

0
a(2)(x, t)dt =

∫ ∞
0

te−
t2
2 pt(x)dx.(6.4)

To define Al for l ≥ 3, we need the notion of shapes, which is defined
as follows. An m-skeleton is a tree having m unlabelled external vertices of
degree 1, and m − 2 unlabelled internal vertices of degree 3, and no other
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vertices. An m-shape is a tree having m labeled external vertices of degree
1, and m − 2 unlabeled internal vertices of degree 3, and no other vertices.
In other words, an m-shape is a labeling of an m-skeleton’s external vertices
by the labels 0, 1, . . . ,m− 1. For notational convenience, we associate to each
m-shape an arbitrary labeling of its 2m−3 edges, with labels 1, 2, . . . , 2m−3.
This choice of edge labeling is arbitrary but fixed; see Figure 2.

Let
∑
m be the set of all m-shapes. Let |

∑
m | be the number of m-shapes.

Then we have



Scaling Limits above Critical Dimensions 465

Figure 2. The shapes for m = 2, 3, 4 and two examples of m = 5. The shapes’ oriented
edge labeling are arbitrary but fixed.

(6.5) |
∑

2 | = 1,

(6.6) |
∑

3 | = 1,

(6.7) |
∑
m | = (2m− 5)!!,

where (−1)!! = 1, (2j+1)!! = (2j+1)(2j−1)!! for j ≥ 0. (6.5)-(6.6) are ob-
vious from the definition and a proof of (6.7) can be found (e.g. (5.96) of [19]).

Let m ≥ 2 and σ ∈
∑
m. To each edge j of σ, oriented away from vertex 0,

there is associated (tj, yj). Here tj is a nonnegative real number and yj ∈ Rd.
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Let
⇀
y = (y1, y2, . . . , y2m−3) and

⇀
t = (t1, t2, . . . , t2m−3). Define

am(σ;
⇀
y ,

⇀
t ) =

(
2m−3∑
i=1

ti

)
e−

(Σ2m−3
i=1

ti)
2

2

2m−3∏
i=1

pti(yi),(6.8)

Am(σ;
⇀
y ) =

∫ ∞
0

dt1 . . .

∫ ∞
0

dt2m−3a
(m)(σ;

⇀
y ,

⇀
t ).(6.9)

We have the following properties:∫
Rd(2m−3)

Am(σ;
⇀
y )d

⇀
y =

1
(2m− 5)!!

(6.10)

and

∑
σ∈Σm

∫
Rd(2m−3)

Am(σ;
⇀
y )d

⇀
y = 1.(6.11)

The Fourier transform of am and Am are given by

â(m)(σ;
⇀

k,
⇀
t )

(
2m−3∑
i=1

ti

)
e−

(Σ2m−3
i=1

ti)
2

2

2m−3∏
i=1

e−
k2
i
t2
i

2(6.12)

and
Â(m)(σ;

⇀

k )
∫ ∞

0
dt1 . . .

∫ ∞
0

dt2m−3â
(m)(σ;

⇀

k,
⇀
t ).

The integrated super-Brownian excursion (ISE) is a probability measure µ
on M1(Rd) such that its moments are given by

dM (1)
µ (x) = A(2)(x)dx,(6.13)

dM (2)
µ (x1, x2) =

[∫
Rd
A(3)(y, x1 − y, x2 − y)dy

]
dx1dx2,(6.14)

dM (l)
µ (x1, . . . , xl) =

 ∑
σ∈Σl+1

∫
Rd(l−1)

A(l+1)(σ;
⇀
y )
∏
j∈J

dyj

 l∏
i=1

dxi,(6.15)

where an oriented edge j is in J if the end point of j has degree 3. Note that
|J | = l − 1. The other variables ya, a 6∈ J , satisfy the constraint that for
each external vertex i = 1, 2, . . . , l of σ,

∑
yl = xi, where the summation is

taking over all yl on the path from 0 to i. For example, the contribution to
the dM4(x1, x2, x3, x4) by σ4 of Figure 2 is∫

A(5)(σ4; y1, x1 − y1, y3, x3 − y3 − y1, y5,

x2 − y5 − y3 − y1, x4 − y5 − y3 − y1)dy5dy3dy1.
(6.16)
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The expression (6.16) is a function

F = Fσ4(x1, x2, x3, x4).

Let
F̂σ4(k̄) =

∑
x̄

Fσ4(x̄)eik̄·x̄

be its Fourier transform, with x̄ = (x1, . . . , x4), k̄ = (k1, . . . , k4) and k̄ · x̄ =∑4
i=1 ki · xi. Using (6.16), we have

F̂σ4(k̄) = Â5(σ4; k1 + k2 + k3 + k4, k1,

k2 + k3 + k4, k3, k2 + k4, k4, k2).
(6.17)

Note that the diagram for F̂σ4(k̄) is

(6.18)

This diagram satisfies the “conservation of momentum”.

By (6.15), the characteristic function of M (l)
µ is

(6.19) M̂ (l)
µ (k̄)=

∫
eik̄·x̄dM (l)

µ (x̄)

(6.20) =
∑

σ∈Σl+1

F̂σ(k̄),

(6.21) F̂σ(k̄)= Â(l+1)(σ;
⇀
p),

where pj = ki if j is an oriented edge of σ with external end point i, and all
other p′ls satisfy the “conservation of momentum”; see (6.18).

6.3. Lattice Trees

In this subsection, we consider lattice trees defined in Section 1.3. We
will look at the main idea of the proof of Theorem 1.2 and discuss some open
problems. Following the definitions and notations in Section 1.3, we let
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S(l+1)
n (x1, . . . , xn) =

∑
T ;|T |=n+1

∑
i1,...,il∈T

l∏
j=1

1xj (ij).(6.22)

Note that S(l+1)
n (x1, . . . , xn) is the number of n-bond lattice trees containing

{0, x1, . . . , xn}. Then we have

M (l)
µn

(x1, . . . , xn) =
1

(n+ 1)lS(0)
n

S(l+1)
n (x1, . . . , xn).(6.23)

Moreover, we have

Ŝ(l+1)
n (0) = (n+ 1)lS(0)

n .(6.24)

Therefore

M̂ (l)
µn

(k̄) =
Ŝ(l+1)
n (k̄D−1

1 n−
1
4 )

Ŝl+1
n (0)

.(6.25)

By (6.19)-(6.21) and Proposition 6.1 (b), to prove Theorem 1.2 it is sufficient
to show

lim
n→∞

Ŝ(l+1)
n (k̄D−1

1 n−
1
4 )

Ŝl+1
n (0)

=
∑

σ∈Σl+1

Â(l+1)(σ;
⇀
p),(6.26)

where the right-hand side satisfies the constraints given in (6.21).

We will relate S(l)
n to l-point function t(l)n defined as follows. The one-

point function t(1)
n is defined to be the number of n-bond lattice trees con-

taining the origin, with t
(1)
0 = 1. For the definition of m-point function

t(m)
n (σ;

⇀
y ,

⇀
s ),m ≥ 2, we will need the notions of shapes and backbonds.

Let σ ∈ Σm be an m-shape (see Section 6.2 for the definition), and asso-
ciated to each j in σ, let yj ∈ Zd and let sj be a nonnegative integer for
j = 1, 2, . . . , 2m−3. Given a lattice tree T containing the sites 0, x1, . . . , xm−1,
we define the backbone B = B(T ; 0, x1, . . . , xm−1) to be the subtree T span-
ning 0, x1, . . . , xm−1. There is an induced labeling of the external vertices of
the backbone, in which vertex xl is labeled l. Ignoring vertices of degree 2 in
B, this backbone is equivalent to a shape σB or to a subshape of σB (note
that in the latter case, σB is not uniquely dertermined). Restoring vertices of
degree 2 in B, let bj denote the length of the backbone path corresponding to
edge j of σB, with bj = 0 for any contracted edge in a subshape. We say that
(T ; 0, x1, . . . , xm−1) is compatible with (σ;

⇀
y ,

⇀
s ) if σB can be chosen such that

σB = σ, bj = sj for all edges j of σ, and if the backbone path corresponding
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to j undergoes the displacement yj for all edges j of σ.

We define t(m)
n (σ;

⇀
y ,

⇀
s ) to be the number of n-bond lattice trees T , con-

taining 0, x1, x2, . . . , xm−1, such that (T ; 0, x1, . . . , xm−1) is compatible with
(σ;

⇀
y ,

⇀
s ). Let

t(m)
n (σ;

⇀
y ) =

∑
⇀
s

t(m)
n (σ;

⇀
y ,

⇀
s ),(6.27)

where
⇀
s = (s1, s2, . . . , s2m−3), sj = 0, 1, 2, . . ., for all j, and

t̂(m)
n (σ;

⇀

k ) =
∑
⇀
y

t(m)
n (σ;

⇀
y )ei

⇀

k ·
⇀
y , kj ∈ [−π, π]d.(6.28)

The proof of Theorem 1.2 follows from the following two theorems. For m ≥ 2,
let

p(m)
n (σ,

⇀
y ) =

t(m)
n (σ;

⇀
y )∑

σ∈Σm t̂
(m)
n (σ;

⇀

0)
.(6.29)

Theorem 6.2. [11] Let m ≥ 2, and kj ∈ Rd (j = 1, 2, . . . , 2m − 3). For
nearest-neighbor lattice trees in sufficiently high dimensions d ≥ d0, and for
spread-out lattice trees with d > 8 and L sufficiently large depending on d,
there are constants zc, C1, D1 depending on d and L such that, as n→∞,

(6.30) t̂(m)
n (σ;

⇀

kD−1
1 n−

1
4 )∼ c1n

m− 5
2 z−nc Â(m)(σ;

⇀

k ),

(6.31) [t̂(1)
n ] 1

n ∼ zc.

In particular,

lim
n→∞

p(m)
n (σ;

⇀

kD−1
1 n−

1
4 ) = Â(m)(σ;

⇀

k ).(6.32)

In view of (6.26) and Theorem 6.2, to prove Theorem 1.2, it remains to
show that the differences of Ŝ(l+1)

n and
∑
σ∈Σl+1

t̂(l+1)
n are small.

Note that

(6.33) Ŝ(2)
n (k)= t̂(2)

n (k),

(6.34) Ŝ(3)
n (k1, k2)= t̂(3)

n (k1 + k2, k1, k2).

By Theorem 6.2, (6.25) and (6.26), convergence of the first and second mo-
ments follows. Convergence of higher moments follows from Theorem 6.2,
(6.25) and (6.26) and the following theorem.
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Theorem 6.3. [39] Under the same assumptions as in Theorem 6.2, for
l ≥ 3,

|Ŝ(l+1)
n (k1, . . . , kl)−

∑
σ∈Σ(l+1)

t̂(l+1)
n (σ,

⇀
p)| ≤ O(nl−2z−nc ),(6.35)

where
⇀
p = (p1, . . . , p2l−1) satisfies “conservation of momentum” with external

vertices ki, i = 1, 2, . . . , l.

Now, we discuss the convergence of backbone functions. We have

Theorem 6.4. [11] Let m = 2, or m = 3, kj ∈ Rd and tj ∈ [0,∞)
for j = 1, 2, . . . , 2m− 3. For nearest-neighbor lattice trees in sufficiently high
dimensions d ≥ d0, and for spread-out lattice trees with d > 8 and L sufficiently
large depending on d, there exists a constant T1 depending on d and L, such
that, as n→∞,

t̂(m)
n (σ;

⇀

kD−1
1 n−

1
4 , [T1n

1
2 ]) ∼ C1T

−(2m−3)
1 n−1z−nc â(m)(σ;

⇀

k,
⇀
t ).(6.36)

In particular,

lim
n→∞

(T1n
1
2 )2m−3p̂(m)

n (σ;
⇀

kD−1
1 n−

1
4 , [

⇀
t T1n

1
2 ]) = â(m)(σ;

⇀

k,
⇀
t ).(6.37)

It is conjectured in [39] that Theorem ?? should hold for all m ≥ 2.

The idea of proofs of Theorem 6.2 and Theorem 6.4 is as follows.
Let

G
(m)

z,
⇀

ξ
(σ;

⇀
y ) =

∞∑
n=0

∑
⇀
s

t(m)
n (σ;

⇀
y ,

⇀
s )zn

2m−3∏
j=1

ξ
sj
j ,(6.38)

|z| < zc and |ξj| ≤ 1. By using double lace expansion, it is proved in [11] that

Ĝ
(2)
z,ξ(k) =

C1

D2
1k

2 + 23/2(1− z
zc

)1/2 + 2T1(1− ξ)
+ error,(6.39)

and

Ĝ
(m)
z,ξ (σ;

⇀

k ) = νm−2
1

2m−3∏
j=1

Ĝ
(2)
z,ξj

(kj) + error,(6.40)

for sufficiently high d, and for spread-out models for d > 8 with sufficiently
large L. The error terms in (6.39) and (6.40) are controlled for all m ≥ 2 if
⇀

ξ =
⇀

1 and for m = 2, 3 for general
⇀

ξ . This gives the asymptotic behavior in
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Theorems 6.2 and 6.4.

The control of error terms for m ≥ 2 for general
⇀

ξ is still an open problem.

6.4. Percolation

We will follow the definition and notations in Section 1.4. The 2-point and
3-point functions are defined by

τ (2)(x; n) = Ppc(x ∈ C(0); |C(0)| = n), x ∈ Zd.(6.41)

and

τ (3)(x, y; n) = Ppc(x, y ∈ C(0); |C(0)| = n), x, y ∈ Zd.(6.42)

Let τ̂ (2)(k, n) and τ̂ (3)(k, l; n) denote their Fourier transforms.

The limits of τ̂ (2) and τ̂ (3) are given by the following theorem.

Theorem 6.5. [23] Fix k, l ∈ Rd and any ε ∈ (0, 1/2). There is a d0 such
that for nearest-neighbor percolation with d ≥ d0, there are constants C2, D2

(depending on d) such that as n→∞,

τ̂ (2)(kD−1
2 n−

1
4 ; n) =

C2√
8πn

Â(2)(k)[1 +O(n−ε)],(6.43)

τ̂ (3)(kD−1
2 n−

1
4 , lD−1

2 n−
1
4 ;n) =

C2√
8πn

n
1
2 Â(3)(k + l, k, l)[1 +O(n−ε)].(6.44)

It follows that the first and second moments of µn converge to µISE. In
fact, the characteristic functions N̂ (1)

n (k) and N̂ (2)
n (k, l) of the first and second

moments of µn are given by

N̂ (1)
n (k) =

τ̂ (2)(kD−1
2 n−

1
4 ; n)

τ̂ (2)(0; n)
,(6.45)

N̂ (2)
n (k, l) =

τ̂ (3)(kD−1
2 n−

1
4 , lD−1

2 n−
1
4 ; n)

τ̂ (3)(0, 0; n)
,(6.46)

and these converge respectively to the characteristic functions Â(2)(k) and
Â(3)(k + l, k, l) of the first and second moments of µISE, in high dimensions.

The problem of convergence of µn to µISE for d > 6 remains open even for
sufficiently large d.
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6.5. Oriented Percolation

Using the notations defined in Section 1.5, we let

σ(2)((x, n); N) = Ppc(C(0, 0) 3 (x, n), |C(0, 0)| = N).

The following theorem is essentially Theorem 1.4.

Theorem 6.6. (Nguyen and Yang [32]) For oriented percolation, there
exist constants C3, T3, D3 such that

lim
n→∞

2C−1
3 T3

∞∑
N=1

σ̂(2)(kT
1
2

3 D
−1
3 n−

1
2 , [tn]) = e−k

2t/2,

for sufficiently high d or for d+ 1 > 5 with sufficiently large L.

There is work in progress by E. Derbez, R. van der Hofstad and G. Slade
showing that the scaling limit of oriented percolation is a super-Brownian
motion, if d is sufficiently large or for d+1 > 5 with sufficiently large L. Their
method is based on the inductive method of [25].
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G : n G1 : G2 n n

m = 2 m = 3 σ1 σ2 σ3 σ4 σ5

K3 K2 +K3 +K4 K2 +K4 K4

K2 K1 K1 +K2 +K3 +K4


