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#### Abstract

In this paper we introduce a new monotonicity concept for multivalued operators, respectively, a new convexity concept for real valued functions, which generalize several monotonicity, respectively, convexity notions already known in literature. We present some fundamental properties of the operators having this monotonicity property. We show that if such a monotonicity property holds locally then the same property holds globally on the whole domain of the operator. We also show that these two new concepts are closely related. As an immediate application we furnish some surjectivity results in finite dimensional spaces.


## 1. Introduction

The concept of monotonicity for multivalued operators defined on a Banach space and taking values in its dual has imposed itself (see for example [2, 3, 4], [14, 15]), due to its importance, and has influenced some other branches of mathematics, such as differential equations, economics, engineering, management science, probability theory, etc. Due to the celebrated result of Rockafellar, which claims that the subdifferential of a proper, convex and lower semicontinuous function is a maximal monotone operator, the concepts of monotonicity alongside with convexity were subjects of a dynamical evolution reflected in a number of new concepts which represent extensions of the classical assumption of monotonicity and convexity without the loss of valuable properties (see for instance $[5,8,9,16,20$ and the references therein).

In the present paper we introduce the concept of $\theta$-monotonicity for operators and the concept of $\theta$-convexity for real valued functions. These concepts contain as particular case several monotonicity, respectively, convexity notions already known in literature. We also establish some fundamental properties of operators

[^0]having this monotonicity property. The concept of a maximal $\theta$-monotone operator is also introduced, and it is shown that such an operator has convex and closed values. Further we are going to analyze some conditions which ensure that the local $\theta$-monotonicity property of an operator provides the global $\theta$-monotonicity property for that operator. Via some examples it is shown that the $\theta$-monotonicity is more general than most of monotonicity properties known in literature, while an example of a $\theta$-monotone operator is given, which is not even quasimonotone. An analytical condition on the function $\theta$ that ensures, beside some extra requirements, the $\theta$-convexity of a real valued function is also established. It is shown that the $\theta$-convexity property of a function is more general than the majority of the convexity properties known in literature, while an example of a $\theta$-convex function is given, which is not even quasiconvex.

In what follows we introduce the concept of $\theta$-monotonicity for an operator. Let $X$ be a real Banach space with its dual denoted by $X^{*}$ and let $T: X \longrightarrow 2^{X^{*}}$ be a multivalued operator. We denote by $D(T)=\{x \in X: T x \neq \emptyset\}$ its domain and by $R(T)=\bigcup_{x \in D(T)} T x$ its range. The graph of the operator $T$ is the set $G(T)=\left\{(x, u) \in X \times X^{*}: u \in T x\right\}$. Let $\theta: X \times X \longrightarrow \mathbb{R}$ be a given function with the property that $\theta(x, y)=\theta(y, x)$ for all $x, y \in X$.

Definition 1.1. We say that $T$ is $\theta$-monotone, if

$$
\begin{equation*}
\langle u-v, x-y\rangle \geq \theta(x, y)\|x-y\| \text { for all }(x, u),(y, v) \in G(T) \tag{1}
\end{equation*}
$$

$T$ is called strictly $\theta$-monotone if in (1) equality holds only for $x=y$.
To this respect single-valued $\theta$-monotone operators are those $\theta$-monotone operators $T: X \longrightarrow 2^{X^{*}}$, which satisfy the condition $\operatorname{card}(T x)=1$, for all $x \in D(T)$. It can be easily observed that the concept of $\theta$-monotonicity generalizes several concepts of monotonicity known in literature.

If $\theta(x, y)=0$ for all $x, y \in D(T)$ we obtain the concept of Minty-Browder monotonicity, respectively the concept of strict Minty-Browder monotonicity (see $[2,3,14,15])$, i.e.

$$
\langle u-v, x-y\rangle \geq 0 \text { for all }(x, u),(y, v) \in G(T)
$$

respectively,

$$
\langle u-v, x-y\rangle>0 \text { for all }(x, u),(y, v) \in G(T), x \neq y
$$

If $\theta(x, y)=r\|x-y\|$ for all $x, y \in D(T)$, where $r>0$, we obtain the concept of strong monotonicity (see for instance [24]), i.e.

$$
\langle u-v, x-y\rangle \geq r\|x-y\|^{2} \text { for all }(x, u),(y, v) \in G(T)
$$

If $\theta(x, y)=f(\|x-y\|)$ for all $x, y \in D(T), x \neq y$ and $\theta(x, x)=0$ for all $x \in D(T)$, where $f: \mathbb{R}_{+} \longrightarrow \mathbb{R}_{+}$is an increasing function, with $\lim _{t \downarrow 0} f(t)=0$ and $\lim _{t \rightarrow \infty} f(t)=\infty$, then the $\theta$-monotonicity becomes the uniform monotonicity (see for instance [12]), i.e.

$$
\langle u-v, x-y\rangle \geq f(\|x-y\|)\|x-y\| \text { for all }(x, u),(y, v) \in G(T), x \neq y .
$$

If $\theta(x, y)=-\epsilon$ for all $x, y \in D(T)$, where $\epsilon>0$, we obtain the concept of $\epsilon$-monotonicity (see [10, 17]), i.e.

$$
\langle u-v, x-y\rangle \geq-\epsilon\|x-y\| \text { for all }(x, u),(y, v) \in G(T)
$$

If $\theta(x, y)=-C\|x-y\|^{\gamma-1}$ for all $x, y \in D(T)$, where $C>0$ and $\gamma>1$, we obtain the concept of $\gamma$-paramonotonicity (see [11]), i.e.

$$
\langle u-v, x-y\rangle \geq-C\|x-y\|^{\gamma} \text { for all }(x, u),(y, v) \in G(T) .
$$

For $\gamma=2$, hence for $\theta(x, y)=-C\|x-y\|$ for all $x, y \in D(T)$, where $C>0$, the $\gamma$-paramonotonicity becomes the $C$-relaxed monotonicity (see for instance [24]), i.e.

$$
\langle u-v, x-y\rangle \geq-C\|x-y\|^{2} \text { for all }(x, u),(y, v) \in G(T) .
$$

If $\theta(x, y)=-\min \{\sigma(x), \sigma(y)\}$, for all $x, y \in D(T)$ and $\theta(x, y)=0$ otherwise, where $\sigma: D(T) \longrightarrow(0, \infty)$ is a given function, we obtain the concept of premonotonicity, introduced in [9], i.e.

$$
\langle u-v, x-y\rangle \geq-\min \{\sigma(x), \sigma(y)\}\|x-y\| \text { for all }(x, u),(y, v) \in G(T)
$$

The paper is organized a follows. In Section 2 we establish some fundamental properties of the operators having the $\theta$-monotonicity property. We provide some conditions that ensure their local boundedness. We show that under some circumstances the inverse of a $\theta$-monotone operator is also $\theta$-monotone. In Section 3 we introduce the concept of a maximal $\theta$-monotone operator. We show that these operators have as values closed and convex subsets of $X^{*}$, and that, if the function $\theta$ is continuous, then their graph is demi-closed. In Section 4 we introduce the concept of a locally $\theta$-monotone operator. Also here, we give a sufficient condition involving $\theta$, guaranteeing that the local $\theta$-monotonicity property of an operator provides the global $\theta$-monotonicity property for that operator. Further, an analytical condition involving the function $\theta$ is given which ensures the local $\theta$-monotonicity of an operator. Via some examples it is shown that the concept of $\theta$-monotonicity is larger then most of the monotonicity notions known in literature. In Section 5 we introduce the notion of a $\theta$-convex, respectively, weak $\theta$-convex function and
show that, under some circumstances, a differentiable function is a $\theta$-convex if and only if its differential is a $2 \theta$-monotone operator. Also here an example of $\theta$-convex function that is not even quasiconvex, is given. In Section 6 we present some applications of our results obtaining some surjectivity results in finite dimensional spaces. We conclude the paper by underlying some possible further related research.

## 2. On Some Properties of $\theta$-Monotone Operators

In this section we present some properties of multivalued $\theta$-monotone operators. As a main result of the section we show, in a Hilbert space context, that under some mild requirements imposed on the function $\theta$, a $\theta$-monotone operator is locally bounded. We also establish a condition on the function $\theta$ that ensures that the inverse of a $\theta$-monotone operator is $\theta$-monotone too.

The next result gives a sufficient condition for the $\theta$-monotonicity property of an operator.

Proposition 2.1. Let $T: X \longrightarrow 2^{X^{*}}$ be an operator with bounded values (i.e. for all $x \in X T x$ is a bounded set). Then $T$ is a $\theta$-monotone operator, with
$\theta(x, y)=-2 \max \left\{\sup _{u \in T x}\|u\|, \sup _{v \in T y}\|v\|\right\}$ when $x, y \in D(T)$ and $\theta(x, y)=$ 0 otherwise.

Proof. Easily can be observed that for all $(x, y) \in D(T) \times D(T)$ the function $\theta(x, y)=-2 \max \left\{\sup _{u \in T x}\|u\|, \sup _{v \in T y}\|v\|\right\}$ is finite, since $T$ has bounded values. Hence, $\theta$ is well defined, and obviously $\theta(x, y)=\theta(y, x)$.

Since $\langle u, y-x\rangle \leq\|u\|\|y-x\| \leq \max \left\{\sup _{u \in T x}\|u\|, \sup _{v \in T y}\|v\|\right\} \| x-$ $y \|$, for all $(x, u) \in G(T), y \in D(T)$ we have $-\langle u, y-x\rangle \geq-\|u\|\|y-x\| \geq$ $-\max \left\{\sup _{u \in T x}\|u\|, \sup _{v \in T y}\|v\|\right\}\|x-y\|$, for all $(x, u) \in G(T), y \in D(T)$. Hence, $\langle v-u, y-x\rangle=\langle v, y-x\rangle-\langle u, y-x\rangle \geq\langle v, y-x\rangle-\max \left\{\sup _{u \in T x}\|u\|\right.$, $\left.\sup _{v \in T y}\|v\|\right\}\|x-y\| \geq-\|v\|\|y-x\|-\max \left\{\sup _{u \in T x}\|u\|, \sup _{v \in T y}\|v\|\right\}\|x-y\| \geq$ $-\max \left\{\sup _{u \in T x}\|u\|, \sup _{v \in T y}\|v\|\right\}\|y-x\|-\max \left\{\sup _{u \in T x}\|u\|, \sup _{v \in T y}\|v\|\right\} \| x-$ $y \|$, for all $(x, u),(y, v) \in G(T)$.

Therefore, $\langle v-u, y-x\rangle \geq-2 \max \left\{\sup _{u \in T x}\|u\|, \sup _{v \in T y}\|v\|\right\}\|y-x\|=$ $\theta(x, y)\|x-y\|$ for all $(x, u),(y, v) \in G(T)$.

The next result ensures under some circumstances the $\theta$-monotonicity of the sum of two $\theta$-monotone operators.

Proposition 2.2. Let $T_{1}: X \longrightarrow 2^{X^{*}}$, respectively, $T_{2}: X \longrightarrow 2^{X^{*}}$ be a $\theta_{1}$-monotone, respectively, a $\theta_{2}$-monotone operator. Suppose that $D\left(T_{1}\right) \cap D\left(T_{2}\right) \neq$ $\emptyset$. Then for all $p_{1}, p_{2} \in \mathbb{R}_{+}$, the operator $T: D\left(T_{1}\right) \cap D\left(T_{2}\right) \longrightarrow 2^{X^{*}}, T(x)=$ $p_{1} T_{1}(x)+p_{2} T_{2}(x)$ is a $\theta$-monotone operator, with $\theta(x, y)=p_{1} \theta_{1}(x, y)+p_{2} \theta_{2}(x, y)$, for all $x, y \in D\left(T_{1}\right) \cap D\left(T_{2}\right)$.

Proof. For $x, y \in D\left(T_{1}\right) \cap D\left(T_{2}\right)$, we have $\left\langle u_{1}-v_{1}, x-y\right\rangle \geq \theta_{1}(x, y) \| x-$ $y \|$, for all $u_{1} \in T_{1} x, v_{1} \in T_{1} y$, respectively, $\left\langle u_{2}-v_{2}, x-y\right\rangle \geq \theta_{2}(x, y) \| x-$ $y \|$, for all $u_{2} \in T_{2} x, v_{2} \in T_{2} y$. By multiplying the first inequality with $p_{1} \geq 0$, respectively the second inequality with $p_{2} \geq 0$ and then summing we obtain:

$$
\left\langle\left(p_{1} u_{1}+p_{2} u_{2}\right)-\left(p_{1} v_{1}+p_{2} v_{2}\right), x-y\right\rangle \geq\left(p_{1} \theta_{1}(x, y)+p_{2} \theta_{2}(x, y)\right)\|x-y\|
$$

for all $u_{1} \in T_{1} x, u_{2} \in T_{2} x, v_{1} \in T_{1} y, v_{2} \in T_{2} y$, therefore $\langle u-v, x-y\rangle \geq$ $\theta(x, y)\|x-y\|$, for all $u \in T x, v \in T y$.

The next result gives us a sufficient condition for the $\theta$-monotonicity property of an operator.

Proposition 2.3. If the operator $T: X \longrightarrow 2^{X^{*}}$ is globally bounded then $T$ is $\theta$-monotone with $\theta(x, y)=-2 M$, where the number $M$ is defined by $M \geq$ $\|u\|$, for all $u \in R(T)$.

Proof. Indeed, for all $(x, u),(y, v) \in G(T)$ we have $\langle u-v, x-y\rangle \geq-\| u-$ $v\|\|x-y\|$, and from the triangle inequality we obtain $\langle u-v, x-y\rangle \geq-(\|u\|+$ $\|v\|)\|x-y\| \geq-2 M\|x-y\|$.

Remark 2.4. The preceding results were first established in [9] for premonotone operators in the setting of finite dimensional spaces, and the proof of each one of them is an adaptation of the other one used in [9].

Recall that the operator $T: X \longrightarrow 2^{X^{*}}$ is locally bounded in $x \in X$, if there exists a neighborhood $U \subseteq X$ of $x$, such that the set $T(U)$ is a bounded subset of $X^{*}$.

Let $f: X \longrightarrow \mathbb{R}$ be a function. We say that $f$ is lower semicontinuous in $x \in X$, if for every $\epsilon>0$ there exists a neighborhood $U \subseteq X$ of $x$, such that $f(x)-\epsilon \leq f(y)$ for all $y \in U$. Equivalently, this can be expressed as $\liminf _{y \rightarrow x} f(y) \geq f(x)$. We say that $f$ is lower semicontinuous on $U \subseteq X$ if $f$ is lower semicontinuous in every $x \in U$.

The next result provides, in a finite dimensional Hilbert space context, the local boundedness of a $\theta$-monotone operator in the interior of its domain. This is a major result, since the $\theta$-monotonicity property of the operators is a weaker condition than the Minty-Browder monotonicity, and still one of the fundamental property of the Minty-Browder monotone operators remains true.

Theorem 2.5. Let $T: \mathbb{R}^{n} \longrightarrow 2^{\mathbb{R}^{n}}$ be a $\theta$-monotone operator. If the function $\theta(\cdot, y)$ is lower semicontinuous on $\operatorname{int}(D(T))$ for all $y \in \operatorname{int}(D(T))$, then $T$ is locally bounded in the interior of its domain $D(T)$.

Proof. First we prove that for every $x, y \in D(T)$ we have

$$
\sup _{u \in T x}\langle u, y-x\rangle \leq\left(\inf _{v \in T y}\|v\|-\theta(x, y)\right)\|x-y\| .
$$

Since $T$ is $\theta$-monotone, we get $\langle u-v, x-y\rangle \geq \theta(x, y)\|x-y\|$, for all $(x, u)$, $(y, v) \in G(T)$ or, equivalently, $\langle u, y-x\rangle \leq\langle v, y-x\rangle-\theta(x, y)\|x-y\| \leq\|v\| \| x-$ $y\|-\theta(x, y)\| x-y \|$, for all $v \in T y$. Hence, we have $\langle u, y-x\rangle \leq\left(\inf _{v \in T y}\|v\|-\right.$ $\theta(x, y))\|x-y\|$, for all $u \in T x$, therefore $\sup _{u \in T x}\langle u, y-x\rangle \leq\left(\inf _{v \in T y}\|v\|-\right.$ $\theta(x, y))\|x-y\|$.

Suppose that $T$ is not locally bounded on $\operatorname{int} D(T)$. Then there exists an $x \in \operatorname{int} D(T)$, and a sequence $\left(x_{k}\right) \subseteq D(T)$, such that $x_{k} \longrightarrow x, k \longrightarrow \infty$, and a sequence $\left(u_{k}\right), u_{k} \in T x_{k}, k \geq 1$ such that $\left\|u_{k}\right\| \longrightarrow \infty, k \longrightarrow \infty$. Let $\delta>0$ such that $\bar{B}(x, \delta) \subset D(T)$, where $\bar{B}(x, \delta)$ is the closed ball with center $x$ and radius $\delta$. Let $v_{k}=\frac{u_{k}}{\left\|u_{k}\right\|}, k \geq 1$. Then the sequence $v_{k}$ is bounded, and let be $\bar{v}$ one of its cluster points. Let be now $y=x+\delta \bar{v}$. It results that $y \in \bar{B}(x, \delta)$.

Since $\sup _{u \in T x}\langle u, y-x\rangle \leq\left(\inf _{v \in T y}\|v\|-\theta(x, y)\right)\|x-y\|$ for all $x, y \in D(T)$, we have $\left\langle u_{k},(x+\delta \bar{v})-x_{k}\right\rangle \leq\left(\inf _{v \in T(x+\delta \bar{v})}\|v\|-\theta\left(x_{k}, x+\delta \bar{v}\right)\right)\left\|x_{k}-(x+\delta \bar{v})\right\|$ for all $k \geq 1$. Dividing by $\left\|u_{k}\right\|$ we obtain

$$
\begin{align*}
& \left\langle v_{k},(x+\delta \bar{v})-x_{k}\right\rangle \\
\leq & \frac{\left(\inf _{v \in T(x+\delta \bar{v})}\|v\|-\theta\left(x_{k}, x+\delta \bar{v}\right)\right)\left\|x_{k}-(x+\delta \bar{v})\right\|}{\left\|u_{k}\right\|} \text { for all } k \geq 1 . \tag{2}
\end{align*}
$$

Since the sequence $\left(v_{k}\right)$ is bounded, it has a subsequence $\left(v_{k_{j}}\right)$ which converge to $\bar{v}$. Hence we have

$$
\begin{align*}
& \left\langle v_{k_{j}},(x+\delta \bar{v})-x_{k_{j}}\right\rangle \\
\leq & \frac{\left(\inf _{v \in T(x+\delta \bar{v})}\|v\|-\theta\left(x_{k_{j}}, x+\delta \bar{v}\right)\right)\left\|x_{k_{j}}-(x+\delta \bar{v})\right\|}{\left\|u_{k_{j}}\right\|} \text { for all } j \geq 1 . \tag{3}
\end{align*}
$$

Easily can be realized that in this case we have

$$
\begin{align*}
& \liminf _{j \longrightarrow \infty}\left\langle v_{k_{j}}, x_{k_{j}}-(x+\delta \bar{v})\right\rangle \\
\geq & \liminf _{j \longrightarrow \infty} \frac{\left(\theta\left(x_{k_{j}}, x+\delta \bar{v}\right)-\inf _{v \in T(x+\delta \bar{v})}\|v\|\right)\left\|x_{k_{j}}-(x+\delta \bar{v})\right\|}{\left\|u_{k_{j}}\right\|} . \tag{4}
\end{align*}
$$

Since $\theta(\cdot, x+\delta \bar{v})$ is lower semicontinuous in $x$, and $\left\|u_{k_{j}}\right\| \longrightarrow \infty, j \longrightarrow \infty$ we obtain that $\langle\bar{v},-\delta \bar{v}\rangle \geq 0$, hence $\delta \leq 0$, which is a contradiction.

Remark 2.6. The previous result was first established in [9] for premonotone operators, and the technique used in its proof is an adaptation of the one used in [9].

The author wishes to thank to an anonymous referee who pointed out, that the proof of Theorem 2.5 does not remain valid in an arbitrary infinite dimensional Hilbert space, due to the fact that in this case the sequence $\left\{\frac{u_{k}}{\left\|u_{k}\right\|}\right\}, k \geq 1$, where $\left\{u_{k}\right\}$ is an unbounded sequence, does not necessarily have a cluster point.

The following proposition is obvious.
Proposition 2.7. Let $T: X \longrightarrow 2^{X^{*}}$ be a $\theta$-monotone operator and $\theta^{\prime}:$ $D(T) \times D(T) \longrightarrow \mathbb{R}$ a function satisfying $\theta^{\prime}(x, y)=\theta^{\prime}(y, x)$ and $\theta^{\prime}(x, y) \leq \theta(x, y)$ for all $x, y \in D(T)$. Then $T$ is a $\theta^{\prime}$-monotone operator.

At this point we present a results involving the inverse of a $\theta$-monotone operator. Let $X$ be a reflexive real Banach space. Recall that for an operator $T: X \longrightarrow 2^{X^{*}}$ its inverse is defined as $T^{-1}: X^{*} \longrightarrow 2^{X}, T^{-1} u=\{x \in X: u \in T x\}$. It is obvious that $D\left(T^{-1}\right)=R(T)$ and $(u, x) \in G\left(T^{-1}\right)$ if and only if $(x, u) \in G(T)$. In [19] the concept of a $\rho$-semimonotone operator is introduced, and it is shown that an operator is $\rho$-semimonotone if and only if its inverse is $\rho$-semimonotone. Unfortunately, we cannot give a similar result for $\theta$-monotone operators, however under some conditions the inverse of a $\theta$-monotone operator is $\theta^{\prime}$-monotone.

Let $T$ be a $\theta$-monotone operator. If inf $\{\theta(x, y)\|x-y\|: x, y \in D(T)\}>-\infty$ we introduce the function $\theta_{-1}: R(T) \times R(T) \longrightarrow \mathbb{R}$

$$
\theta_{-1}(u, v)=\left\{\begin{array}{l}
\frac{\inf \left\{\theta(x, y)\|x-y\|: x \in T^{-1} u, y \in T^{-1} v\right\}}{\|u-v\|}, \text { if } u \neq v  \tag{5}\\
0, \text { if } u=v
\end{array}\right.
$$

We have the following result.
Proposition 2.8. Let $X$ be a reflexive real Banach space and $T: X \longrightarrow 2^{X^{*}} a$ $\theta$-monotone operator. If $\inf _{x, y \in D(T)} \theta(x, y)\|x-y\|>-\infty$, then $T^{-1}: X^{*} \longrightarrow 2^{X}$ is a $\theta_{-1}$-monotone operator, where $\theta_{-1}$ is defined by (5).

Proof. Since $T$ is $\theta$-monotone, we have $\langle u-v, x-y\rangle \geq \theta(x, y)\|x-y\|$ for all $(x, u),(y, v) \in G(T)$, consequently, $\langle x-y, u-v\rangle \geq \inf \{\theta(x, y)\|x-y\|: x \in$ $\left.T^{-1} u, y \in T^{-1} v\right\}=\theta_{-1}(u, v)\|u-v\|$ for all $(u, x),(v, y) \in G\left(T^{-1}\right), u \neq v$, and $\langle x-y, u-v\rangle=0=\theta_{-1}(u, v)\|u-v\|$ when $u=v$, hence $T^{-1}$ is $\theta_{-1}$ monotone.

The next corollary is an easy consequence of the previous result.
Corollary 2.9. Let $X$ be a reflexive real Banach space and $T: X \longrightarrow 2^{X^{*}}$ an $\epsilon$-montone operator. If $D(T)$ is bounded, then $T^{-1}$ is an $\epsilon^{\prime}$-monotone operator, with $\epsilon^{\prime}=-\epsilon \sup \{\|x-y\|: x, y \in D(T)\}$.

## 3. Maximal $\theta$-Monotone Operators

In this section the concept of maximal $\theta$-monotone operator is considered. It is shown that a maximal $\theta$-monotone operator has convex and closed images and that, under some circumstances its graph is $\|\cdot\| \times b d w^{*}$-closed, where by $b d w^{*}$ we denote weak*-convergence for bounded nets. Finally, for a single-valued operator, we present some conditions that ensure its maximal $\theta$-monotonicity. This result is a generalization of a well-known result established for the classical Minty-Browder monotonicity.

Definition 3.1. Let $T: X \longrightarrow 2^{X^{*}}$ be a $\theta$-monotone operator. One says that $T$ is maximal $\theta$-monotone, if for every operator $T: X \longrightarrow 2^{X^{*}}$, which is $\theta$-monotone with $G(T) \subseteq G\left(T^{\prime}\right)$, one has $T=T^{\prime}$.

The next result ensures that every $\theta$-monotone operator can be extended to a maximal $\theta$-monotone one.

Proposition 3.2. Every $\theta$-monotone operator has a maximal $\theta$-monotone extension.

Proof. Let $T: X \longrightarrow 2^{X^{*}}$ be a $\theta$-monotone operator. In view of Zorn's lemma it suffices to check that an increasing chain of $\theta$-monotone operators $\left\{T_{i}\right\}_{i \in J}$ whose graph contain $G(T)$ has an upper bound. Let $\tilde{T} x=\bigcup_{i \in J} T_{i} x$, for all $x \in X$. Then $\tilde{T}$ is an upper bound since for all $(x, u),(y, v) \in G(\tilde{T})$ there exists $i \in J$ such that $(x, u),(y, v) \in G\left(T_{i}\right)$, therefore $\langle u-v, x-y\rangle \geq \theta(x, y)\|x-y\|$.

Definition 3.3. Two pairs $(x, u),(y, v) \in X \times X^{*}$ are $\theta$-monotonically related if

$$
\langle u-v, x-y\rangle \geq \theta(x, y)\|x-y\| .
$$

The following results provide a necessary and sufficient condition for maximal $\theta$-monotonicity of operators.

Proposition 3.4. $A \theta$-monotone operator $T: X \longrightarrow 2^{X^{*}}$ is maximal $\theta$-monotone if and only if whenever a pair $(x, u) \in X \times X^{*}$ is $\theta$-monotonically related to all pairs $(y, v) \in G(T)$, it holds that $u \in T x$.

Proof. Let $T^{\prime}$ be a $\theta$-monotone operator such that $G(T) \subseteq G\left(T^{\prime}\right)$. Then any pair $\left(x^{\prime}, u^{\prime}\right) \in G\left(T^{\prime}\right)$ is $\theta$-monotonically related to all pairs $(y, v) \in G(T)$, and from the assumption of the proposition we obtain that $u^{\prime} \in T x^{\prime}$, so that $G\left(T^{\prime}\right) \subseteq$ $G(T)$. Therefore $T^{\prime}=T$, hence $T$ is maximal $\theta$-monotone.

For the converse statement it is enough to observe that for a given pair $\left(x^{\prime}, u^{*}\right.$ which is $\theta$-monotonically related to all pairs $(y, v) \in G(T)$ the operator

$$
T^{\prime} x=\left\{\begin{array}{l}
T x^{\prime} \cup\left\{u^{\prime}\right\} \text { if } x=x^{\prime} \\
T x \text { otherwise },
\end{array}\right.
$$

is a $\theta$-monotone operator as well that $G(T) \subseteq G\left(T^{\prime}\right)$. Since $T$ is maximal $\theta$-monotone we get $G\left(T^{\prime}\right)=G(T)$, hence $\left(x^{\prime}, u^{\prime}\right) \in G(T)$.

Proposition 3.5. A $\theta$-monotone operator $T$ is maximal $\theta$-monotone if and only if, for every $\theta^{\prime}$-monotone operator $T^{\prime}$, with $G(T) \subseteq G\left(T^{\prime}\right)$ and $\theta(x, y) \leq \theta^{\prime}(x, y)$ for all $x, y \in D\left(T^{\prime}\right)$, one has $T=T^{\prime}$.

Proof. Let $T$ be a maximal $\theta$-monotone operator. Since $\theta(x, y) \leq \theta^{\prime}(x, y)$ for all $x, y \in D\left(T^{\prime}\right)$ according to Proposition 3.4 the operator $T^{\prime}$ is $\theta$-monotone. But $G(T) \subseteq G\left(T^{\prime}\right)$ hence due to the maximal $\theta$-monotonicity of $T$ we have $T=T^{\prime}$.

Conversely, since in this case every $\theta^{\prime}$-operator $T^{\prime}$ is $\theta$-monotone as well, and $G(T) \subseteq G\left(T^{\prime}\right)$ implies $T=T^{\prime}$ we obtain that $T$ is maximal $\theta$-monotone.

The next result provides the convexity and closedness of the images of a maximal $\theta$-monotone operator.

Theorem 3.6. Let $T: X \longrightarrow 2^{X^{*}}$ be a maximal $\theta$-monotone operator. Then $T x$ is convex and closed for all $x \in D(T)$.

Proof. Let be $x \in D(T)$, and $u, v \in T x$. We have:

$$
\begin{gathered}
\langle u-w, x-y\rangle \geq \theta(x, y)\|x-y\|,(\forall)(y, w) \in G(T), \quad \text { and } \\
\langle v-w, x-y\rangle \geq \theta(x, y)\|x-y\|,(\forall)(y, w) \in G(T) .
\end{gathered}
$$

Let be $t_{1}, t_{2} \in[0,1]$, with $t_{1}+t_{2}=1$. We will show that the convex combination of $u$ and $v$ is contained in $T x$. Adding the inequalities $\left\langle t_{1}(u-w), x-y\right\rangle \geq$ $t_{1} \theta(x, y)\|x-y\|,(\forall)(y, w) \in G(T)$, and $\left\langle t_{2}(v-w), x-y\right\rangle \geq t_{2} \theta(x, y) \| x-$ $y \|,(\forall)(y, w) \in G(T)$, we obtain $\left\langle\left(t_{1} u+t_{2} v\right)-w, x-y\right\rangle \geq \theta(x, y)\|x-y\|,(\forall)(y, w) \in$ $G(T)$, and according to the maximal $\theta$-monotonicity of $T$, we obtain that $\left(x, t_{1} u+\right.$ $\left.t_{2} v\right) \in G(T)$, which shows that $T x$ is convex.

Now, let $x \in D(T), u_{k} \in T x, k=1,2, \ldots$ such that $u_{k} \longrightarrow u, k \longrightarrow \infty$. We will show that $u \in T x$. We have $\left\langle u_{k}-v, x-y\right\rangle \geq \theta(x, y)\|x-y\|,(\forall)(y, v) \in G(T)$, and taking the limit $k \longrightarrow \infty$ we obtain $\langle u-v, x-y\rangle \geq \theta(x, y)\|x-y\|,(\forall)(y, v) \in$ $G(T)$. According to maximal $\theta$-monotonicity of $T$, we obtain that $(x, u) \in G(T)$, therefore $u \in T x$, and this shows that $T x$ is closed.

By $b d w^{*}$ we denote weak*-convergence for bounded nets and hence include all weak*-convergent sequences. It is known that $\langle\cdot, \cdot\rangle$ is $\|\cdot\| \times b d w^{*}$ continuous (see [1]). The next result ensures, in the case when $\theta$ is continuous, the $\|\cdot\| \times b d w^{*}$ closedness of the graph of a maximal $\theta$-monotone operator.

Proposition 3.7. Let $T: X \longrightarrow 2^{X^{*}}$ be a maximal $\theta$-monotone operator. If the function $\theta(\cdot, y): X \longrightarrow \mathbb{R}$ is continuous on $\overline{D(T)}$ for every $y \in D(T)$, then $G(T)$ is $\|\cdot\| \times b d w^{*}$-closed.

Proof. Let $\left(x_{\alpha}, u_{\alpha}\right) \in G(T)$ be a bounded net such that $x_{\alpha} \longrightarrow x, u_{\alpha} \rightharpoonup^{*}$ $u$, where $\rightharpoonup^{*}$ denotes the convergence in the weak* topology of $X^{*}$. We have $\left\langle u_{\alpha}-v, x_{\alpha}-y\right\rangle \geq \theta\left(x_{\alpha}, y\right)\left\|x_{\alpha}-y\right\|,(\forall)(y, v) \in G(T)$.

Since $\langle\cdot, \cdot\rangle$ is $\|\cdot\| \times b d w^{*}$ continuous, by taking the limit we obtain that $\langle u-v, x-$ $y\rangle \geq \theta(x, y)\|x-y\|,(\forall)(y, v) \in G(T)$, and from the maximal $\theta$-monotonicity of $T$ results that $(x, u) \in G(T)$, which shows that $G(T)$ is $\|\cdot\| \times b d w^{*}$-closed.

The $\|\cdot\| \times\|\cdot\|$ closedness of the graph of a maximal $\theta$-monotone operator holds under the same assumptions.

Proposition 3.8. Let $T: X \longrightarrow 2^{X^{*}}$ be a maximal $\theta$-monotone operator. If the function $\theta(\cdot, y): X \longrightarrow \mathbb{R}$ is lower semicontinuous on $\overline{D(T)}$ for every $y \in D(T)$, then $G(T)$ is $\|\cdot\| \times\|\cdot\|$-closed.

Proof. Let $\left(x_{n}, u_{n}\right) \in G(T)$ be a sequence such that $x_{n} \longrightarrow x, u_{n} \longrightarrow u$. We have $\left\langle u_{n}-v, x_{n}-y\right\rangle \geq \theta\left(x_{n}, y\right)\left\|x_{n}-y\right\|,(\forall)(y, v) \in G(T)$.

Hence, $\langle u-v, x-y\rangle=\liminf _{n \longrightarrow \infty}\left\langle u_{n}-v, x_{n}-y\right\rangle \geq \liminf _{n \longrightarrow \infty} \theta\left(x_{n}, y\right) \| x_{n}$ $-y\|\geq \theta(x, y)\| x-y \|,(\forall)(y, v) \in G(T)$. From the maximal $\theta$-monotonicity of $T$ results that $(x, u) \in G(T)$, which shows that $G(T)$ is $\|\cdot\| \times\|\cdot\|$-closed.

Let $A: X \longrightarrow X^{*}$ be a single-valued operator. Recall that $A$ is said to be hemicontinuous at $x \in X$, if for all $\left(t_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{R}, t_{n} \longrightarrow 0,(n \longrightarrow \infty)$ and $y \in X$, we have $A\left(x+t_{n} y\right) \rightharpoonup^{*} A x,(n \longrightarrow \infty)$, where " $\rightharpoonup^{*}$ " denotes the convergence with respect to the weak* topology of $X^{*}$.

Recall that a function $g: X \longrightarrow \mathbb{R}$ is called radially continuous at $x \in X$, if $\lim _{t \backslash 0} g(x+t z)=g(x)$ for all $z \in X$. In what follows we give a sufficient condition that furnishes the maximal $\theta$-monotonicity of a single valued operator.

Proposition 3.9. Let $T: X \longrightarrow X^{*}$ be a hemicontinuous single-valued $\theta-$ monotone operator, with $D(T)=X$. Assume further that $\theta(x, x) \geq 0$ and $\theta(x, \cdot)$ is radially continuous for all $x \in X$. Then $T$ is maximal $\theta$-monotone.

Proof. Let be $(x, u) \in X \times X^{*}$ such that $\langle u-T y, x-y\rangle \geq \theta(x, y)\|x-y\|$ for all $y \in X$. We need to prove that $u=T x$.

Let $\lambda>0$ and $z \in X$ arbitrary and $y=x-\lambda z$. We have $\langle u-T(x-\lambda z), \lambda z\rangle \geq$ $\theta(x, x-\lambda z)\|\lambda z\|$ that divided by $\lambda$ leads to $\langle u-T(x-\lambda z), z\rangle \geq \theta(x, x-\lambda z)\|z\|$. Taking the limit $\lambda \searrow 0$ and using the hemicontinuity of $T$ respective the radial continuity of $\theta$ we obtain

$$
\langle u-T x, z\rangle \geq \theta(x, x)\|z\| \geq 0
$$

Since $z \in X$ was arbitrary chosen we obtain that $u=T x$.

## 4. Locally $\theta$-Monotone Operators

In this section we introduce the local $\theta$-monotonicity concept of a multivalued operator. Further we give under some conditions involving the function $\theta$, a sufficient condition that ensures the $\theta$-monotonicity of an operator. We present next the concept of local $\theta$-monotonicity, respectively, of local central $\theta$-monotonicity for operators.

Definition 4.1. Let $T: X \longrightarrow 2^{X^{*}}$ be an operator. One says that $T$ is locally $\theta$-monotone, respectively, locally central $\theta$-monotone, if for all $z \in D(T)$ there exists an open neighborhood $U_{z} \subseteq X$ of $z$, such that
(6) $\langle u-v, x-y\rangle \geq \theta(x, y)\|x-y\|$, for all $x, y \in U_{z} \cap D(T), u \in T x, v \in T y$ respectively

$$
\begin{equation*}
\langle u-v, x-z\rangle \geq \theta(x, z)\|x-z\|, \text { for all } x \in U_{z} \cap D(T), u \in T x, v \in T z \tag{7}
\end{equation*}
$$

The notion of strict local $\theta$-monotonicity, respectively, the notion of strict local central $\theta$-monotonicity is obtained if in (6), respectively in (7) we have equality only for $x=y$, respectively, for $x=z$.

A local monotonicity concept, the so called submonotonicity (see [6, 7]), is well-known in literature. Recall that the operator $T$ is called submonotone, if for all $z \in D(T)$ and all $\epsilon>0$ there exists $\delta>0$, such that

$$
\langle u-v, x-y\rangle \geq-\epsilon\|x-y\| \text { for all } x, y \in B(z, \delta), u \in T x, v \in T y
$$

where $B(z, \delta)$ denotes the open ball with center $z$ and radius $\delta$.
The next result provides sufficient condition for the submonotonicity of a locally $\theta$-monotone operator.

Proposition 4.2. If $T: X \longrightarrow 2^{X^{*}}$ is a locally $\theta$-monotone operator with an open domain $D(T)$, where $\theta$ is lower semicontinuous in $(x, x)$ in the topolog of the norm $\|(\cdot \mid \cdot)\|=\sqrt{\|\cdot\|^{2}+\|\cdot\|^{2}}$ of $X \times X$, and $\theta(x, x) \geq 0$ for all $x \in D(T)$, then $T$ is submonotone.

Proof. We have to prove that for all $\epsilon>0$ and all $z \in D(T)$, there exists $\delta>0$, such that for all $x, y \in B(z, \delta) \subseteq D(T)$ we have $\langle u-v, x-y\rangle \geq-\epsilon\|x-y\|$, for every $u \in T x, v \in T y$. Let $z \in D(T)$. Since $T$ is locally $\theta$-monotone in $z$ we only need to prove, that for all $\epsilon>0$ there exists $\delta>0$ such that $\theta(x, y) \geq-\epsilon$ for all $x, y \in B(z, \delta) \subseteq U_{z}$, where $U_{z}$ is an open neighborhood of $z$ where $\theta$-monotonicity holds. Let $\epsilon>0$. Due the lower semicontinuity of $\theta$ in $(z, z)$ we obtain, that there exists $\delta_{1}>0$ such that $\theta(x, y) \geq \theta(z, z)-\epsilon$ when $\|(x, y)-(z, z)\| \leq \delta_{1}$. Then, there exists $\delta>0$ such that $0<\delta<\frac{\delta_{1}}{2}$ and $B(z, \delta) \times B(z, \delta) \subset B\left((z, z), \delta_{1}\right)$, hence for all $x, y \in B(z, \delta)$ we have $\|(x, y)-(z, z)\| \leq \delta_{1}$, thus $\theta(x, y) \geq-\epsilon$.

In view of Definition (4.1), we say that the operator $T: X \longrightarrow 2^{X^{*}}$ is a locally strong monotone operator, (respectively, a locally Minty-Browder monotone operator, a locally $C$-relaxed monotone operator, a locally $\gamma$-paramonoton operator), if for all $z \in D(T)$ there exists an open neighborhood $U_{z} \subseteq X$ of $z$, such that the restriction of $T$ on $U_{z} \cap D(T)$ is a strongly monotone operator, (respectively, a Minty-Browder monotone operator, a $C$-relaxed monotone operator, a $\gamma$-paramonoton operator).

Since the function $\theta(x, y)=C\|x-y\|^{\gamma-1}, C, \gamma \in \mathbb{R}, \gamma>1$ is lower semicontinuous and $\theta(x, x)=0$, we conclude that any locally $\theta$-monotone operator with $\theta(x, y)=C\|x-y\|^{\gamma-1}$ is actually submonotone. In particular, a locally strong monotone operator, a locally Minty-Browder monotone operator, a locally $C$-relaxed monotone operator or a locally $\gamma$-paramonoton operator is submonotone.

In what follows we present a condition which ensures that the local $\theta$-monotonicity of an operator provides the $\theta$-monotonicity for that operator. We denote by $(x, y)=\{x+t(y-x): t \in(0,1)\}$, respectively by $[x, y]=\{x+t(y-x): t \in[0,1]\}$ the open line segment with endpoints $x$ and $y$, respectively the closed line segment with endpoints $x$ and $y$. We need the following definition.

Definition 4.3. Let $D \leq X$ be convex. One says that the function $\theta$ has the $(m)$ property on $D$, if $\theta(x, z)+\theta(z, y) \geq \theta(x, y)$ for all $z \in(x, y), x, y \in D, x \neq y$.

One can easily observe, that $\theta(x, y)=C\|x-y\|, C \in \mathbb{R}$, has the ( $m$ ) property (satisfied with equality), even more, the function $\theta(x, y)=\rho(x, y)+C\|x-y\|$, where $\rho: X \times X \longrightarrow \mathbb{R}_{+}$is a semi-metric and $C \in \mathbb{R}$, has the $(m)$ property on every convex subset $D \leq X$.

If $f: \mathbb{R}_{+} \longrightarrow \mathbb{R}$ is a function with the property $f(t s) \geq t f(s)$ for all $t \in(0,1)$ and all $s \in \mathbb{R}$, then $\theta(x, y)=f(\|x-y\|)$ has the $(m)$ property on every convex subset $D \leq X$.

If $\theta(x, y)=C\|x-y\|^{\gamma-1}$, with $C, \gamma \in \mathbb{R}, \gamma>1$, then $\theta$ has the $(m)$ property, on every convex subset $D \leq X$, if and only if $C=0$ or $C>0$ and $\gamma \in(1,2]$ or $C<0$ and $\gamma \geq 2$.

Remark 4.4. Let $D \geq X$ be convex. If the function $\theta(x, \cdot): D \longrightarrow \mathbb{R}$ is concave and $\theta(x, x) \geq 0$ for all $x \in D$, then $\theta$ has the $(m)$ property on $D$.

Indeed, for $t \in(0,1)$ we have $\theta(x, x+t(y-x)) \geq(1-t) \theta(x, x)+t \theta(x, y) \geq$ $t \theta(x, y)$ and $\theta(y, x+t(y-x)) \geq(1-t) \theta(y, x)+t \theta(y, y) \geq(1-t) \theta(y, x)$. Adding these two relations and taking into account the fact that $\theta$ is symmetric we obtain the desired result.

The next result provides a sufficient condition for the $\theta$-monotonicity of an operator. To this aim we introduce an order relation on the segment $[x, y]$ as follows: for $z_{1}, z_{2} \in[x, y], z_{1}=x+t_{1}(y-x), z_{2}=x+t_{2}(y-x)$ we have $z_{1} \leq z_{2}$, if and only if $t_{1} \leq t_{2}$. Obviously $z_{1}<z_{2}$ if and only if $t_{1}<t_{2}$.

Theorem 4.5. Let $T: X \longrightarrow 2^{X^{*}}$ be a locally central $\theta$-monotone operator, having a convex domain $D(T)$. If the function $\theta$ has the $(m)$ property on $D(T)$, then $T$ is $\theta$-monotone.

Proof. Let be $x, y \in D(T), x \neq y$. We have to show that $\langle u-v, y-$ $x\rangle \geq \theta(y, x)\|y-x\|$ for all $u \in T x, v \in T y$. Since $D(T)$ is convex we have $[x, y] \subseteq D(T)$. Obviously $[x, y] \subseteq \bigcup_{z \in[x, y]} U_{z}$, where $U_{z} \subseteq D$ is an open ball with center $z$ such that $\langle u-w, x-z\rangle \geq \theta(x, z)\|x-z\|$, for all $x \in U_{z} \cap D(T)$ and for all $u \in T x, w \in T z$. Due to the compactness of $[x, y]$, from the open cover $\bigcup_{z \in[x, y]} U_{z}$ it may be extracted a finite subcover. Let $\bigcup_{i=1}^{n} U_{z_{i}}, z_{1} \leq z_{2} \leq \ldots \leq z_{n}$ be a finite subcover, minimal in the sense that none of the sets $U_{z_{i}}, i=1,2, \ldots, n$, may be omitted, such that the property $\bigcup_{j=1, j \neq i}^{n} U_{z_{j}}$ is a cover of $[x, y]$ remains true. Obviously $U_{z_{i}} \cap U_{z_{i+1}} \cap(x, y) \neq \emptyset$, for all $i=1,2, \ldots, n-1$.

Let us consider $x_{i} \in U_{z_{i}} \cap U_{z_{i+1}} \cap(x, y)$, such that $z_{i} \leq x_{i} \leq z_{i+1}$ with $z_{i+1} \in$ $\left(x_{i}, x_{i+1}\right)$ for $i=1,2, \ldots, n-1$, where $x_{n}=y$. Then $x \leq z_{1} \leq x_{1}, x, x_{1} \in U_{z_{1}}$ and by the assumption of the theorem we obtain $\left\langle v_{1}-u, z_{1}-x\right\rangle \geq \theta\left(z_{1}, x\right)\left\|z_{1}-x\right\|$ for all $v_{1} \in T z_{1}, u \in T x$, and $\left\langle u_{1}-v_{1}, x_{1}-z_{1}\right\rangle \geq \theta\left(x_{1}, z_{1}\right)\left\|x_{1}-z_{1}\right\|$ for all $u_{1} \in T x_{1}, v_{1} \in T z_{1}$. Since $z_{1} \in\left(x, x_{1}\right)$ there exists $\delta \in(0,1)$ such that $z_{1}=x+\delta\left(x_{1}-x\right)$, and replacing this in the above inequalities and simplifying with $\delta$ respectively with $1-\delta$ we obtain $\left\langle v_{1}-u, x_{1}-x\right\rangle \geq \theta\left(z_{1}, x\right)\left\|x_{1}-x\right\|$ for all $v_{1} \in T z_{1}, u \in T x$ and $\left\langle u_{1}-v_{1}, x_{1}-x\right\rangle \geq \theta\left(x_{1}, z_{1}\right)\left\|x_{1}-x\right\|$, for all $u_{1} \in T x_{1}, v_{1} \in T z_{1}$. By fixing a $v_{1} \in T z_{1}$ and summing we obtain $\left\langle u_{1}-u, x_{1}-\right.$ $x\rangle \geq\left(\theta\left(z_{1}, x\right)+\theta\left(x_{1}, z_{1}\right)\right)\left\|x_{1}-x\right\|$, for all $u_{1} \in T x_{1}, u \in T x$, and due to the $(m)$ property of $\theta$ we get $\left\langle u_{1}-u, x_{1}-x\right\rangle \geq \theta\left(x_{1}, x\right)\left\|x_{1}-x\right\|$ for all $u_{1} \in T x_{1}, u \in T x$.

Since $x_{1} \in(x, y)$ we have $x_{1}=x+t_{1}(y-x)$ for some $t_{1} \in(0,1)$, and simplifying with $t_{1}$ the previous relation becomes $\left\langle u_{1}-u, y-x\right\rangle \geq \theta\left(x_{1}, x\right)\|y-x\|$ for all $u_{1} \in T x_{1}, u \in T x$.

In the same way we obtain that $\left\langle u_{2}-u_{1}, y-x\right\rangle \geq \theta\left(x_{2}, x_{1}\right)\|y-x\|$ for all $u_{2} \in T x_{2}, u_{1} \in T x_{1}$, and continuing the procedure finally we get $\left\langle v-u_{n-1}, y-\right.$ $x\rangle \geq \theta\left(y, x_{n-1}\right)\|y-x\|$ for all $v \in T y, u_{n-1} \in T x_{n-1}$. By fixing $u_{1} \in T x_{1}, u_{2} \in$ $T x_{2}, \cdots, u_{n-1} \in T x_{n-1}$, then summing term by term we obtain

$$
\langle v-u, y-x\rangle \geq \sum_{i=1}^{n} \theta\left(x_{i}, x_{i-1}\right)\|y-x\|
$$

for all $v \in T y, u \in T x$, where $x_{0}=x, x_{n}=y$. Since $\theta$ has the $(m)$ property we have $\sum_{i=1}^{n} \theta\left(x_{i}, x_{i-1}\right) \geq \theta(x, y)=\theta(y, x)$, hence $\langle v-u, y-x\rangle \geq \theta(y, x)\|y-x\|$
for all $v \in T y, u \in T x$, and the proof is complete.
In view of Definition (4.1), we say that the operator $T: X \longrightarrow 2^{X^{*}}$ is a locally central strong monotone operator, (respectively, a locally central Minty-Browder monotone operator, a locally central $C$-relaxed monotone operator), if for all $z \in$ $D(T)$ there exists an open neighborhood $U_{z} \subseteq X$ of $z$, such that the for every $x \in U_{z} \cap D(T)$ and all $u \in T x, v \in T z$ we have $\langle u-v, x-z\rangle \geq C\|x-z\|^{2}$, where $C>0$, (respectively, $\langle u-v, x-z\rangle \geq 0,\langle u-v, x-z\rangle \geq-C\|x-z\|^{2}$, where $C>0$ ).

Remark 4.6. Since $\theta(x, y)=C\|x-y\|, C \in \mathbb{R}$ has the $(m)$ property, the locally central strongly monotone, the locally central Minty-Browder monotone, respectively the locally central $C$-relaxed monotone operators are strongly monotone, Minty-Browder monotone, respectively, $C$-relaxed monotone on $D$.

Remark 4.7. Obviously we obtain the same result if in Theorem 4.5 we replace the condition of locally central $\theta$-monotonicity by the condition of strict locally central $\theta$-monotonicity, and the conclusion of $\theta$-monotonicity of the operator $T$, by the conclusion of strict $\theta$-monotonicity of the operator.

The next corollary provides the equivalence among the local central $\theta$-monotonicity, local $\theta$-monotonicity and $\theta$-monotonicity of an operator under some circumstances.

Corollary 4.8. If $T: X \longrightarrow 2^{X^{*}}$ is an operator having a convex domain $D(T)$ and if $\theta$ has the $(m)$ property on $D(T)$, then the local $\theta$-monotonicity property, the local central $\theta$-monotonicity property and the $\theta$-monotonicity property of the operator $T$ are equivalent.

The next result provides a sufficient condition for the $\theta$-monotonicity property of a single-valued operator in a Hilbert space. Let $H$ be a Hilbert space. If the operator $T: U \subseteq H \longrightarrow H$ is Frechet differentiable in $x$, than we denote by $(d T)_{x}$ its differential in $x$. Let us denote by $\mathfrak{d} \theta(x, \cdot)_{x}(y)$ the directional derivative of the function $\theta(x, \cdot): H \longrightarrow \mathbb{R}$ in $x \in D$, in direction $y \in H$, i.e.

$$
\mathfrak{d} \theta(x, \cdot)_{x}(y)=\lim _{t \downarrow 0} \frac{\theta(x, x+t y)-\theta(x, x)}{t} .
$$

We have the following result:
Theorem 4.9. Let $H$ be a real Hilbert space, $D \subseteq H$ open and convex and let $T: D \longrightarrow H$ be an operator of class $C^{1}$. Let $\theta: H \times H \longrightarrow \mathbb{R}$ be a function with the property that $\theta(x, y)=\theta(y, x)$ and $\theta(x, x)=0$ for all $x, y \in D$ and with the property that for all $x \in D$, the function $\theta(x, \cdot): H \longrightarrow \mathbb{R}$ has directional derivatives in $x \in D$ in every direction $y \in H$. If $\left\langle(d T)_{x}(y), y\right\rangle>\mathfrak{d} \theta(x, \cdot)_{x}(y)\|y\|$ for all $x \in D$ and all $y \in H$, then $T$ is strict locally central $\theta$-monotone on $D$. If in addition $\theta$ has the $(m)$ property on $D$, then $T$ is strictly $\theta$-monotone on $D$.

Proof. Let $x \in D$ be fixed. Since $\left\langle(d T)_{x}(y), y\right\rangle>\mathfrak{d} \theta(x, \cdot)_{x}(y)\|y\|$ for all $x \in D$ and all $y \in H$ we have

$$
\left\langle\lim _{t \downarrow 0} \frac{T(x+t y)-T x}{t}, y\right\rangle>\lim _{t \downarrow 0} \frac{\theta(x, x+t y)-\theta(x, x)}{t}\|y\| .
$$

In other words, there exists $\epsilon>0$ such that

$$
\left\langle\frac{T(x+t y)-T x}{t}, y\right\rangle>\frac{\theta(x, x+t y)-\theta(x, x)}{t}\|y\| \text { for all } t \in(0, \epsilon)
$$

or equivalently $\langle T(x+t y)-T x,(x+t y)-x\rangle>(\theta(x, x+t y)-\theta(x, x)) \|(x+$ $t y)-x\|=\theta(x+t y, x)\|(x+t y)-x \|$ for all $t \in(0, \epsilon)$. This latter relation shows that for all $x \in D$ there exists an open neighborhood of $x$, say $U_{x}$, such that $\langle T z-T x, z-x\rangle>\theta(z, x)\|z-x\|$ for all $z \in U_{x}$, which means that $T$ is strict locally central $\theta$-monotone on $D$.

If, in addition, $\theta$ has the $(m)$ property, according to Remark $4.7, T$ is strictly $\theta$-monotone on $D$.

Remark 4.10. Obviously, under the assumptions of Theorem 4.9, if for all $x \in D$ and all $y \in H$ we have $\left\langle(d T)_{x}(y), y\right\rangle \geq \mathfrak{d} \theta(x, \cdot)_{x}(y)\|y\|$, then $T$ is locally central $\theta$-monotone on $D$. If, in addition, $\theta$ has the $(m)$ property on $D$, then $T$ is $\theta$-monotone on $D$.

Remark 4.11. If $\theta(x, y)=C\|x-y\|$ for $C \in \mathbb{R}$, we have $\mathfrak{d} \theta(x, \cdot)_{x}(y)=C\|y\|$, thus for an operator $T: D \longrightarrow H$ of class $C^{1}$ we conclude the following:
(i) If $\left\langle(d T)_{x}(y), y\right\rangle \geq C\|y\|^{2}$ for all $y \in H$, where $C>0$, then $T$ is strongly monotone.
(ii) If $\left\langle(d T)_{x}(y), y\right\rangle \geq 0$ for all $y \in H$, then $T$ is Minty-Browder monotone.
(iii) If $\left\langle(d T)_{x}(y), y\right\rangle \geq-C\|y\|^{2}$ for all $y \in H$, where $C>0$, then $T$ is $C$-relaxed monotone.

We conclude this section with several examples of $\theta$-monotone operators. The first one provides a $\theta$-monotone operator, which is not $m$-relaxed monotone (with $m \in(0,1)$ ), premonotone or Minty-Browder monotone.

Example 4.12. Let $\theta: \mathbb{R}^{2} \times \mathbb{R}^{2} \longrightarrow \mathbb{R}, \theta((x, y),(u, v))=-\sqrt{2} \mid(x-u)+$ $(y-v) \mid$, and $T: \mathbb{R}^{2} \longrightarrow \mathbb{R}^{2}, T(x, y)=(x-y, x-y)$. Then $T$ is $\theta$-monotone, but it is not Minty-Browder monotone, premonotone or $C$-relaxed monotone with $C \in(0,1)$.

Indeed, it can be easily checked that the function $\theta$ has the $(m)$ property on $\mathbb{R}^{2}$, as well that $\mathfrak{d} \theta((x, y), \cdot)_{(x, y)}(u, v)=-\sqrt{2}|u+v|$.

Since $(d T)_{(x, y)}(u, v)=(u-v, u-v)$ it can be easily proved that

$$
\left\langle(d T)_{(x, y)}(u, v),(u, v)\right\rangle \geq \mathfrak{d} \theta((x, y), \cdot)_{(x, y)}(u, v)\|(u, v)\|
$$

According to Remark 4.10 $T$ is $\theta$-monotone.
Since $\langle T(x, y),(x, y)\rangle=x^{2}-y^{2}$ we obtain that the linear operator $T$ is not positive semi-definite, so it is not monotone in Minty-Browder sense.

Suppose that $T$ is premonotone. Then there exists a function $\sigma: \mathbb{R}^{2} \longrightarrow \mathbb{R}_{+}$such that for all $(x, y),(u, v) \in \mathbb{R}^{2}$, one has $\langle T(x, y)-T(u, v),(x, y)-(u, v)\rangle \geq-\sigma(u, v)$ $\|(x, y)-(u, v)\|$, therefore $(x-u)^{2}-(y-v)^{2} \geq-\sigma(u, v) \sqrt{(x-u)^{2}+(y-v)^{2}}$ or equivalently $\sigma(u, v) \geq \frac{(x-u)^{2}-(y-v)^{2}}{\sqrt{(x-u)^{2}+(y-v)^{2}}}$. Let $(u, v)$ be fixed and take $x=u$. Then $\sigma(u, v) \geq \frac{(y-v)^{2}}{|y-v|}$ for all $y \in \mathbb{R}$. Taking the limit $y \longrightarrow \infty$ we obtain $\sigma(u, v) \geq \infty$, a contradiction, consequently, $T$ is not premonotone.

Suppose now that $T$ is $C$-relaxed monotone, with $C \in(0,1)$, i.e. there exists $m \in(0,1)$ such that for all $(x, y),(u, v) \in \mathbb{R}^{2}$ one has $\langle T(x, y)-T(u, v),(x, y)-(u, v)\rangle \geq-C\|(x, y)-(u, v)\|^{2}$. We have $(x-u)^{2}-$ $(y-v)^{2} \geq-C\left((x-u)^{2}+(y-v)^{2}\right)$ or, equivalently, $C \geq \frac{(x-u)^{2}-(y-v)^{2}}{(x-u)^{2}+(y-v)^{2}}$. Let $(u, v)$ be fixed and take $y=v$. Then $C \geq \frac{(x-u)^{2}}{(x-u)^{2}}=1$ for all $x \in \mathbb{R}$. Contradiction, consequently $T$ is not $C$-relaxed monotone.

Recall that an operator $T: D \subseteq X \longrightarrow X^{*}$ is called quasimonotone if for all $x, y \in D,\langle T x, y-x\rangle>0$ implies $\langle T y, y-x\rangle \geq 0$. The next example provides a $\theta-$ monotone operator which is not even quasimonotone.

Example 4.13. Let be $\theta: \mathbb{R}^{2} \times \mathbb{R}^{2} \longrightarrow \mathbb{R}, \theta((x, y),(u, v))=-\sqrt{2} \mid(x-u)+$ $3(y-v) \mid$, and $T: \mathbb{R}^{2} \longrightarrow \mathbb{R}^{2}, T(x, y)=(x+2 y, 2 x+3 y)$. Then $T$ is $\theta$-monotone, but it is not even quasimonotone.

Indeed, it can be easily checked that the function $\theta$ has the $(m)$ property on $\mathbb{R}^{2}$, as well that $\mathfrak{d} \theta((x, y), \cdot)_{(x, y)}(u, v)=-\sqrt{2}|u+3 v|$. Since $(d T)_{(x, y)}(u, v)=$ $(u+2 v, 2 u+3 v)$, it can be easily proved that

$$
\left\langle(d T)_{(x, y)}(u, v),(u, v)\right\rangle \geq \mathfrak{d} \theta((x, y), \cdot)_{(x, y)}(u, v)\|(u, v)\|
$$

According to Remark 4.10, $T$ is $\theta$-monotone.
On the other hand, let $(x, y)=\left(-\frac{1}{2}, \frac{1}{4}\right)$ and $(u, v)=\left(\frac{1}{4},-\frac{1}{8}\right)$. Then $\langle T(x, y),(u, v)-(x, y)\rangle=\frac{3}{32}>0$ and $\langle T(u, v),(u, v)-(x, y)\rangle=-\frac{3}{64}<0$, which shows that $T$ it is not quasimonotone.

The next example provides a nonlinear $\theta$-monotone operator.

Example 4.14. Let $T: \mathbb{R}^{2} \longrightarrow \mathbb{R}^{2}, T(x, y)=\left(-y, x^{2}\right)$ and $\theta: \mathbb{R}^{2} \times \mathbb{R}^{2} \longrightarrow$ $\mathbb{R}, \theta((x, y),(u, v))=-\frac{|x+u-1|}{2} \sqrt{(x-u)^{2}+(y-v)^{2}}$. Then $T$ is $\theta$-monotone but it is not monotone in Minty-Browder sense.

Indeed, since $\langle T(x, y)-T(u, v),(x, y)-(u, v)\rangle=(x+u-1)(x-u)(y-v)$, which obviously is not always nonnegative, we obtain that $T$ it is not monotone in Minty-Browder sense. It can be easily checked that $(x+u-1)(x-u)(y-v) \geq$ $-\frac{|x+u-1|}{2}\left((x-u)^{2}+(y-v)^{2}\right)$, hence $\langle T(x, y)-T(u, v),(x, y)-(u, v)\rangle \geq$ $\theta((x, y),(u, v))\|(x, y)-(u, v)\|$.

## 5. $\theta$-Convex Functions

In this section we introduce the concept of $\theta$-convexity for real valued functions in Hilbert spaces. This concept generalizes some convexity notions known in literature, such as strong convexity and $\epsilon$-convexity. We will show that this notion is strongly connected with the notion of $\theta$-monotonicity, namely that a differentiable $\theta$-convex function has as differential a $2 \theta$-monotone operator with the same $\theta$. Further, we will give an analytical condition upon $\theta$ that provides the $\theta$-convexity of a differentiable real valued function. Everywhere in the sequel $D$ denotes an open and convex subset of a real Hilbert space $H$, while the Frechet differential of a function $f: D \longrightarrow \mathbb{R}$ at $x \in D$ will be identified with $\nabla f(x)$.

Definition 5.1. Let $\theta: D \times D \longrightarrow \mathbb{R}$ be a given function with the property that $\theta(x, y)=\theta(y, x)$ for all $x, y \in D$. One says that the function $f: D \longrightarrow \mathbb{R}$ is $\theta$-convex, if for all $x, y \in D$ and all $z \in(x, y)$ we have

$$
\begin{equation*}
\frac{f(z)-f(x)}{\|z-x\|}+\frac{f(z)-f(y)}{\|z-y\|}+\theta(x, z)+\theta(z, y) \leq 0 \tag{8}
\end{equation*}
$$

It can be easily observed that $(8)$ is equivalent to $f((1-t) x+t y) \leq(1-$ $t) f(x)+t f(y)-t(1-t)(\theta(x,(1-t) x+t y)+\theta((1-t) x+t y, y))\|x-y\|$, for all $t \in[0,1]$ and all $x, y \in D$. Obviously, if $\theta(x, y)=\frac{c}{2}\|x-y\|$ for all $x, y \in D$ where $c \in \mathbb{R}_{+} \backslash\{0\}$, we obtain the concept of strong convexity on $D$, while if $\theta(x, y)=0$ for all $x, y \in D$, we obtain the concept of "classical" convexity on $D$.

One may ask what happens if in (8) we replace $\theta(x, z)+\theta(z, y)$ with $\theta(x, y)$. In this case a new notion of convexity defined by means of the function $\theta$, the so called weak $\theta$-convexity is obtained.

Definition 5.2. We say that the function $f: D \longrightarrow \mathbb{R}$ is weak $\theta$-convex if for all $x, y \in D$ and all $z \in(x, y)$ we have

$$
\begin{equation*}
\frac{f(z)-f(x)}{\|z-x\|}+\frac{f(z)-f(y)}{\|z-y\|}+\theta(x, y) \leq 0 \tag{9}
\end{equation*}
$$

It can be easily observed that $(9)$ is equivalent to $f((1-t) x+t y) \leq(1-$ t) $f(x)+t f(y)-t(1-t) \theta(x, y)\|x-y\|$, for all $t \in[0,1]$ and all $x, y \in D$.

We say that the function $f: D \longrightarrow \mathbb{R}$ is locally $\theta$-convex, respectively, locally weak $\theta$-convex, if for every $x_{0} \in D$ there exists an open and convex neighborhood $U_{x_{0}} \subseteq D$ of $x_{0}$ such that the restriction of $f$ on $U_{x_{0}},\left.f\right|_{U_{x_{0}}}$ is $\theta$-convex, respectively weak $\theta$-convex.

It can be easily observed, that in the case of $\theta(x, y)=C\|x-y\|$, where $C \in \mathbb{R}$, the notions of $\theta$-convexity and of weak $\theta$-convexity coincides. Even more, if $\theta(x, z)+\theta(z, y)=\theta(x, y)$ for all $x, y \in D, x \neq y, z \in(x, y)$, then the notions of $\theta$-convexity and weak $\theta$-convexity coincide. Obviously, if $\theta$ has the $(m)$ property, then $\theta$-convexity for a function implies its weak $\theta$-convexity.

A local convexity notion, the so called approximate convexity (see for instance $[6,7]$ ), is well known in literature. Recall that the function $f: D \longrightarrow \mathbb{R}$ is called approximately convex, if for all $\epsilon>0$ and all $x_{0} \in D$ there exists $\delta>0$, such that for every $x, y \in B\left(x_{0}, \delta\right)$ and $t \in(0,1)$ one has

$$
f((1-t) x+t y) \leq(1-t) f(x)+t f(y)+\epsilon t(1-t)\|x-y\|
$$

This notion is closely related to the notion of submonotonicity, i.e. a differentiable function is approximately convex if and only if its differential is submonotone.

It is easy to prove, that if $\theta$ is lower semicontinuous in $(x, x)$ and $\theta(x, x) \geq 0$ for all $x \in D$, then a locally $\theta$-convex, respectively, a locally weak $\theta$-convex function is actually approximately convex. Indeed, according to the proof of Proposition 4.2 in Section 4, for all $\epsilon>0$ there exists $\delta>0$ such that $\theta(x, y) \geq-\frac{\epsilon}{2}$, respectively $\theta(x, y) \geq-\epsilon$ for all $x, y \in B\left(x_{0}, \delta\right) \subseteq U_{x_{0}}$, where $U_{x_{0}}$ is an open neighborhood of $x_{0}$ where $\theta$-convexity, respectively weak $\theta$-convexity holds.

Since the function $\theta(x, y)=C\|x-y\|$, where $C \in \mathbb{R}$ is lower semicontinuous and $\theta(x, x)=0$, any $\theta$-convex function with $\theta(x, y)=C\|x-y\|$ is actually approximately convex.

If $\theta(x, y)=-C\|x-y\|^{\gamma-1}$, with $C>0$ and $\gamma>1$, then $\theta$ is lower semicontinuous and $\theta(x, x)=0$. In this case a weak $\theta$-convex function is called $\gamma$-paraconvex, (see [17]), i.e.

$$
\begin{aligned}
f((1-t) x+t y) \leq & (1-t) f(x)+t f(y)+C t(1-t)\|x-y\|^{\gamma} \\
& \text { for all } t \in[0,1] \text { and all } x, y \in D .
\end{aligned}
$$

It follows that a $\gamma$-paraconvex function is approximately convex.
The next result connects the $\theta$-convexity property of a differentiable function with the $2 \theta$-monotonicity property of its differential.

Proposition 5.3. If $f: D \longrightarrow \mathbb{R}$ is a differentiable $\theta$-convex function, where $\theta(x, \cdot): D \longrightarrow \mathbb{R}$ is radially continuous and $\theta(x, x)=0$ for all $x \in D$, then $\nabla f$
is $2 \theta$-monotone, with the same $\theta$. If $D=X$ and $\nabla f$ is hemicontinuous, then $\nabla f$ is maximal $2 \theta$-monotone.

Proof. Let be $x, y \in D, x \neq y$. Since $f$ is $\theta$-convex, we have $f((1-t) x+t y) \leq$ $(1-t) f(x)+t f(y)-t(1-t)(\theta(x,(1-t) x+t y)+\theta((1-t) x+t y, y))\|x-y\|$ for all $t \in[0,1]$. This latter relation can be written as $\frac{f(x+t(y-x))-f(x)}{t} \leq$ $f(y)-f(x)-(1-t)(\theta(x,(1-t) x+t y)+\theta((1-t) x+t y, y))\|x-y\|$ for all $t \neq 0$, and taking the limit $t \downarrow 0$ we obtain that $\langle\nabla f(x), y-x\rangle \leq f(y)-f(x)-(\theta(x, x)+$ $\theta(x, y))\|x-y\|=f(y)-f(x)-\theta(x, y)\|x-y\|$. In the same way we obtain that $\langle\nabla f(y), x-y\rangle \leq f(x)-f(y)-\theta(y, x)\|y-x\|=f(x)-f(y)-\theta(x, y)\|x-y\|$. By summing the two relations we get $\langle\nabla f(y)-\nabla f(x), y-x\rangle \geq 2 \theta(y, x)\|y-x\|$.

If $D=X$ and $\nabla f$ is hemicontinuous, then the result follows from Proposition 3.9 .

Remark 5.4. If $f: D \longrightarrow \mathbb{R}$ is a differentiable $\theta$-convex function, where $\theta(x, \cdot): D \longrightarrow \mathbb{R}$ is radially continuous and $\theta(x, x)=0$ for all $x \in D$, one has, as follows from the proof of Proposition 5.3, that $\langle\nabla f(x), y-x\rangle \leq f(y)-f(x)-$ $\theta(x, y)\|x-y\|$ for all $x, y \in D$. The converse statement also holds under milder assumptions.

Proposition 5.5. Let $f: D \longrightarrow \mathbb{R}$ be a differentiable function. If for all $x, y \in D\langle\nabla f(x), y-x\rangle \leq f(y)-f(x)-\theta(x, y)\|x-y\|$, then $f$ is $\theta$-convex.

Proof. Let $z=(1-t) x+t y=x+t(y-x), t \in[0,1]$. We have $f(x) \geq$ $f(z)+\langle\nabla f(z), x-z\rangle+\theta(x, z)\|z-x\|$ and $f(y) \geq f(z)+\langle\nabla f(z), y-z\rangle+$ $\theta(z, y)\|y-z\|$. Multiplying the first inequality by $1-t$ and the second one by $t$ and summing we obtain $(1-t) f(x)+t f(y) \geq f(z)+\langle\nabla f(z),(1-t) x+$ $t y-z\rangle+(1-t) \theta(x, z)\|z-x\|+t \theta(z, y))\|y-z\|$. But $(1-t) x+t y-z=$ 0 and $\|z-x\|=t\|x-y\|,\|y-z\|=(1-t)\|x-y\|$, therefore we obtain $(1-t) f(x)+t f(y) \geq f((1-t) x+t y)+(1-t) t(\theta(x, z)+\theta(z, y))\|x-y\|$, which shows that $f$ is $\theta$-convex.

Next we will give a condition involving the function $\theta$, such that the $2 \theta-$ monotonicity of the differential of a differentiable function provides the $\theta$-convexity property of that function.

Theorem 5.6. If $f: D \longrightarrow \mathbb{R}$ is a continuously differentiable function, the function $s:[0,1] \longrightarrow \mathbb{R}, s(t)=\theta(x, x+t(y-x))$ is integrable with $\int_{0}^{1} s(t) d t \geq \frac{\theta(x, y)}{2}$ for all $x, y \in D, x \neq y$, and $\nabla f$ is $2 \theta$-monotone, then $f$ is $\theta$-convex.

Proof. For $x, y \in D, x \neq y$, let be $g:[0,1] \longrightarrow \mathbb{R}, g(t)=f(x+t(y-x))$. Then $g^{\prime}(t)=\langle\nabla f(x+t(y-x)), y-x\rangle, t \in(0,1)$ and $g^{\prime}(0)=\lim _{t \downarrow 0} g^{\prime}(t)=\langle\nabla f(x), y-x\rangle$.

We get $g^{\prime}(t)-g^{\prime}(0)=\langle\nabla f(x+t(y-x))-\nabla f(x), y-x\rangle=\frac{1}{t}\langle\nabla f(x+t(y-$ $x))-\nabla f(x),(x+t(y-x))-x\rangle$ and according to the $2 \theta$-monotonicity of $\nabla f$ we obtain $g^{\prime}(t)-g^{\prime}(0) \geq 2 \theta(x, x+t(y-x))\|x-y\|$.

On the other hand $f(y)-f(x)-\langle\nabla f(x), y-x\rangle=g(1)-g(0)-g^{\prime}(0)=$ $\int_{0}^{1}\left[g^{\prime}(t)-g^{\prime}(0)\right] d t$, therefore $f(y)-f(x)-\langle\nabla f(x), y-x\rangle \geq 2 \int_{0}^{1} \theta(x, x+t(y-$ $x))\|x-y\| d t \geq \theta(x, y)\|x-y\|$. The statement follows from Proposition 5.5.

If $\theta(x, y)=C\|x-y\|$, where $C \in \mathbb{R}$, we have that $s(t)=C t\|y-x\|$ is integrable on $[0,1]$ and $\int_{0}^{1} s(t) d t=\frac{\theta(x, y)}{2}=\frac{C}{2}\|y-x\|$ for all $x, y \in D, x \neq y$, even more $\theta(x, \cdot): D \xrightarrow{\longrightarrow}$ is radially continuous and $\theta(x, x)=0$ for all $x \in D$. Thus according to Proposition 5.3 and Theorem 5.6 we conclude the following:

Proposition 5.7. Let be $\theta(x, y)=C\|x-y\|$, with $C \in \mathbb{R}$. A differentiable function $f: D \longrightarrow \mathbb{R}$ is $\theta$-convex, if and only if $\nabla f$ is $2 \theta$-monotone.

Remark 5.8. If the function $\theta(x, \cdot)$ is concave and $\theta(x, x)=0$ then $\int_{0}^{1} \theta(x, x+$ $t(y-x)) d t \geq \frac{\theta(x, y)}{2}$ for all $x, y \in D, x \neq y$.

Indeed, since $\theta(x, \cdot)$ is concave and $\theta(x, x)=0$ we have $\theta(x, x+t(y-x)) \geq$ $(1-t) \theta(x, x)+t \theta(x, y)=t \theta(x, y)$ for all $t \in[0,1]$. Consequently, $\int_{0}^{1} \theta(x, x+$ $t(y-x)) d t \geq \int_{0}^{1} t \theta(x, y) d t=\frac{\theta(x, y)}{2}$.

Corollary 5.9. Let $f: D \longrightarrow \mathbb{R}$ be a differentiable function, $\theta(x, \cdot)$ concave and $\theta(x, x)=0$ for all $x \in D$. The following assertions are true:
(a) If $f$ is locally $\theta$-convex, then $\nabla f$ is $2 \theta$-monotone.
(b) If $\nabla f$ is locally $2 \theta$-monotone, then $f$ is $\theta$-convex.

Proof. a) Suppose that $f$ is locally $\theta$-convex. By Proposition 5.3, $\nabla f$ is locally $2 \theta$-monotone and, according to Remark 4.4, the function $\theta$ has the $(m)$ property. The result follows from Theorem 4.5.
b) Suppose that $\nabla f$ is locally $2 \theta$-monotone. Since $\theta$ has the $(m)$ property, from Theorem 4.5 we obtain that $\nabla f$ is $2 \theta$-monotone. According to Remark 5.8, $\int_{0}^{1} \theta(x, x+t(y-x)) d t \geq \frac{\theta(x, y)}{2}$ for all $x, y \in D, x \neq y$. The result follows from Theorem 5.6.

Obviously, for a differentiable and weak $\theta$-convex function Proposition 5.3 can be reformulated as follows:

Proposition 5.10. If $f: D \longrightarrow \mathbb{R}$ is a differentiable and weak $\theta$-convex function, then $\nabla f$ is $2 \theta$-monotone, with the same $\theta$.

The proof is identical to the proof of Proposition 5.3, therefore we omit it.
Remark 5.11. If in Proposition $5.5 \theta$ has in addition the $(m)$ property on $D$, it follows that the condition $\langle\nabla f(x), y-x\rangle \leq f(y)-f(x)-\theta(x, y)\|x-y\|$ for all $x, y \in D$, provides the weak $\theta$-convexity of $f$, since in this case a $\theta$-convex function is weak $\theta$-convex. In the same manner we conclude that the assumptions of Theorem 5.6 , in the case when $\theta$ has the $(m)$ property on $D$, provides the weak $\theta$-convexity of $f$.

In the case of $\gamma$-paraconvex functions, one has to define $\theta(x, y)=-C \| x-$ $y \|^{\gamma-1}$, where $C>0$ and $\gamma>1$, hence $\theta$ has the $(m)$ property on $D$ if and only if $\gamma \geq 2$. In this case, from Theorem 5.6 and Remark 5.11 it follows that a function having its differential a $\gamma$-paramonotone operator is $\gamma-$ paraconvex. Indeed, we have $\int_{0}^{1} s(t) d t=\int_{0}^{1}-C\|x-y\|^{\gamma-1} t^{\gamma-1} d t=\frac{-C\|x-y\|^{\gamma-1}}{\gamma} \geq$ $\frac{-C\|x-y\|^{\gamma-1}}{2}=\frac{\theta(x, y)}{2}$.

If $\theta(x, y)=-\frac{\epsilon}{2}$, respectively $\theta(x, y)=-\epsilon$ for all $x, y \in D$, where $\epsilon>0$ then a $\theta$-convex, respectively, a weak $\theta$-convex function is called $\epsilon$-convex (see [10, 17]), i.e.
$f((1-t) x+t y) \leq(1-t) f(x)+t f(y)+\epsilon t(1-t) \| x-y$ for all $t \in[0,1]$ and all $x, y \in D$.

This notion is closely related to the notion of $\epsilon$-monotonicity, namely, a differentiable function $f$ is $\epsilon$-convex, if and only if $\nabla f$ is $2 \epsilon$-monotone.

However, the only if part of this result does not follow nor from Theorem 5.6 neither from Remark 5.11, since in this case $\int_{0}^{1}-\frac{\epsilon}{2} d t=-\frac{\epsilon}{2}<\frac{\theta(x, y)}{2}$ for all $x, y \in D$ and $\theta$ does not have the $(m)$ property on $D$. The next theorem solves this problem, as we will see further.

Theorem 5.12. If $f: D \longrightarrow \mathbb{R}$ is a differentiable function, and the function $\theta$ has the property that $2 \theta(u, v) \geq \theta(x, z)+\theta(z, y)$ for all $x, y \in D, x \neq y, z \in$ $(x, y), u \in(x, z), v \in(z, y)$, and $\nabla f$ is $2 \theta$-monotone, then $f$ is $\theta$-convex.

Proof. Let be $x, y \in D, x \neq y$ and $z \in(x, y)$. According to the mean value theorem, there exists $u \in(x, z)$ such that $f(z)-f(x)=\langle\nabla f(u), z-x\rangle$ and there exists $v \in(z, y)$ such that $f(z)-f(y)=\langle\nabla f(v), z-y\rangle$. Using these relations we obtain
(10) $\frac{f(z)-f(x)}{\|z-x\|}+\frac{f(z)-f(y)}{\|z-y\|}=\left\langle\nabla f(u), \frac{z-x}{\|z-x\|}\right\rangle+\left\langle\nabla f(v), \frac{z-y}{\|z-y\|}\right\rangle$

Since $z=x+t(y-x)$ for some $t \in(0,1)$, we get $\frac{z-x}{\|z-x\|}=\frac{y-x}{\|y-x\|}$ and $\frac{z-y}{\|z-y\|}=-\frac{y-x}{\|y-x\|}$, and since $u=x+s(y-x), v=x+p(y-x)$ for some $s, p \in[0,1], p>s$ we obtain that $\frac{y-x}{\|y-x\|}=-\frac{u-v}{\|u-v\|}$.

Therefore (10) becomes

$$
\frac{f(z)-f(x)}{\|z-x\|}+\frac{f(z)-f(y)}{\|z-y\|}=\left\langle\nabla f(u),-\frac{u-v}{\|u-v\|}\right\rangle+\left\langle\nabla f(v), \frac{u-v}{\|u-v\|}\right\rangle
$$

Using the $2 \theta$-monotonicity of $\nabla f$ from the assumptions we obtain

$$
\frac{f(z)-f(x)}{\|z-x\|}+\frac{f(z)-f(y)}{\|z-y\|} \leq-2 \theta(u, v) \leq-\theta(x, z)-\theta(z, y)
$$

Remark 5.13. If $\theta(x, y)=-\frac{\epsilon}{2}$ we have that $2 \theta(u, v)=\theta(x, z)+\theta(z, y)$, therefore, if a differentiable function $f$ has its differential a $2 \epsilon-$ monotone operator, then $f$ is $\epsilon$-convex.

The next results connect the $\theta$-convexity of a function with an analytical condition upon its Hessian.

Proposition 5.14. Let $f \in C^{2}(D)$ be a $\theta$-convex function, where $\theta(x, \cdot)$ : $D \longrightarrow \mathbb{R}$ is radially continuous and $\theta(x, x)=0$ for all $x \in D$. If in addition, the function $\theta(x, \cdot)$ has directional derivatives in every $y \in H$, then $\left\langle\nabla^{2} f(x) y, y\right\rangle \geq$ $2 \mathfrak{d} \theta(x, \cdot)_{x}(y)\|y\|$ for all $x \in D$ and all $y \in H$.

Proof. Since the conditions in Remark 5.4 are satisfied, we have $f(x+t y)-$ $f(x) \geq t\langle\nabla f(x), y\rangle+t \theta(x, x+t y)\|y\|$, for all $x \in D$, all $y \in H$ and all $t>0$ such that $x+t y \in D$. On the other hand, from Taylor's formula we obtain $f(x+t y)=$ $f(x)+t\langle\nabla f(x), y\rangle+\frac{1}{2} t^{2}\left\langle\nabla^{2} f(x) y, y\right\rangle+o\left(\|t y\|^{2}\right)$, where $\lim _{t \searrow 0} \frac{o\left(\|t y\|^{2}\right)}{t^{2}}=0$.

These two relations lead to $\frac{1}{2} t^{2}\left\langle\nabla^{2} f(x) y, y\right\rangle+o\left(\|t y\|^{2}\right) \geq t \theta(x, x+t y)\|y\|$, while dividing by $t^{2}$ we obtain $\left\langle\nabla^{2} f(x) y, y\right\rangle+\frac{o\left(\|t y\|^{2}\right)}{t^{2}} \geq 2 \frac{\theta(x, x+t y)\|y\|}{t}=$ $2 \frac{(\theta(x, x+t y)-\theta(x, x))\|y\|}{t}$. Taking the limit $t \searrow 0$ we obtain

$$
\left\langle\nabla^{2} f(x) y, y\right\rangle \geq 2 \mathfrak{d} \theta(x, \cdot)_{x}(y)\|y\|
$$

The converse also holds under some supplementary assumptions.

Proposition 5.15. Let $f \in C^{2}(D)$ and let the function $s:[0,1] \longrightarrow \mathbb{R}, s(t)=$ $\theta(x, x+t(y-x))$ be integrable with $\int_{0}^{1} s(t) d t \geq \frac{\theta(x, y)}{2}$ for all $x, y \in D$. If, in addition, $\theta$ has the $(m)$ property, $\theta(x, x)=0$ for all $x \in D$ and $\left\langle\nabla^{2} f(x) y, y\right\rangle \geq$ $2 \mathfrak{d} \theta(x, \cdot)_{x}(y)\|y\|$ for all $x \in D$ and all $y \in H$, then $f$ is $\theta$-convex.

Proof. The statement follows from Theorem 4.9 and Theorem 5.6.
Corollary 5.16. If $\theta(x, \cdot)$ is concave and $\theta(x, x)=0$, then the condition $\left\langle\nabla^{2} f(x) y, y\right\rangle \geq 2 \mathfrak{d} \theta(x, \cdot)_{x}(y)\|y\|$ for all $x \in D$ and all $y \in H$, provides that $f$ is $\theta$-convex.

Proof. According to Remark 4.4 and Remark 5.8 the assumptions of Proposition 5.15 are satisfied.

Recall that a function $f: D \longrightarrow \mathbb{R}$ is called quasiconvex on $D$, if for all $x, y \in D$ and all $z \in[x, y], f(z) \leq \max \{f(x), f(y)\}$. In what follows we will give an example of a $\theta$-convex function which is not even quasiconvex.

Example 5.17. Let $\theta: \mathbb{R}^{2} \times \mathbb{R}^{2} \longrightarrow \mathbb{R}, \left.\theta((x, y),(u, v))=-\frac{\sqrt{2}}{2} \right\rvert\,(x-u)+$ $3(y-v) \mid$ and $f: \mathbb{R}^{2} \longrightarrow \mathbb{R}, f(x, y)=\frac{x^{2}}{2}+2 x y+\frac{3 y^{2}}{2}$. Then $f$ is $\theta-$ convex but it is not even quasiconvex.

Since the function $f$ is differentiable, its differential may be identified by the gradient operator $\nabla f(x, y)=(x+2 y, 2 x+3 y)$, which is a $2 \theta$-monotone operator as we have seen in the Example 4.13. It can be easily proved that the function $s:[0,1] \longrightarrow \mathbb{R}, s(t)=\theta((x, y),(x, y)+t((u, v)-(x, y)))$ satisfies $\int_{0}^{1} s(t) d t=$ $\frac{\theta((x, y),(u, v))}{2}$ for all $x, y \in D, x \neq y$, therefore, according to Theorem 5.6, the function $f$ is $\theta$-convex.

On the other hand $f(0,0)=0, f\left(\frac{1}{2},-\frac{1}{4}\right)=-\frac{1}{32}$ and $f\left(-\frac{1}{4}, \frac{1}{8}\right)=-\frac{1}{128}$, and since

$$
(0,0)=\left(\frac{1}{2},-\frac{1}{4}\right)+\frac{2}{3}\left(\left(-\frac{1}{4}, \frac{1}{8}\right)-\left(\frac{1}{2},-\frac{1}{4}\right)\right)
$$

we obtain $f(0,0)>\max \left\{f\left(\frac{1}{2},-\frac{1}{4}\right), f\left(-\frac{1}{4}, \frac{1}{8}\right)\right\}$, which shows that $f$ it is not quasiconvex.

## 6. Applications to Surjectivity Results

In what follows we will provide some surjectivity results involving $\theta$-monotone operators in the case when $X=\mathbb{R}^{n}$.

Recall that an operator having $\|\cdot\| \times\|\cdot\|$ closed graph in $X \times X^{*}$ is called outer semi-continuous. The operator $T: \longrightarrow 2^{X^{*}}$ is called coercive, if

$$
\lim _{\|x\|} \frac{\inf _{u \in T x}\langle u, x\rangle}{\|x\|}=\infty
$$

We need the following theorem proved in [9]:
Theorem 6.1. If $T: \mathbb{R}^{n} \longrightarrow 2^{\mathbb{R}^{n}}$ is a locally bounded, convex-valued, coercive and outer semi-continuous operator, as well as $D(T)=\mathbb{R}^{n}$, then $T$ is surjective.

Obviously if the operator $T$ is $\theta$-monotone, then $T+\lambda I$ is $\theta$-monotone (with the same $\theta$ ), for all $\lambda>0$, where $I$ denotes the identity operator. Even more, $T+\lambda I$ is $\theta^{\prime}$ monotone, with $\theta^{\prime}(x, y)=\theta(x, y)+\lambda\|x-y\|$.

Theorem 6.2. If the operator $T: \mathbb{R}^{n} \longrightarrow 2^{\mathbb{R}^{n}}$ is $\theta$-monotone, convex valued, outer semi-continuous and $D(T)=\mathbb{R}^{n}$, as well as the function $\theta(\cdot, y): \mathbb{R}^{n} \longrightarrow \mathbb{R}$ is lower semicontinuous for all $y \in \mathbb{R}^{n}$ and the function $\theta(\cdot, 0): \mathbb{R}^{n} \longrightarrow \mathbb{R}$ is bounded below, then $T+\lambda I$ is surjective for all $\lambda>0$.

Proof. Obviously $T+\lambda I$ is $\theta$-monotone for every $\lambda>0$ and, according to Theorem 2.5 , it is locally bounded in the interior of $D(T+\lambda I)$. Since $D(T)=\mathbb{R}^{n}$, we get that $D(T+\lambda I)=\mathbb{R}^{n}$, therefore $T+\lambda I$ is locally bounded on $\mathbb{R}^{n}$.

Easily can be checked, that $T+\lambda I$ is outer semi-continuous and convex valued. Remains to show the coercivity. Let be $v \in T(0)$. Then for all $x \in$ $\mathbb{R}^{n}, \inf _{w \in(T+\lambda I)(x)}\langle w, x\rangle=\inf _{u \in T x}\langle u+\lambda x, x\rangle=\inf _{u \in T x}\langle u, x\rangle+\lambda\|x\|^{2}=$ $\inf _{u \in T x}\langle u-v, x-0\rangle+\langle v, x\rangle+\lambda\|x\|^{2} \geq \theta(x, 0)\|x\|-\|v\|\|x\|+\lambda\|x\|^{2}$. Dividing by $\|x\|$ and taking the limit $\|x\| \longrightarrow \infty$ we obtain:

$$
\lim _{\|x\| \longrightarrow \infty} \frac{\inf _{u \in T x}\langle u+\lambda x, x\rangle}{\|x\|} \geq \lim _{\|x\| \longrightarrow \infty}(\lambda\|x\|+\theta(x, 0)-\|v\|)=\infty
$$

The next Minty's type theorem ensures the surjectivity of $T+\lambda I$, when $T$ is maximal $\theta$-monotone.

Theorem 6.3. Let $T: \mathbb{R}^{n} \longrightarrow 2^{\mathbb{R}^{n}}$ be a maximal $\theta$-monotone operator with $D(T)=\mathbb{R}^{n}$. If $\theta(\cdot, y): \mathbb{R}^{n} \longrightarrow \mathbb{R}$ is lower semicontinuous for all $y \in \mathbb{R}^{n}$ and the function $\theta(\cdot, 0): \mathbb{R}^{n} \longrightarrow \mathbb{R}$ is bounded below, then the operator $T+\lambda I$ is surjective for all $\lambda>0$.

Proof. As we have seen, in this case $T$ is locally bounded on $\operatorname{int} D(T)=\mathbb{R}^{n}$, as well as, according to Theorem 3.6 and Proposition 3.8 , it is convex-valued and outer semi-continuous. In the proof of the precedent theorem we have shown, that in such case, $T+\lambda I$ is locally bounded, convex-valued, outer semi-continuous and coercive. Since $D(T+\lambda I)=\mathbb{R}^{n}$, according to Theorem $6.1, T+\lambda I$ is surjective.

## 7. Final Remarks and Comments

Since the concepts of $\theta$-monotonicity and $\theta$-convexity contain many monotonicity, respectively, convexity concepts as particular cases, the possibilities of further investigations are considerable.

For instance, it is natural to introduce a new subdifferential concept, the so-called $\theta$-subdifferential.

Let $X$ be a real Banach space and $f: X \longrightarrow \mathbb{R} \cup\{\infty\}$ a proper function. One says that $x^{*} \in X^{*}$ is a $\theta$-subgradient of $f$ in $x \in \operatorname{dom}(f)=\{x \in X: f(x)<\infty\}$, if $\left\langle x^{*}, y-x\right\rangle \leq f(y)-f(x)-\theta(x, y)\|x-y\|,(\forall) y \in X$. The set

$$
\partial_{\theta} f(x)=\left\{x^{*} \in X^{*}:\left\langle x^{*}, y-x\right\rangle \leq f(y)-f(x)-\theta(x, y)\|x-y\|,(\forall) y \in X\right\}
$$

is called the $\theta$-subdifferential of $f$ at $x \in \operatorname{dom}(f)$.
According to the proof of Proposition 5.3, if $f: X \longrightarrow \mathbb{R}$ is a differentiable, $\theta$-convex function, where $\theta(x, \cdot): D \longrightarrow \mathbb{R}$ is radially continuous and $\theta(x, x)=0$ for all $x \in \operatorname{dom}(f)$, then $\langle\nabla f(x), y-x\rangle \leq f(y)-f(x)-\theta(x, y)\|x-y\|$ for all $y \in X$, which shows that in this case $\nabla f(x) \in \partial_{\theta} f(x)$. Moreover if $\nabla f$ is hemicontinuous then $\nabla f$ is maximal $2 \theta$-monotone.

It is easy to check that $\partial_{\theta} f: X \rightarrow 2^{X^{*}}$ is a $2 \theta$-monotone operator. Indeed let $x^{*} \in \partial_{\theta} f(x), y^{*} \in \partial_{\theta} f(y)$. Then $\left\langle x^{*}, y-x\right\rangle \leq f(y)-f(x)-\theta(x, y)\|x-y\|$ and $\left\langle y^{*}, x-y\right\rangle \leq f(x)-f(y)-\theta(y, x)\|y-x\|$, which added give us $\left\langle y^{*}-x^{*}, y-x\right\rangle \geq$ $2 \theta(x, y)\|x-y\|$.

It is worthwhile to investigate in the future the properties of this new subdifferential concept, due to the fact that the concept of cyclically $\theta$-monotonicity may be introduced as well. One says that the operator $T: X \longrightarrow 2^{X^{*}}$ is cyclically $\theta$-monotone, if for all integer $n \geq 2$ and for arbitrary cycle $x_{0}, x_{1}, \ldots, x_{n}=x_{0}$ and $u_{i} \in T x_{i}, i=1,2, \ldots, n$, we have

$$
\sum_{i=1}^{n}\left\langle u_{i-1}, x_{i-1}-x_{i}\right\rangle \geq \sum_{i=1}^{n} \theta\left(x_{i-1}, x_{i}\right)\left\|x_{i-1}-x_{i}\right\|
$$

From here comes a new idea for future investigations, namely to establish conditions on $\theta$ such that the generalization of celebrated result of Rockafellar remain true (see [21]): a lower semicontinuous proper function is $\theta$-convex, if and only if
its subdifferential a maximal cyclically $\theta$-monotone operator. The works $[6,10,23]$ are excellent starting points to develop these ideas.
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