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CONDITIONING OF STATE FEEDBACK POLE ASSIGNMENT
PROBLEMS

Eric King-Wah Chu*, Chang-Yi Weng,
Chern-Shuh Wang and Ching-Chang Yen

Abstract. In [26, 27, 35], condition numbers and perturbation bounds were
produced for the state feedback pole assignment problem (SFPAP), for the
single- and multi-input cases with simple closed-loop eigenvalues. In this
paper, we consider the same problem in a different approach with weaker as-
sumptions, producing simpler condition numbers and perturbation results. For
the SFPAP, we shall show that the absolute condition number κ ≤ c0‖B†‖[
κX +

(
1 + ‖F ‖2

)1/2
]
, where the closed-loop system matrix A + BF =

XΛX−1, the closed-loop spectrum in Λ is pre-determined, κX ≡ ‖X‖‖X−1‖,
the operators Pc(·) ≡ (A + BF )(·) − (·)Λ and N (·) ≡ (I − BB†)Pc(·),
and c0 ≡ ‖I(·) − Pc

[N †(I − BB†)(·)] ‖. With cB ≡ ‖B‖‖B†‖ and c1 ≡
(‖B‖‖F ‖)−1, the relative condition number κr ≤ c0cB [c1κX‖Λ‖+(
c2
1‖A‖2 + 1

)1/2
]
. With B well-conditioned and Λ well chosen, κ and κr

can be small even when Λ (not necessary in Jordan form) possesses defective
eigenvalues, depending on c0. Consequently, the SFPAP is not intrinsically
ill-conditioned. Similar results were obtained in [23], although differentiabil-
ity was not established for its local perturbation analysis. Simple as well as
general multiple closed-loop eigenvalues are treated.

1. INTRODUCTION

Let (A, B) denote the control system

(1) ẋ = Ax + Bu

with the open-loop system matrix A ∈ Rn×n and the input matrix B ∈ Rn×m.
Without loss of generality, let us assume that B ≡ [b1, · · · , bm] is full-ranked. The
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state feedback pole assignment problem (SFPAP) seeks a control matrix F ∈ Rm×n

such that the closed-loop system matrix Ac = A+BF has a prescribed eigenvalues
or poles. Equivalently, we are seeking the control matrix F such that

(2) (A + BF )X = XΛ

for some given Λ with desirable poles and nonsingular matrix X . Notice that Λ does
not have to be in Jordan form, as in [26, 27, 35], and X can be well-conditioned
even with defective multiple eigenvalues in some well-chosen Λ. This is similar
in spirit to the “synthesis problem” in [23]. The choice of Λ will be important
in our discussion. (In [3, 5, 36], parts of Λ in Schur form are chosen within
the algorithms.) The SFPAP is solvable for arbitrary closed-loop spectrum when
(A, B) is controllable, i.e., when [sI −A, B] (∀s ∈ C) or [B, AB, · · · , An−1B] are
full-ranked [38].

The SFPAP is a much investigated problem in control system design and ev-
eryone have their own favourite approach of solution; (see, e.g., [7, 29, 38] or any
standard textbook in control theory and the references therein). It is well known that
the single-input case (m = 1) has a unique solution, while the multi-input case has
some degrees of freedom left in the problem. A notable effort in utilizing these de-
grees of freedom sensibly was made by Kautsky et al in [19], with the conditioning
of the closed-loop spectrum being optimized.

Interestingly, relatively few results ([1, 17, 20, 21, 22, 23, 26, 27, 35]) are known
on the conditioning of the SFPAP, although error analysis was carried out for various
algorithms (e.g., [14, 15, 29]). The main results on the conditioning of the SFPAP
are from Sun (1996), Mehrmann and Xu (1996, 97) and Konstantinov et al (1997)
(see details in §2). In [35], Sun analyzed the SFPAP using the implicit function
theorem, producing various power series expansions. Building on the differentiabil-
ity of simple closed-loop eigenvalues, systems with multiple eigenvalues were not
considered. In [26, 27], perturbation results were produced for systems with simple
closed-loop eigenvalues. Multiple eigenvalues were ignored because of the asso-
ciated ill-conditioning for the closed-loop eigenvalue problem. Nonetheless, many
interesting results were produced for the SFPAP with more general eigen-structures.
In [23], the conditioning of the more general feedback synthesis problem, including
the state and output feedback pole assignment problems, were considered. Analysis
were performed with Λ being a general matrix with prescribed spectrum. Local per-
turbation analysis was done using Fréchet derivatives, without proving the associated
differentiability. Nonlocal perturbation analysis was performed using the Schauder
fixed point principle and the splitting technique. Our technique shares similar spirit
as Konstantinov et al, plus the possibility of Λ being non-Jordan and the irrelevance
of controllability. We shall generalize Sun’s approach to prove differentiability but
obtain derivatives and perturbation results not through the implicit function theorem.
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Nonlocal perturbation is also possible via perturbation expansions, with details for
the SFPAP in §3.3.

Is Pole Assignment Intrinsically Ill-Conditioned

Simple linear algebra shows that (2) is equivalent to [7, 8, 11, 19]

(3) (I − BB†)(AX − XΛ) = 0

and

(4) F = B†(XΛX−1 − A)

Equation (3) then defines the subspaces from which the right-(generalized) eigen-
vectors in X can be chosen (using a Kronecker product if Λ is not diagonal; see
§3.8), and (4) produces the feedback matrix F explicitly once an invertible X is
chosen. It is easy to see that this formulation does not involve the spurious Sylvester
operator P (·) ≡ A(·) − (·)Λ, whose invertibility requires that no open-loop poles
are re-assigned. Similarly, no Cauchy type matrix C = [c−1

ij ], where cij = γi − λj

denotes the difference between the open-loop pole γi and the closed-loop pole λj ,
is involved. One may argue that ill-conditioning may be hiding behind the selection
of X . When Λ is in Jordan form, the selection of eigenvectors in X is universal,
implicitly or explicitly, in most pole assignment algorithms. A better question to
ask is the relationship between the conditioning of the eigenvector matrix X and
various robustness measures in control system design (see [19] for some related
results). With Λ not in Jordan form, the situation is totally different. There is no
reason why X should be ill-conditioned even when Λ possesses defective multiple
closed-loop eigenvalues. As an extreme example, we may choose Ac ≡ A + BF

if it is known and X degenerates into the identity matrix with perfect conditioning.
Notice that we have bypassed the ill-conditioning of the closed-loop eigenvalues,
delaying it until these eigenvalues are sought. This is nevertheless allowed in the
SFPAP, when a well-chosen Λ containing the desirable poles is available. The sub-
sequent ill-conditioning is someone else’s problem! Notice that this approach is not
totally new and has been applied in, e.g., [3, 5, 36], with Λ chosen to be in triangular
or Schur form. For examples with reassigned open-loop poles and multiple poles
which minimize sensitivity, see [23].

In this paper, we first show that the power series expansion for Λ, when chosen
in Jordan form with general Jordan structure, exists [6] and is thus differentiable.
Similar differentiability for a general Λ follows easily. We then generalized the
approach in [35] to show that the feedback matrix F is differentiable with respect
to components in the data A, B and Λ, even though the eigenvalues of Λ (with
fixed Jordan structures) may be multiple and may not be differentiable. Without
obtaining the condition numbers and error bounds directly from this implicit function
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theorem approach, we shall differentiate the simple explicit formula for F in (4)
directly, with respect to the components in the data matrices A, B and Λ. Condition
numbers and first-order perturbation expansions are then produced, similar to those
in [23, 26, 27, 35]. The results are simpler and easier to interpret and apply.
Note that most condition numbers are not computed but used to provide qualitative
guidelines so as to avoid ill-conditioning. As such, computable but difficult-to-
interpret condition numbers are not all that useful.

When Λ is in Jordan form, we shall show that the conditioning of pole as-
signment (as an inverse eigenvalue problem) is equivalent to the conditioning of
the closed-loop eigenvector matrix for any closed-loop eigen-structure. This con-
trasts with the ill-conditioning associated with multiple eigenvalues for eigenvalue
problems. Notice that the pole assignment problem and the closed-loop eigenvalue
problem are inverse to each other. Indeed, when A and B are fixed, the condi-
tion numbers for the two problems are essentially sizes of the derivatives of two
functions which are reciprocal to each other. This observation means that the ill-
conditioning of defective closed-loop eigenvalues should imply good conditioning
for the associated pole assignment problem! When Λ is well-chosen and not in
Jordan form (as in [3, 5, 36]), the condition numbers κ and κr of the SFPAP
(see the bounds in (26) and (28)) contain no dangerous terms, when B and X are
well-conditioned and when M or c0 are moderate in size (reflecting solvability).
Again, X no longer contains eigenvectors and there is no reason why X should
be ill-conditioned. Choosing Λ to be a Schur form is one such possibility with X
being unitary and κX ≡ ‖X‖ ‖X−1‖ = 1 (as in [23]). This contrasts with the case
when (Λ, X) is in Jordan form and κX can be made arbitrarily large by scaling of
eigenvectors.

Finally, we would like to point out that controllability ought to have no direct
impact on the solvability or conditioning of pole assignment. For a given system
(1), we can select a random control matrix F , giving rise to some closed-loop poles
in Λ. If we then solve the pole assignment problem associated with Λ for (1),
solvability is guaranteed, irrespective of controllability. Note also in practice that
controllability should usually be replaced by stabilizability, with selected unstable
poles reassigned (as in partial pole assignment [31]). Afterall, controllability is the
necessary and sufficient condition for the solvability of the SFPAP for an arbitrary
closed-loop spectrum, but usually one is only interested in solving the problem for
a particular closed-loop spectrum. How Λ is chosen depends on the algorithm
used and is independent of the conditioning of the SFPAP. We shall show later that
controllability or stabilizability are not essential for the investigation of conditioning
of pole assignment. Clearly, the sizes of M and c0 in (26) and (28) is bounded
from above by an expression involving ‖N†‖ which reflects the sensitivity of of
the selection of X and the solvability of our problem. What is required is the
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solvability for a specific closed-loop spectrum, not the more restrictive controllability
or stabilizability.

In summary, we shall show that the SFPAP is not intrinsically ill-conditioned,
when well-conditioned X can be chosen in the sense that κX is acceptably bounded
(the corresponding non-Jordan Λ is then referred to as “well-chosen”), irrespective
of controllability/stabilizability, or locations or structure of open/closed-loop poles.
This view is partly consistent with that in [18], which stated that [18, p. 14] “In
general, the computation of K does not dependent substantially on the desired
spectrum” (here K = F ). We shall show that the changes of the feedback matrix
F is mainly controlled by c0 = ‖M‖ = ‖I −PcN †(I −BB†)‖, which is bounded
from above by an expression involving the solvability measure ‖N†‖.

Plan of Paper

In §2, results on the conditioning of the SFPAP by Sun [35], Mehrmann and
Xu [26, 27] and Konstantinov et al [23] are quoted for reference and comparison.
The conditioning for the SFPAP is revisited in §3. Section 4 contains a discussion
of the Rice condition number. The paper is concluded in §5.

2. SUN’S IMPLICIT FUNCTIONS

We first quote the result by Sun [35] on the conditioning of the SFPAP. We shall
apply and generalize elements of this approach later.

Let Y ≡ X−T = [y1, y2, · · · , yn] with yi being the left-eigenvector correspond-
ing to λi.

We quote [35, Theorem 2.1] for the single-input case (m = 1):

Theorem 2.1. Let a controllable system (A, b) and a set of self-conjugate
complex numbers λ1, λ2, · · · , λn be given, where λi �= λj , i �= j. Let Λ =
diag(λ1, λ2, · · · , λn), λ = (λ1, λ2, · · · , λn)T , a = vec(A). Assume that f ∈ Rn

and X ∈ Cn×n satisfy
A + bfT = XΛX−1

Then there is a differential relation

(5) df = Φda + Ψdb + Zdλ

where

Z = Y diag
(

1
yT
1 b

,
1

yT
2 b

, · · · ,
1

yT
n b

)
∈ Cn×n

Φ = −Z
[
D1(X)X−1, D2(X)X−1, · · · , Dn(X)X−1

] ∈ Cn×n2

Ψ = −Zdiag(fTx1, f
Tx2, · · · , fTxn)X−1 ∈ Cn×n
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with
Di(X) = diag(xi1, xi2, · · · , xin) (i = 1, 2, · · · , n)

From Theorem 2.1 or [35, Remark 2.2], we have

(6) ‖df‖ ≤ ‖Φ‖‖da‖+ ‖Ψ‖‖db‖+ ‖Z‖‖dλ‖
with the condition numbers of the state feedback f with respect to, respectively, A,
b and λ defined as

κA(f) = ‖Φ‖ , κb(f) = ‖Ψ‖ , κλ(f) = ‖Z‖
The absolute condition number of f is then defined as

κ(f) =
√

κ2
A(f) + κ2

b(f) + κ2
λ(f)

We also have the following bounds [35, Remark 2.4]:

κA(f) ≤ ‖Z‖2‖X−1‖2 , κb(f) ≤ ‖f‖2‖X‖2‖X−1‖2 , κλ(f) = ‖Z‖2

First order error bounds can then be produced using the above derivatives and
condition numbers (see [35, Corollary 2.5]). Relative condition numbers ([35, §2.2];
ignored here) can also be obtained in a similar fashion.

Similar to Theorem 2.1, we have the following theorem for the multi-input case
[35, Theorem 3.1]:

Theorem 2.2. Let a controllable system (A, B) and a set of self-conjugate
complex numbers λ1, λ2, · · · , λn be given, where A ∈ Rn×n, B ∈ Rn×m (m > 1),
and λi �= λj , i �= j. Let Λ = diag(λ1, λ2, · · · , λn), λ = (λ1, λ2, · · · , λn)T , a =
vec(A), b = vec(B). Assume that F ∈ Rn×m and X ∈ Cn×n satisfy

A + BF = XΛX−1

and let f = vec(F ). Then there is a differential relation

df = Φda + Ψdb + Zdλ

where

Z = −W
†
f ∈ Cmn×n, Φ = −ZWa ∈ Cmn×n2

, Ψ = −ZWb ∈ Cmn×mn

with

Wf ≡ [
S1X

T , S2X
T , · · · , SmXT

] ∈ Cn×mn

Wa =
[
D1(X)X−1, D2(X)X−1, · · · , Dn(X)X−1

] ∈ Cn×n2

Wb = diag(T1X
−1, T2X

−1, · · · , TmX−1) ∈ Cn×mn

Wλ = −In
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and

Sj = diag(yT
1 bj, y

T
2 bj, · · · , yT

n bj) (i = 1, 2, · · · , n)
Di(X) = diag(xi1, xi2, · · · , xin) (i = 1, 2, · · · , n)

Tj = diag(fT
j x1, f

T
j x2, · · · , fT

j xn) (j = 1, 2, · · · , m)

Similar differential relations, condition numbers and error bounds can be derived
as in the single-input case.

3. STATE FEEDBACK POLE ASSIGNMENT PROBLEM

We shall first consider the general multi-input case with a general Jordan struc-
ture in Λ in (2), where λ = diag{Λ}. We first consider the existence of the power
series expansion of F in terms of changes in the data A, B and Λ, generalizing the
implicit function theorem approach by Sun [35]. With differentiability guaranteed,
derivatives, condition numbers, error expansions and error bounds are then derived
using the explicit formula (4). Equivalent formulae can also be obtained from the
implicit function theorem but will not be attempted here as they are less user-friendly.
Controllability of (1) is assumed first but will be shown to be unnecessary later.

3.1. Differentiability when Λ is in Jordan Form

Let p ≡ [p1, · · · , pN ]T ∈ B(0) ⊂ CN be a vector of perturbation parameters
selected from some neighbourhood of the origin B(0). Consider the eigenvalue
problem

Ac(p)x(p) = λ(p)x(p) , y(p)TAc(p) = λ(p)y(p)T

where Ac(p) = Ac(0) + E(p), E(p) = [εij(p)] with

εij(p) =
∞∑

r=1

∑
Σ(t)=r

α
(i,j)
t1,··· ,tN pt1

1 · · ·ptN
N , Σ(t) ≡

N∑
k=1

tk

When p = 0, the above eigenvalue problem reverts back to the unperturbed closed-
loop eigenvalue problem. In [6], the existence of the power series for the average
eigenvalues of an group of multiple eigenvalues, as well as the associated (gen-
eralized) eigenvectors, was proven. More relevant to our application here in pole
assignment, the paper has also shown the existence of the power series for the
generalized Rayleigh quotient

(7) Qi(p) ≡ Yi(p)T [A(p) + B(p)F (p)]Xi(p)

where Xi(p) and Yi(p), respectively, span the right- and left-invariant subspaces
corresponding to the eigenvalues in Qi(p), and the unperturbed subsystem

(8) Y T
i (A + BF )Xi = Ji , Y T

i Xi = I
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with the ni×ni Ji contains the Jordan blocks associated with one of the closed-loop
eigenvalues λi. Let

(9) Λ = diag{J1, · · · , Js} , λ ≡ diagΛ

Applying the above results in [6] and using an approach similar to that in Sun [35],
we next select the analytic function ω to which we can apply the implicit function
theorem.

From (3) and (4), it is easy to see that the feedback matrix F , as a solution of
the SFPAP, varies continuously with respect to changes in the data (A, B, Λ) of the
problem, exactly the same way how the null-spaces in (3) change. With Kronecker
products, write (3) generically as Nv = 0, with the corresponding perturbed system
(N + δN )(v + δv) = 0. The perturbation in the null vector δv then satisfies, for
some arbitrary z,

(10) δv = −N †δN (v + δv) + (I − N †N )z

With z = 0, small changes in N produce small changes in δv, implying continuity.
When z �= 0, the last term (I − N †N )z on the right-hand-side of (10) corresponds
to the non-uniqueness of F when m > 1 and this alternative F can be achieved
with the original v replaced by ṽ = v + (I −N †N )z. In the following perturbation
analysis we shall assume that z = 0. (In [23], a similar approach was taken, with
the nearest perturbed system considered in the perturbation results.)

We now consider the differentiability of F with respect to the data (A, B, Λ).
Let (Ã, B̃) be a neighbouring system to (A, B), and let λ̃(≈ λ) contain the perturbed
closed-loop poles, with the Jordan structure in Λ fixed. For t ∈ [−1, 1], denote

A(t) ≡ A + t(Ã − A) , B(t) ≡ B + t(B̃ − B) , Λ(t) ≡ Λ + t(Λ̃− Λ)

With the perturbed system (Ã, B̃) sufficiently near the original system (A, B) and
Λ̃ sufficiently near Λ, (A(t), B(t)) inherits any controllability or similar proper-
ties from (A, B), with the eigenvalues in Λ(t) closed under complex conjuga-
tion. We can thus find a feedback matrix F (t) solving the SFPAP for the data
(A(t), B(t), Λ(t)). For the investigation of how F (t)−F is dependent on A(t)−A,
B(t) − B and Λ(t)− Λ when t → 0, we can embed in Cn, as in [35]. Let

Â = A + δA , B̂ = B + δB , F̂ = F + δF , λ̂ = λ + δλ

Similar to [6], we produces the following results for the generalized Rayleigh quo-
tients Q̂i ≡ Ŷ T

i (Â + B̂F̂ )X̂i:

(i) The generalized Rayleigh quotients Q̂i are analytic functions of the elements
of (Â, B̂, λ̂) in some small neighbourhood B of (A, B, λ).
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(ii) The matrices X̂i and Ŷi, containing vectors spanning the associated right and
left invariant subspaces, may be defined to be analytic functions of (Â, B̂, λ̂)
in B.

(iii) The Rayleigh quotient Q̂i and associated (generalized) eigenvectors of Â+B̂F̂

become that of A + BF when (Â, B̂, F̂ ) = (A, B, F ).

We are now in position to define the analytic function ω (to which the implicit
function theorem is apply). Let

Ω ≡ diag{Q̂j} − Λ̂ = diag{Ŷ T
i (Â + B̂F̂ )X̂i} − Λ̂

Construct ω(F̂ ; Â, B̂, λ̂) : Cmn+(n2+mn+s) → Cs by selecting only the averages of
the eigenvalues (or traces divided by ni) of the diagonal blocks of Ω involving the
Jordan block Ji in (8). Notice that there are only s distinct eigenvalues in λ and λ̂.
The analyticity of Q̂i proven in [6] guarantees the analyticity of Ω and ω. Note that
the eigen-structure in Ji or Λ is fixed, with the super-diagonal containing various
zeroes and ones and the only variables being the given data λi (i = 1, · · · , s) on
the diagonal. Expressing F̂ as an analytic function in the other variables, we need
the number of unknowns in F (nm) to be greater than or equal to the number of
equations in ω (s), as required by [35, Theorems 1.2 and 2.1]. In the worst case,
equality holds with mn = s, when m = 1 and the closed-loop poles are distinct.

All steps in the development of [35, Theorem 2.1] go through in similar fashion,
except we have to show that the Jacobian matrix WF , the derivatives of ω with
respect to the elements in F̂ , is full-ranked. The components of ω equals

ωi ≡ 1
ni

ni∑
k=1

[
ŷT
ik(Â + B̂F̂ )x̂ik − λ̂i

]
, i = 1, · · · , s

with x̂ik and ŷik being the vectors in Xi and Yi respectively.
At (A, B, F, λ), differentiation of these entries with respect to elements in F̂

yields the Jacobian matrix

WF ≡ [
S1X

T , S2X
T , · · · , SmXT

] ∈ Cs×mn

where
Si ≡ diag

{
1
n1

bT
i Y1, · · · ,

1
ns

bT
i Ys

}
∈ Cs×n

As X is selected to be nonsingular, the rank of WF equals that of S ≡ [S1, · · · , Sm].
With the assumption of controllability, as in [35, §3], there are indices j ′ such that
yT
j bj′ �= 0 and rankS = s. Consequently, WF is full-ranked and the analyticity of

F are proven.
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Finally, recall from [35] that the power series expansion of F is not unique
when m > 1, reflecting the degrees of freedom in X

3.2. Differentiability for General Λ

When Λ is not in Jordan form, there exists nonsingular Z such that Λ = ZJZ−1

for some Jordan form J . The differentiability of Q̂i for Λ is can then be proven
using J , with X replaced by XZ. Notice that the conditioning of Z or XZ (the
closed-loop eigenvector matrix) may well be bad, but only X play a part in the
SFPAP. Consequently, the analyticity of F can be proven similarly.

3.3. Differentiability for Λ in Schur Form

When Λ is in the Schur form and the corresponding Jordan structure is unknown,
it follows from the previous development that the unitary Schur vector matrix X
and Λ are differentiable, as Λ = XHAX can be consider to be a Rayleigh quotient
of A.

Alternatively, consider the Schur decomposition of A (when ε = 0):

AX = XΛ

with XHX = I and Λ in Schur form. With ε �= 0, let the perturbed equation
become

A(ε)X(ε) = X(ε)Λ(ε)

We know that X(ε), whose columns span the invariant subspace for the whole
spectrum of A(ε), is differentiable with respect to ε in some small neighbourhood
B(0) of the origin. The perturbed equation can then be re-written as

A(ε)X̃(ε) = X̃(ε)Λ̃(ε) , X̃(ε)HX̃(ε) = I

with

T (ε) ≡ [
X(ε)HX(ε)

]−1/2
, X̃(ε) ≡ X(ε)T (ε) , Λ̃(ε) = T (ε)−1Λ(ε)T (ε)

It is obvious that X̃(ε) and Λ̃(ε) are differentiable with respect to ε in some small
neighbourhood B(0). Consequently, the analyticity of F can be proven.

3.4. Removal of Controllability Assumption

From the above proof of analyticity of F , we can see that the controllability
assumption can be replaced by stabilizability when only the unstable poles are
reassigned. The conditioning we really required is that WF or S are full-ranked,
which is necessary but not sufficient for the controllability of (A, B). Solvability
of the SFPAP is later reflected by ‖N †‖ in (26) and (28).
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3.5. Derivatives and Bounds of Derivatives

With the analyticity of F proven, we can now differentiate F with respect to
components in A, B and Λ using (4):

F = B†(XΛX−1 − A)

Let A ≡ [apq], B = [bpq] and ei be the ith column of In. We shall differentiate fij ,
the (i, j) component of F , with respect to the λk, apq and bpq.

We first consider the derivative of B† with respect to some parameter ρ:

∂{B†}
∂ρ

=
∂
{
(BT B)−1BT

}
∂ρ

=
∂
{
(BT B)−1

}
∂ρ

BT + (BT B)−1 ∂{BT }
∂ρ

= −
[
(BT B)−1

(
∂{BT }

∂ρ
B + BT ∂B

∂ρ

)
(BT B)−1

]
BT + (BT B)−1 ∂{BT }

∂ρ

We arrive at

(11)
∂{B†}

∂ρ
= −B† ∂B

∂ρ
B† + (BT B)−1 ∂{BT }

∂ρ

(
I − BB†

)
Obviously, (11) generalizes the well-known formula ∂{B−1}

∂ρ = −B−1 ∂B
∂ρ B−1.

We then consider the derivatives of X with respect to some arbitrary parameter
ρ. Rewrite (3) using the operators P and N as

N (X) ≡ (I − BB†)(AX − XΛ) = (I − BB†)P (X) = 0

Similar to the development of (10) with z = 0, we have

N
(

∂X

∂ρ

)
=−

(
−∂B

∂ρ
B†−B

∂{B†}
∂ρ

)
(AX−XΛ)−(I−BB†)

(
∂A

∂ρ
X−X

∂Λ
∂ρ

)
=−(I − BB†)

(
∂A

∂ρ
X − X

∂Λ
∂ρ

+
∂B

∂ρ
FX

)
and

(12)
∂X

∂ρ
= −N †

{
(I − BB†)

[(
∂A

∂ρ
+

∂B

∂ρ
F

)
X − X

∂Λ
∂ρ

]}
Here, the above linear equations can be rewritten with the Sylvester operator P

expanded using Kronecker products.
Define the operator Pc(·) ≡ Ac(·)− (·)Λ, and notice that

N (·) = (I − BB†)P (·) = (I − BB†)Pc(·)
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We then consider, with respect to an arbitrary parameter ρ, the derivative

∂fij

∂ρ
=

∂

∂ρ

{
eT
i B†(XΛX−1 − A)ej

}
=eT

i

[
∂
{
B†}
∂ρ

(XΛX−1 − A)

+B†
(

∂X

∂ρ
ΛX−1 + X

∂Λ
∂ρ

X−1 − XΛX−1∂X

∂ρ
X−1 − ∂A

∂ρ

)]
ej

=eT
i

{
∂
{
B†}
∂ρ

BF + B†
[
−Pc

(
∂X

∂ρ

)
X−1 + X

∂Λ
∂ρ

X−1 − ∂A

∂ρ

]}
ej

Using (11) and (4), we obtain

(13)
∂fij

∂ρ
= eT

i

{
−B† ∂B

∂ρ
F + B†

[
−Pc

(
∂X

∂ρ

)
X−1 + X

∂Λ
∂ρ

X−1 − ∂A

∂ρ

]}
ej

Substitute in (12), we obtain

(14)
∂fij

∂ρ
= −eT

i

[
B†M

(
∂B

∂ρ
F − X

∂Λ
∂ρ

X−1 +
∂A

∂ρ

)]
ej

with the operator

M(·) ≡ I(·)− Pc

{
N †

[
(I − BB†)(·)

]}
Let Ek = ek when all λk are distinct and, in general, let Ek contain the columns of
In which pick up the (generalized) eigenvectors in X and Y corresponding to λk.
Standard calculations from (14) with ρ = λk then yield

∂fij

∂λk
= eT

i

[
B†M

(
X

∂Λ
∂λk

X−1

)]
ej = eT

i

[
B†M(XEkE

T
k X−1)

]
ej

Consequently, we obtain

(15)
∂fij

∂λk
=
[
B†M (

XkY
T
k

)]
ij

With respect to ρ = apq in (14), and with δqj denoting the Kronecker delta, we
have

∂fij

∂apq
= −eT

i

[
B†M

(
∂A

∂apq

)]
ej = −eT

i

[
B†M(ep · eT

q )
]
ej

or, abusing the notation,

(16)
∂fij

∂apq
= −

[
B†M

]
ip
· δqj
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With respect to ρ = bpq in (14), we deduce that

∂fij

∂bpq
= −eT

i

[
B†M

(
∂B

∂bpq
F

)]
ej = −eT

i

[
B†M(ep · eT

q F )
]
ej

We thus obtain

(17)
∂fij

∂bpq
= −

[
B†M

]
ip
· fqj

The derivatives in (15), (16) and (17) are much simpler than the those in §2.
Similar to (5), we have the differential relationship:

dfij =
s∑

k=1

∂fij

∂λk
dλk +

n∑
p=1

 n∑
q=1

∂fij

∂apq
dapq +

m∑
q=1

∂fij

∂bpq
dbpq


=

∂fij

∂λ
· dλ +

n∑
p=1

(
∂fij

∂ap•
· dap• +

∂fij

∂bp•
· dbp•

)
where ap• and bp• are the pth row of A and B, respectively, and λ ≡ [λ1, · · · , λs]T .
Substitute in (15), (16) and (17), we have

dfij =


[
B†M (

X1Y
T
1

)]
ij

...[
B†M (

XsY
T
s

)]
ij

 · dλ −
n∑

p=1

[
B†M

]
ip

(dap• · ej + dbp• · F•j)

or, putting into matrix form,

(18) dF = B†M(X dΛ X−1 − dA − dB F )

(Putting the differentials in long vectors and using the implicit function theorem
produce the more complicated but equivalent expressions in §2.1 and [35]. See also
the analogous expansion in (32).)

Let ‖dλ‖ ≤ ελ, ‖dA‖ ≤ εA and ‖dB‖ ≤ εB . With consistent norms, we have
the error bound (c.f. (6))

(19) ‖dF‖ ≤ κ̃λελ + κ̃AεA + κ̃BεB

with the bounds of derivatives

κ̃λ ≡ ‖B†M[X(·)X−1]‖
κ̃A ≡ ‖B†M(·)‖
κ̃B ≡ ‖B†M[(·)F ]‖
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Note that

(20) κ̃λ ≤ ‖B†M‖ κX , κX ≡ ‖X‖ ‖X−1‖
We have applied properties of norms in the above definitions of condition numbers
(c.f. Theorems 2.1–2.5), which over-estimates errors. It will be far more accurate
to use (18) directly in any error estimation as in §3.3. Sharper condition numbers
are possible, with different application of the theory of norms to (18). It will not
substantially improve the theory in quality and we shall not attempt that here.

Combining the individual κ̃’s above, we can define the overall absolute condition
number for the SFPAP as

(21) κ̃ ≡
√

κ̃2
λ + κ̃2

A + κ̃2
B

Using (20), we have

(22) κ̃ ≤ ‖B†M‖
√

κ2
X + 1 + ‖F‖2

The above result is consistent with those obtained in Theorem 2.4 [27, Theorem 4.1].
Condition numbers for relative errors can also be defined in similar fashion:

(23) κ̃r ≡
√

τ2
λ + τ2

A + τ2
B

with

τλ =
‖B†M[X(·)X−1]‖ ‖Λ‖

‖F‖

τA =
‖B†M(·)‖ ‖A‖

‖F‖
τB =

‖B†M[(·)F ]‖ ‖B‖
‖F‖

The above condition number are defined from upper bounds of derivatives. We
shall derived another set of condition numbers, using the theory of condition by
Rice [30] next. All these condition numbers share similar qualities and have similar
components. We shall interpret the proper condition numbers κ and κr in (24) and
(27) respectively, instead of the κ̃ and κ̃r, later. A more explicit formula for the
expression ‖Z0M[Z1(·)Z2]‖ will be presented in the next subsection.

4. RICE CONDITION NUMBERS

From [30], we can define the absolute condition number as

(24) κ ≡ lim
ε→0

sup
‖M‖=ε

‖dF‖
‖M‖ , M ≡ (dΛ, dA, dB)
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If Λ is chosen in Schur form with X being unitary, ‖dΛ‖ = ‖XdΛX−1‖ for
the 2- and F-norms. It is then easy to show that

(25) κ = sup
‖M‖=1

∥∥∥∥∥∥B†M
M

 I
I

F

∥∥∥∥∥∥ = ‖B†M‖
√

2 + ‖F‖2

Note that the equality is exact.
When Λ is not in Schur form and X is not unitary, we can derive from (24)

and (18) the bound

κ ≤ lim
ε→0

sup
‖M‖=ε

‖B†M(X dΛ X−1)‖ + ‖B†M(dA + dB F )‖
‖M‖

or

(26) κ ≤ ‖B†M[X(·)X−1]‖ + ‖B†M‖
√

1 + ‖F‖2

≤ ‖B†M‖ (κX +
√

1 + ‖F‖2)

Notice the similar expressions in Theorem 2.4 [27, Theorem 3.2].
The more useful condition number for relative errors can be defined, similar to

(24), as

(27) κr ≡ lim
ε→0

sup
‖M‖=ε

‖B†M(X dΛ X−1 − dA − dB F )‖
‖F‖ ‖M‖

with M ≡ (α dΛ, β dA, γ dB), α ≡ ‖Λ‖−1, β ≡ ‖A‖−1 and γ ≡ ‖B‖−1.
When X is unitary and with cB ≡ ‖B‖ ‖B†‖ and c0 ≡ ‖M‖, we have the

exact relation similar to (25):

κr =
‖B†M‖
‖F‖

(‖Λ‖2 + ‖A‖2 + ‖B‖2 ‖F‖2
)1/2 = c0 cB

(‖Λ‖2 + ‖A‖2

‖B‖2 ‖F‖2
+ 1

)1/2

When X is not unitary, we have the bound

(28)
κr ≤ ‖B†M[X(·)X−1]‖ ‖Λ‖

‖F‖ + ‖B†M‖
{‖A‖2

‖F‖2
+ ‖B‖2

}1/2

≤ c0 cB

[
κX

‖Λ‖
‖B‖ ‖F‖ +

( ‖A‖2

‖B‖2 ‖F‖2
+ 1

)1/2
]

We have tried not to use any inequality of norms unnecessarily and the above bounds
should be reasonably sharp.
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Finally, the exact condition numbers can be derived, using Kronecker products
to rewrite (18) as an operator on Cn+n2+mn. Let v(·) be the operator which stacks
the columns of a matrix into a long vector and let mat(·) be its inverse. We first
define the generic matrix operator

M(Z0, Z1, Z2)v(Y ) ≡ v {Z0M(Z1Y Z2)}
= v

{
Z0

[
Z1Y Z2 − PcN †

(
(In − BB†)Z1Y Z2

)]}
With B⊥ ≡ In − BB†, M can be shown to satisfy

M(Z0, Z1, Z2) = In ⊗ Z0−

(In ⊗ Z0)(In ⊗ Ac − ΛT ⊗ In)
[
In ⊗ (B⊥Ac) − ΛT ⊗ B⊥

]† [
(ZT

2 ⊗ (B⊥Z1)
]

The absolute and relative condition numbers, on Cn+n2+mn, are

(29) κ̂ ≡
∥∥∥[M(B†, X, X−1), M(B†, In, In), M(B†, In, F )

]∥∥∥
and

(30) κ̂r ≡

∥∥∥[M (
B†, ‖Λ‖

‖F‖X, X−1
)

, M
(
B†, ‖A‖

‖F‖In, In

)
, M

(
B†, ‖B‖

‖F‖In, F
)]∥∥∥

‖F‖
These condition numbers are exact but are more expensive to calculate, and may
only be of theoretical interest. They yield similar qualitative interpretation as other
bounds previously derived. Notice that the presence of the operator N† in M which
reflects the sensitivity of the selection of X and thus the solvability of our problem.
The relationship between c0 and ‖N †‖ is complicated as the latter appears only in
an upper bound of the former. However, it is realistic to expect a large perturbation
error when ‖N †‖ is large and the problem is nearly unsolvable.

For the bounds in (21) and (23), v {Z0M(Z1Y Z2)} = M(Z0, Z1, Z2)v(Y ) for
various Zi, and

‖Z0M[Z1(·)Z2]‖ = ‖M(Z0, Z1, Z2)‖

4.1. Interpretation of Results

We now attempt to interpret the inequality (28). The most important factor in
the error bound is c0. It is easy to obtain the upper bound:

c0 =
∥∥∥In(·)− Pc

{
N †

[
B⊥(·)

]}∥∥∥ ≤ 1 +
‖Pc‖

σmin(N )
≤ 1 +

‖A + BF‖ + ‖Λ‖
σmin(N )
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where N (in Cn2 ) is the matrix representation of the operator N (in Cn×n) and

N ≡ In ⊗ (B⊥A) − ΛT ⊗ B⊥

The minimum singular value of N is exactly the distance from uncontrollability.
However, it is uncertain that a large upper bound implies much on c0. The norm
should be estimated in the structured subspaces corresponding to the problem under
investigation, which may well be uncontrollable. From the origin of N in (3),
‖N †‖ clearly reflects the sensitivity of the selection of X from the corresponding
invariant subspaces. However, N † is only part of a more complicated M (see §3.4
for more results) and c0, and a large ‖N †‖ does not necessarily means a large c0.
Nonetheless, it is prudent to expect a large c0 and a large perturbation error when
the problem is nearly unsolvable.

The coefficient cB ≡ ‖B‖ ‖B†‖ relates to the conditioning of B and our
assumption that it is full-ranked. When an input matrix B has columns which
are nearly linearly dependent to other columns, we should not use the problematic
columns in controlling the system, effectively deleting them from B. The resulting
B will be well-conditioned with a small cB. The factor ‖F‖ is irrelevant, as it has
disappeared from the numerators when relative errors are considered. Their presence
in the denominators is not important, as they should be cancelled out with ‖Λ‖ and
‖A‖ in the numerators. It may not be appropriate to interpret that the larger the size
of F the smaller the (bound of the) relative condition number. Consequently, this is
no reason to suggest the maximization of feedback gain. Similarly, the factor ‖F‖
in κ in (26) cannot be used to justify the minimization of F . Minimizing feedback
gain is obviously a good practice, related to energy and other engineering argument,
but (27) only reflects the unrelated but common phenomenon that absolute errors
are proportional to the quantities being calculated.

The factor κX in (26) and (28) can be controlled by choosing Λ and X well.
This, of course, may not be possible for ill-conditioned problems with Λ in Jordan
form. For example in second-order systems or other highly structured problems, the
restriction in structure shrinks the subspaces from which the eigenvectors xj are
chosen, possibly making κX large. Fortunately, X is easily calculated, or chosen
explicitly [19] or implicitly when m > 1, for the SFPAP and its conditioning can
usually be checked numerically. With Λ chosen alternatively, e.g., to be in Schur
form as in [3, 5, 36], the ill-conditioning of X is passed on and κX should be
much smaller. Note that the selection of X to satisfy (3) is algorithm-dependent
and is irrelevant to the conditioning of the SFPAP. As mentioned before, any ill-
conditioning in the eigen-system in Ac is delayed until more spectral information is
sought. However, there is no reason why we have to use Jordan forms in Λ so long
as the poles in Λ are assigned as required.

As Λ can be varied [3, 5, 36], the minimization of ‖Λ‖ in (28) becomes impor-
tant. This minimization was carried out in a least squares sense in [3, 5]. When Λ
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is chosen to be in Schur form with its diagonal λ (the closed-loop poles) specified,
it is the size of the upper triangular part of Λ we need to control. This quantity
is well-known to be a measure of departure from normality and is closely related
to the conditioning of the eigenvalues of Λ. Thus in this sense, controlling ‖Λ‖
improves the conditioning of the closed-loop eigenvalues.

It is unavoidable to apply properties of norms and compare upper bounds of
derivatives, but we have to do so with care. Large upper bounds may or may not
imply ill-conditioning, but small upper bounds definitely indicate good conditioning,
as in our case when cB and κX are small. Equally, products of ill-conditioned
matrices may well be well-conditioned. It may be far better to use the results in
(18), rather than the related results after more applications of norm-inequalities,
such as (26) or (28). Of course, exact condition numbers in (29) and (30) can also
be used, as well as the analogous condition numbers in (21) and (23).

Finally, we conclude that the SFPAP is not intrinsically ill-conditioned, when
B and Λ are well-chosen and when c0 is not large. This is an interesting result,
independent of controllability/stabilzability and open/closed-loop eigen-structures.
Our approach in using non-Jordan Λ is somewhat similar to that for the “synthesis
problem’ ’in [23], where consistent results were obtained.

Notice that the above results are consistent with those in [26, 27, 17], where
the possibility of Λ being non-Jordan somehow escapes attention. The conditioning
of X affects the conditioning of the SFPAP and the numerical experiments in [17]
confirm that. In addition, the increase in the size of κ and κX as n increases,
for a fixed small value of m, is expected. After all, controlling a large number of
state variables with a small number of inputs is well-known to be difficult. Still,
with Λ chosen well and not in Jordan form, there is no reason why X (containing,
e.g., approximate Schur vectors) cannot be well-conditioned. A naive search, given
infinite time, will yield an acceptable closed-loop system matrix Ac, which can then
be used as Λ with a perfectly conditioned X = I . More realistically, we need
Λ ≈ ZAcZ

−1 (for some well-conditioned Z) and κX ≈ κZ will be small. Again,
the choice of Λ or X is algorithm-dependent and is not our concern.

Ultimately, the SFPAP may be redefined (c.f. definition in [23]), with more
restrictions put onto the data in Λ. This will remove the freedom in Λ which gives
us the technical well-conditioning of the SFPAP. The analysis and condition number,
in terms of a general Λ and X , still hold for these more restricted problems, and
their conditioning is essentially equivalent to that of X .

4.2. Perturbation Expansions

Similar to (4), let us consider

(31) F̃ = B̃†(X̃Λ̃X̃−1 − Ã)

with ·̃ indicating perturbed or approximate quantities. Let δA ≡ Ã−A, δB ≡ B̃−B



Conditioning of Pole Assignment Problems 301

and δΛ ≡ Λ̃ − Λ. Subtracting (4) from (31) produces, almost identical to (18),

(32) δF ≡ F̃ − F = B†M(X δΛ X−1 − δA − δB F ) + ∆

where ∆ contains the higher order terms. Derivatives, condition numbers and error
bounds can easily be obtained through (32). More usefully, (18) and (32) can be
used to provide accurate first-order estimate of δF or F , when δA, δB and δΛ are
known or can be estimated.

4.3. Error in Terms of Residuals

For some approximate feedback matrix F , consider the residual

(33) R ≡ (A + BF )X − XΛ

Let δF , δX and δΛ be the refinements to F , X and Λ, respectively, which satisfy

[A + B(F + δF )] (X + δX)− (X + δX)(Λ + δΛ) = 0

Simple calculations produce

Pc(δX) + B δF X − X δΛ ≈ −R

or

(34) (In ⊗ Ac − ΛT ⊗ In) v(δX) + (XT ⊗ B) v(δF )

−(In ⊗ X) v(δΛ) ≈ −v(R)

with Λ+δΛ containing the desirable closed-loop spectrum and ignoring higher order
terms. With Λ chosen and δΛ = 0, we can solve the resulting linear equation in a
least squares sense to obtain[

v(δX)
v(δF )

]
= − [

In ⊗ Ac − ΛT ⊗ In, XT ⊗ B
]†

v(R)

The constrained computation involving a full nonzero δX will be much more diffi-
cult and is ignored here. An intermediate situation involves an Λ in Schur form and
a strictly upper triangular δΛ, for which an unconstrained linear equation similar to
(34) can be obtained.

5. CONCLUSION

We have investigated the condition of the state-feedback pole assignment prob-
lem for given closed-loop poles with fixed structure. The usual controllability con-
dition for solvability is relaxed. Condition numbers and error bounds have been
derived, implying that the problem can be well-conditioned, even for systems with
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defective eigenvalues. We have included only the theoretical results in this paper.
Related numerical experiments will be reported elsewhere. We hope the results in
this paper will be useful to others interested in pole assignment in particular and
control system design in general, providing new insights into and motivations for
new algorithms.
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