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#### Abstract

This work concerns mean-field models, which are formulated using stochastic differential equations. Different from the existing formulations, a random switching process is added. The switching process can be used to describe the random environment and other stochastic factors that cannot be explained in the usual diffusion models. The added switching component makes the formulation more realistic, but it adds difficulty in analyzing the underlying processes. Several properties of the mean-field models are provided including regularity, nonnegativity, finite moments, and continuity. In addition, the paper addresses the issue when the switching takes place an order of magnitude faster than that of the continuous state. It derives a limit that is an average with respect to the invariant measure of the switching process.


## 1. Introduction

This work concerns mean-field models, which are many-body systems with interactions. The origin of the problem stems from statistical mechanics. As is well known, many-body problems are notoriously difficult due to the many bodies involved and the interactions among them. To overcome the difficulties, one of the main ideas is to replace all interactions to any one body with an average or effective interaction, which reduces any multi-body problem to an effective one-body problem. Although the motivation is mainly from statistical mechanics, such models have also enjoyed recent applications in, for examples, graphical models in artificial

[^0]intelligence. It should be mentioned that in financial engineering, a somewhat related idea is termed mean-reversion models, in which one uses a dynamic model that has a force pushing the system moving towards its "equilibrium" in a suitable way.

Concerning the mean-field models, intuitively, if the particles exhibit many interactions in the original system, the mean field will be more accurate for such a system. The usefulness, the potential impact on many practical situations, and the challenges arise have attracted much attention in recent years. The work [1] presents a detailed study on cooperative behavior of such systems, and the subsequent work [2] delineates the law of large numbers and central limit theorem for jump mean fields; see also related work $[4,9]$ and references therein. From a probabilistic view point, it is important to have an in-depth understanding of basic properties of such systems.

Owing to the progress in technology, more complicated systems are encountered in applications. In response to such challenges, much effort has been devoted to modeling and analysis for sophisticated systems. One of the ideas is to bring regime switching into the formulation, so as to deal with the coexistence of continuous dynamics and discrete events. For example, the underlying dynamic systems may be influenced by or subject to not only the usual dynamics represented by differential equations, but also movements that exhibit jump or switching behavior. These discrete events are used to depict random environment or other uncertainty. Recently, there are growing interests on formulating complex systems by use of regime-switching processes, which largely enriched the applicability of the dynamic models; see [14] and many references therein.

Continuing our effort in the study of regime-switching diffusions, this work focuses on investigating properties of regime-switching mean-field models. This paper is a continuation of our recent work [11], in which regularity, Feller continuity, strong Feller continuity, and exponential ergodicity are obtained. In the previous work, for example, in [1] as well as in [11], each component of the system is allowed to take values in $\mathbb{R}$. That is, any of the $r$ bodies is allowed to take negative values. However, in statistical physics, typically, these many bodies are only allowed to be nonnegative. Thus it will be more realistic to consider a formulation with nonnegativity constraint. In this paper, we take nonnegativity constraint into consideration, which puts further challenges to the analysis. If $\mathbb{R}$ is used, to ensure the system is non-explosive, it suffices to verify the regularity. Under the nonnegativity constraint, it is necessary to show that each component of the system remains to be nonnegative or to be confined to the first quadrant only. This in turn, requires more careful analysis and special attention. In addition, we are interested in getting several moment bounds. With such bounds at our hands, we can proceed to obtain sample continuity as well as further asymptotic behavior. Furthermore, when the switching process is varying an order of magnitude faster than the continuous state,
certain average takes place. We show that the continuous state process has a limit, which is an average with respect to the quasi-stationary measure of the fast varying switching process (more precise definition will be given in the subsequent section). This limit can be obtained by means of a martingale problem formulation.

The rest of the paper is arranged as follows. The precise formulation of the mean-field model is provided next. Section 3 concerns properties of solutions of the stochastic differential equations for the mean-field models. Regularity together with the existence of the solution in the quarter plane is provided. Also given in that section are moment properties, existence of moment generating functions, and sample path continuity. Section 4 continues with positive recurrence. Section 5 proceeds with the study of large-time asymptotic properties. Section 6 examines asymptotic properties of a mean-field model, in which the switching process is fast varying. When the switching takes place an order of magnitude faster than that of the continuous state, we derive a limit that is an average with respect to the invariant measure of the switching process. Finally, the paper is concluded with some further remarks.

## 2. Formulation

Suppose that $\alpha(\cdot)$ is a randomly switching process taking values in $\mathcal{M}:=$ $\{1, \ldots, m\}$, and that $\gamma(\cdot), \beta(\cdot): \mathcal{M} \mapsto \mathbb{R}_{+}$, where $\mathbb{R}_{+}:=\{z \in \mathbb{R}: z>0\}$. Consider an $r$-body mean-field model with switching described by the following system of stochastic differential equations. For $i=1,2, \ldots, r$,

$$
\begin{align*}
d X_{i}(t)= & {\left[\gamma(\alpha(t)) X_{i}(t)-X_{i}^{3}(t)-\beta(\alpha(t))\left(X_{i}(t)-\bar{X}(t)\right)\right] d t }  \tag{2.1}\\
& +\sigma_{i i}(X(t), \alpha(t)) d W_{i}(t)
\end{align*}
$$

where $W_{i}(\cdot)$ is a one-dimensional standard Brownian motion,

$$
\bar{X}(t)=\frac{1}{r} \sum_{i=1}^{r} X_{i}(t), X(t)=\left(X_{1}(t), X_{2}(t), \ldots, X_{r}(t)\right)^{\prime}
$$

$x^{\prime}$ denotes the transpose of $x$. For $\alpha \in \mathcal{M}=\{1, \ldots, m\}$, the transition rules of $\alpha(t)$ are specified by

$$
\begin{equation*}
\mathbf{P}\{\alpha(t+\Delta)=k \mid \alpha(t)=\alpha, X(t)=x\}=q_{\alpha k}(x) \Delta+o(\Delta) \text { if } k \neq \alpha \tag{2.2}
\end{equation*}
$$

where $\Delta \downarrow 0$ and $\sum_{k \in \mathcal{M}} q_{\alpha k}(x)=0$ for each $\alpha \in \mathcal{M}$.
We will use the following assumptions, which are conditions on the coefficients of (2.1) and the transition rate (2.2). Note that (A1) allows the diffusion to grow at the order of $4-\delta$ for some $\delta>0$, whereas (A2) allows similar growth rate and requires also $\sigma_{i i}(0)=0$. Condition (A1) is sufficient to ensure the existence and uniqueness of the solution of the switching stochastic differential equation, and condition (A2) enables us to obtain further properties such as nonnegativity etc. More details will be seen in the subsequent sections.
(A1) The $Q(\cdot)$ is bounded and continuous. For each $\alpha \in \mathcal{M}$ and $x \in \mathbb{R}^{r}$,
(a) $q_{\alpha k}(x)>0$ for $k \neq \alpha$ and $\sigma_{i i}(x, \alpha)>0$ for each $1 \leq i \leq r$;
(b) $\sigma_{i i}(x, \alpha)$ and $q_{\alpha k}(x)$ are locally Lipschitz with respect to $x$;
(c) $\sigma_{i i}(x, \alpha)$ is infinitely differentiable in $x$;
(d) there exist constants $K_{0}>0$ and $\delta>0$ such that

$$
\begin{equation*}
\sum_{i=1}^{r} \sigma_{i i}^{2}(x, \alpha) \leq K_{0}\left(|x|^{4-\delta}+1\right) . \tag{2.3}
\end{equation*}
$$

(A2) Assume (A1) but with (2.3) replaced by

$$
\begin{equation*}
\sum_{i=1}^{r} \sigma_{i i}^{2}(x, \alpha) \leq K_{0}|x|^{4-\delta} . \tag{2.4}
\end{equation*}
$$

To proceed, it is convenient to use a vector notation. For $(x, \alpha) \in \mathbb{R}^{r} \times \mathcal{M}$, set

$$
b(x, \alpha)=\left(\begin{array}{c}
b_{1}(x, \alpha)  \tag{2.5}\\
b_{2}(x, \alpha) \\
\vdots \\
b_{r}(x, \alpha)
\end{array}\right)=\left(\begin{array}{c}
\gamma(\alpha) x_{1}-x_{1}^{3}-\beta(\alpha)\left(x_{1}-\bar{x}\right) \\
\gamma(\alpha) x_{2}-x_{2}^{3}-\beta(\alpha)\left(x_{2}-\bar{x}\right) \\
\vdots \\
\gamma(\alpha) x_{r}-x_{r}^{3}-\beta(\alpha)\left(x_{r}-\bar{x}\right)
\end{array}\right) \in \mathbb{R}^{r},
$$

and $\sigma(x, \alpha)=\operatorname{diag}\left\{\sigma_{i i}(x, \alpha)\right\} \in \mathbb{R}^{r} \times \mathbb{R}^{r}$, where $\bar{x}:=\sum_{j=1}^{r} x_{j} / r$. Then stochastic differential equation (2.1) can be rewritten as

$$
\begin{equation*}
d X(t)=b(X(t), \alpha(t)) d t+\sigma(X(t), \alpha(t)) d W(t) . \tag{2.6}
\end{equation*}
$$

For a function $f(\cdot, \cdot): \mathbb{R}^{r} \times \mathcal{M} \mapsto \mathbb{R}$ such that $f(\cdot, \alpha)$ is twice continuously differentiable with respect to the variable $x$ for each $\alpha \in \mathcal{M}$, the operator associated with the switching diffusion is given by

$$
\begin{align*}
\mathcal{L} f(x, \alpha)= & \frac{1}{2} \sum_{i=1}^{r} \sigma_{i i}^{2}(x, \alpha) \frac{\partial^{2} f(x, \alpha)}{\partial x_{i}^{2}}+\sum_{i=1}^{r} b_{i}(x, \alpha) \frac{\partial f(x, \alpha)}{\partial x_{i}}  \tag{2.7}\\
& +\sum_{k \in \mathcal{M}} q_{\alpha k}(x)(f(x, k)-f(x, \alpha)) .
\end{align*}
$$

## 3. Properties of Solutions

### 3.1. Regularity and Existence of Solutions

We begin by stating an existence and uniqueness of solution for the system of differential equations of interest. Its proof can be found in [11, Theorem 3.3].

Lemma 3.1. Assume condition (A1). Then for each initial condition ( $X(0)$, $\alpha(0))=\left(X_{0}, \alpha\right)$ with $\alpha \in \mathcal{M}=\{1, \ldots, m\}$, there exists a unique solution $(X(t), \alpha(t))$ to (2.6) and (2.2) for $t \geq 0$.

Remark 3.2. To proceed, we explore the regularity and nonnegativity of solutions to (2.6) and (2.2). To get the regularity only, one can use a Liapunov function $V(x, \alpha)=|x|$. Then it can be verified that $\mathcal{L} V(x, \alpha) \leq c V(x, \alpha)$ for some $c>0$. However, to show that the process will remain in the first quadrant, more complex Liapunov function is needed as can be seen in the proof to follow.

Theorem 3.3. Assume (A2) and $X_{0} \in \mathbb{R}_{+}^{r}:=\left\{\left(x_{1}, \ldots, x_{r}\right): x_{i}>0, i=\right.$ $1, \ldots, r\}$. Then the solution to (2.6) will remain in $\mathbb{R}_{+}^{r}$ almost surely. That is, $X(t) \in \mathbb{R}_{+}^{r}$ a.s. for any $t \geq 0$.

Proof. Consider (2.1). Using an argument of [5] for diffusions, assumption (A2) indicates that the coefficients of the stochastic differential equation (2.6) are locally Lipschitz and "locally" linear growth; see [14, Chapter 2]. Therefore, there is an explosion time $\rho_{e}$ such that for all $t \in\left[0, \rho_{e}\right)$, there exists a local solution for (2.6). Let $k_{0}>0$ be sufficiently large such that $X_{i}(0) \in\left(\left(1 / k_{0}\right), k_{0}\right)$ for each $i=1, \ldots, r$. For each $k \geq k_{0}$, we define

$$
\begin{equation*}
\tau_{k}:=\inf \left\{t \in\left[0, \rho_{e}\right): X_{i}(t) \notin\left(\frac{1}{k}, k\right) \text { for some } i=1,2, \ldots, r\right\} \tag{3.1}
\end{equation*}
$$

The sequence $\tau_{k}, k=1,2, \ldots$ is monotonically increasing. Set $\tau_{\infty}:=\lim _{k \rightarrow \infty} \tau_{k}$. Then $\tau_{\infty} \leq \rho_{e}$.

We are in a position to prove $\tau_{\infty}=\infty$ a.s. Suppose that this were not true. Then there would exist a $T>0$ and $\varepsilon>0$ such that $\mathbf{P}\left\{\tau_{\infty}<T\right\}>\varepsilon$. Thus, there is a $k_{1}$ such that $P\left\{\tau_{k}<T\right\}>\varepsilon$ for all $k \geq k_{1}$. Denote

$$
\begin{equation*}
S(x)=\sum_{i=1}^{r} x_{i} \tag{3.2}
\end{equation*}
$$

and define a Liapunov function

$$
V(x, \alpha)=\sum_{i=1}^{r} x_{i}-\log S(x) \quad \text { where } \quad(x, \alpha) \in \mathbb{R}_{+}^{r} \times \mathcal{M}
$$

It is easily seen that

$$
\frac{\partial}{\partial x_{i}} \log S(x)=\frac{1}{S(x)}, \quad \frac{\partial^{2}}{\partial x_{i}^{2}} \log S(x)=-\frac{1}{S^{2}(x)}
$$

Direct calculation leads to

$$
\begin{align*}
\mathcal{L} V(x, \alpha)= & \sum_{i=1}^{r}\left[\gamma(\alpha) x_{i}-x_{i}^{3}-\beta(\alpha)\left(x_{i}-\bar{x}\right)\right] \\
& +\frac{1}{S(x)} \sum_{i=1}^{r}\left[-\gamma(\alpha) x_{i}+x_{i}^{3}+\beta(\alpha)\left(x_{i}-\bar{x}\right)\right]  \tag{3.3}\\
& +\frac{1}{2} \frac{1}{S^{2}(x)} \sum_{i=1}^{r} \sigma_{i i}^{2}(x, \alpha) \text { for each } \alpha \in \mathcal{M}
\end{align*}
$$

Since $x_{i}>0$ for each $i$, using the familiar inequality

$$
\begin{gather*}
\sum_{i=1}^{r} x_{i}^{p} \leq\left(\sum_{i=1}^{r} x_{i}\right)^{p}, p>1  \tag{3.4}\\
-\frac{1}{S(x)} \sum_{i=1}^{r} \gamma(\alpha) x_{i}=-\gamma(\alpha) \\
\frac{1}{S(x)} \sum_{i=1}^{r} \beta(\alpha)\left(x_{i}-\bar{x}\right)=0,  \tag{3.5}\\
\frac{1}{S(x)} \sum_{i=1}^{r} x_{i}^{3} \leq \frac{1}{S(x)}\left(\sum_{i=1}^{r} x_{i}\right)^{3}=S^{2}(x), \\
\frac{1}{S(x)} \sum_{i=1}^{r} \sigma_{i i}(x, \alpha) \leq \frac{1}{S^{2}(x)} \sum_{i=1}^{r} x_{i}^{4-\delta} \leq S^{2-\delta}(x) .
\end{gather*}
$$

Using (3.5) in (3.3), detailed estimates lead to that when $x_{i}>0$ is large, the value of $\mathcal{L} V(x, \alpha)$ is dominated by $-x_{i}^{3}$; when $x_{i}>0$ is small, the value of $\mathcal{L} V(x, \alpha)$ is dominated by a constant by using the bound of $\sigma(x, \alpha)$ in assumption (2.4). Thus, in any event,

$$
\begin{equation*}
\mathcal{L} V(x, \alpha) \leq K \text { where } K>0 \text { is independent of } k \tag{3.6}
\end{equation*}
$$

By virtue of the definitions of $\tau_{k}$ and $V(x, \alpha)$,

$$
V\left(X\left(\tau_{k}\right), \alpha\left(\tau_{k}\right)\right) \geq(k-r \log k) \wedge\left(\frac{1}{k}+\log k\right)
$$

By means of Dynkin's formula,

$$
\begin{aligned}
& \mathbf{E} V\left(X\left(T \wedge \tau_{k}\right), \alpha\left(T \wedge \tau_{k}\right)\right)-V(X(0), \alpha(0)) \\
& \quad=\mathbf{E} \int_{0}^{\tau_{k} \wedge T} \mathcal{L} V(X(s), \alpha(s)) d s \\
& \quad \leq K T
\end{aligned}
$$

By rearrangement,

$$
\begin{aligned}
K T+V(X(0), \alpha(0)) & \geq \mathbf{E} V\left(X\left(\tau_{k} \wedge T\right), \alpha\left(\tau_{k} \wedge T\right)\right) \\
& \geq \mathbf{E} V\left(X\left(\tau_{k}\right), \alpha\left(\tau_{k}\right)\right) I_{\left\{\tau_{k}<T\right\}}
\end{aligned}
$$

$$
\begin{aligned}
& \geq(k-r \log k)) \wedge\left(\frac{1}{k}+\log k\right) \mathbf{P}\left(\tau_{k}<T\right) \\
& \geq\left[(k-r \log k) \wedge\left(\frac{1}{k}+\log k\right)\right] \varepsilon \\
& \rightarrow \infty \text { as } k \rightarrow \infty
\end{aligned}
$$

This is a contradiction. As a result, $\lim _{k \rightarrow \infty} \tau_{k}=\infty$ a.s. and hence the explosion time $\rho_{e}=\infty$ a.s.

### 3.2. Moment Properties

In this section, we consider moment properties of the process $X(t)$. We show that the moment generating function

$$
M(z)=\mathbf{E} \exp \left(z^{\prime} X(t)\right), \text { for any } t \geq 0, z^{\prime}=\left(z_{1}, \ldots, z_{r}\right) \in \mathbb{R}^{r} \text { with } z_{i} \in \mathbb{R}
$$

exists. To proceed, we first obtain a finite moment result.
Lemma 3.4. Under the conditions of Theorem 3.3, for any $p \geq 2$,

$$
\sup _{t \geq 0} \mathbf{E}\left[\sum_{i=1}^{r} X_{i}^{p}(t)\right] \leq K<\infty
$$

Proof. For any $(x, \alpha) \in \mathbb{R}_{+}^{r} \times \mathcal{M}$, consider $V(x, \alpha)=S^{p}(x)$ with $S(x)$ defined in (3.2). Using the stopping time $\tau_{k}$ defined in (3.1), we have

$$
\begin{aligned}
\mathcal{L} V(x, \alpha)= & p S^{p-1}(x) \sum_{i=1}^{r}\left[\gamma(\alpha) x_{i}-x_{i}^{3}-\beta(\alpha)\left(x_{i}-\bar{x}\right)\right] \\
& +\frac{1}{2} p(p-1) S^{p-2}(x) \sum_{i=1}^{r} \sigma_{i i}^{2}(x, \alpha) \\
= & p \gamma(\alpha) S^{p}(x)-p S^{p-1}(x) \sum_{i=1}^{r} x_{i}^{3}+\frac{1}{2} p(p-1) S^{p-2} \sum_{i=1}^{r} \sigma_{i i}^{2}(x, \alpha) .
\end{aligned}
$$

By virtue of Dynkin's formula,

$$
\begin{align*}
& \mathbf{E}\left[e^{t \wedge \tau_{k}} S^{p}\left(X\left(t \wedge \tau_{k}\right)\right)-S^{p}(X(0))\right. \\
& \quad=\mathbf{E} \int_{0}^{t \wedge \tau_{k}} e^{s}[V(X(s), \alpha(s))+\mathcal{L} V(X(s), \alpha(s))] d s \\
& \quad \leq \mathbf{E} \int_{0}^{t \wedge \tau_{k}} e^{s}\left([1+p \gamma(\alpha)] S^{p}(x)+\frac{1}{2} p(p-1) S^{p-2}\left(\sum_{i=1}^{r} x_{i}\right)^{2}\right) d s  \tag{3.7}\\
& \quad \leq \mathbf{E} \int_{0}^{t \wedge \tau_{k}} e^{s} K d s \\
& \quad \leq K\left(e^{t}-1\right) .
\end{align*}
$$

Since $\lim _{k \rightarrow \infty} \tau_{k}=\infty$ a.s., letting $k \rightarrow \infty$, we obtain

$$
\mathbf{E}\left[e^{t} S^{p}(X(t))\right]-S^{p}(X(0)) \leq K\left(e^{t}-1\right)
$$

so

$$
\mathbf{E} S^{p}(X(t)) \leq e^{-t} S^{p}(X(0))+K\left(1-e^{-t}\right) \leq K<\infty .
$$

Using (3.4) and taking $\sup _{t \geq 0}$, the desired result then follows.
By virtue of Theorem 3.3, we can show $\mathbf{E} X_{i}(t) \leq K<\infty$. This together with Lemma 3.4 yields that for any positive integer $l, \mathbf{E} X_{i}^{l}(t) \leq K<\infty$ for each $i=1, \ldots, r$. Thus for any given $z \in \mathbb{R}^{r}$, we have $\mathbf{E} z_{i}^{l} X_{i}^{l}(t) \leq K<\infty$ for each $i=1, \ldots, r$. As a result,

$$
\sum_{l=0}^{\infty} \sum_{i=1}^{r} \frac{z_{i}^{l} \mathbf{E} X_{i}^{l}(t)}{l!} \text { converges absolutely and uniformly. }
$$

The existence of the moment generating function then follows. We summarize this into the following proposition.

Proposition 3.5. The moment generating function $M(z)=\mathbf{E} \exp \left(z^{\prime} X(t)\right)$ exists for any $z \in \mathbb{R}^{r}$ and $t \geq 0$.

### 3.3. Continuity

This section establishes the sample path continuity. In fact, the desired result is obtained by means of an auxiliary bound. To proceed, we first establish the following lemma.

Lemma 3.6. Under the conditions of Theorem 3.3, for any positive integer $\kappa$, $0<T<\infty$, and any $0 \leq t, s \leq T$, there is a positive constant $K$ such that

$$
\begin{equation*}
\mathbf{E}|X(t)-X(s)|^{2 \kappa} \leq K|t-s|^{\kappa} . \tag{3.8}
\end{equation*}
$$

Proof. It suffices to examine each component $X_{i}(\cdot)$. It is easily seen that for any positive integer $\kappa, 0<T<\infty$, and any $0 \leq t, s \leq T$,

$$
X_{i}(t)-X_{i}(s)=\int_{s}^{t} b_{i}(X(u), \alpha(u)) d u+\int_{s}^{t} \sigma_{i i}(X(u), \alpha(u)) d W_{i}(u)
$$

and as a result

$$
\begin{aligned}
& \left|X_{i}(t)-X_{i}(s)\right|^{2 \kappa} \\
& \leq 2^{2 \kappa-1}\left[\left|\int_{s}^{t} b_{i}(X(u), \alpha(u)) d u\right|^{2 \kappa}+\left|\int_{s}^{t} \sigma_{i i}(X(u), \alpha(u)) d W_{i}(u)\right|^{2 \kappa}\right]
\end{aligned}
$$

An application of the Hölder inequality leads to

$$
\begin{align*}
& \mathbf{E}\left|\int_{s}^{t} b_{i}(X(u), \alpha(u)) d u\right|^{2 \kappa} \\
& \quad \leq\left(\int_{s}^{t} d u\right)^{2 \kappa-1} \int_{s}^{t} \mathbf{E}\left|b_{i}(X(u), \alpha(u))\right|^{2 \kappa} d u  \tag{3.9}\\
& \quad \leq K(t-s)^{2 \kappa}
\end{align*}
$$

The last line above follows from the moment estimate in Lemma 3.4.
Next, we estimate the diffusion term. By using [7, Lemma 4.12, p. 131], we have

$$
\begin{align*}
& \mathbf{E}\left|\int_{s}^{t} \sigma_{i i}(X(u), \alpha(u)) d W_{i}(u)\right|^{2 \kappa} \\
& \quad \leq\left[\kappa(2 \kappa-1)^{\kappa}(t-s)^{\kappa-1}\right] \int_{s}^{t} \mathbf{E}\left|\sigma_{i i}(X(u), \alpha(u))\right|^{2 \kappa} d u  \tag{3.10}\\
& \quad \leq K(t-s)^{\kappa} .
\end{align*}
$$

Combining the estimates in (3.9) and (3.10), the desired moment estimate follows.

Theorem 3.7. Under the conditions of Theorem 3.3, the process $X(\cdot)$, which is the solution of (2.1), has continuous sample paths almost surely.

Proof. It suffices to examine each component. The assertion is a direct consequence of Lemma 3.6 and the well-known Kolmogorov continuity criterion [10, Theorem 2, p. 3].

## 4. Positive Recurrence

Recall that an $\mathbb{R}^{r}$-valued Markov process $\xi(t)$ satisfying $\xi(0)=x$ (denoted by $\xi^{x}(t)$ when we want to emphasize the initial data $x$-dependence) is recurrent with respect to some nonempty bounded open set $G \subset \mathbb{R}^{r}$ if $\mathbf{P}\left\{\tau^{x}<\infty\right\}=1$ for any $x \notin G$, where $x=\xi(0)$ and $\tau^{x}$ is the hitting time of $G$ for $\xi^{x}(t)$ (i.e., the first time that the process $\xi^{x}(t)$ enters the set $G$, or $\tau^{x}:=\inf \left\{t \geq 0: \xi^{x}(t) \in G\right\}$ ). The process $\xi(t)$ is said to be positive recurrent with respect to $G$ if $\mathbf{E} \tau^{x}<\infty$ for any $x \notin G$.

Theorem 4.1. The solution is positive recurrent with respect to the domain

$$
G_{\rho}:=\left\{x \in \mathbb{R}_{+}^{r}: 0<x_{i}<\rho, i=1,2, \ldots, r\right\}
$$

where $\rho$ is a positive number to be specified.

Proof. By virtue of [14], it suffices for each $\alpha \in \mathcal{M}$ to find a nonnegative Liapunov function $V(\cdot, \alpha)$ defined on $\left(\mathbb{R}_{+}^{r}-\bar{G}_{\rho}\right) \times \mathcal{M}$ such that $V(\cdot, \alpha)$ is twice continuously differentiable with respect to $x$ and satisfies $\mathcal{L} V(x, \alpha) \leq-1$ for all $(x, \alpha) \in\left(\mathbb{R}_{+}^{r}-\bar{G}_{\rho}\right) \times \mathcal{M}$, where $\bar{G}_{\rho}$ denotes the closure of $G_{\rho}$. We consider the nonnegative function

$$
V(x, \alpha)=\sum_{i=1}^{r}\left(\log x_{i}\right)^{2}, \quad(x, \alpha) \in\left(\mathbb{R}_{+}^{r}-\bar{G}_{\rho}\right) \times \mathcal{M}
$$

Note that for getting the positive recurrence, it suffices to work with a Liapunov function that is defined in the exterior of the bounded set $G_{\rho}$. Note also that when $x_{i}>e, \log x_{i}>1$. Thus, in view of the fact $\log x_{i} / x_{i} \leq 1$,

$$
\begin{align*}
\sum_{i=1}^{r} 2 \beta(\alpha) \frac{\log x_{i}}{x_{i}} \sum_{j=1}^{r} \frac{x_{j}}{r} & \leq \frac{2 \beta(\alpha)}{r} \sum_{i=1}^{r} \sum_{j=1}^{r} x_{j} \\
& =2 \beta(\alpha) \sum_{i=1}^{r} \log x_{i} \frac{x_{i}}{\log x_{i}}  \tag{4.1}\\
& \leq \sum_{i=1}^{r} 2 \beta(\alpha) x_{i} \log x_{i}
\end{align*}
$$

when $\rho$ is large enough. Note also that for $x_{i}>e,\left(1-\log x_{i}\right) / x_{i}^{2}<0$. As a result,

$$
\begin{equation*}
\sum_{i=1}^{r} \sigma_{i i}^{2}(x, \alpha) \frac{1-\log x_{i}}{x_{i}^{2}}<0 \tag{4.2}
\end{equation*}
$$

Consequently, using (4.1) and (4.2),

$$
\begin{align*}
\mathcal{L} V(x, \alpha)= & \sum_{i=1}^{r} 2 \log x_{i}\left(\gamma(\alpha)-x_{i}^{2}-\beta(\alpha)\right)+\sum_{i=1}^{r} 2 \beta(\alpha) \frac{\log x_{i}}{x_{i}} \sum_{j=1}^{r} \frac{x_{j}}{r} \\
& +\sum_{i=1}^{r} \sigma_{i i}^{2}(x, \alpha) \frac{1-\log x_{i}}{x_{i}^{2}}  \tag{4.3}\\
< & \sum_{i=1}^{r} 2 \log x_{i}\left(\gamma(\alpha)-x_{i}^{2}-\beta(\alpha)+\beta(\alpha) x_{i}\right) \\
= & \sum_{i=1}^{r} 2 \log x_{i}\left[-\left(x_{i}-\frac{\beta(\alpha)}{2}\right)^{2}+\left(\frac{\beta(\alpha)}{2}\right)^{2}-\beta(\alpha)+\gamma(\alpha)\right]
\end{align*}
$$

Thus we can find $\rho$ large enough such that for all $(x, \alpha) \in\left(\mathbb{R}_{+}^{r}-\bar{G}_{\rho}\right) \times \mathcal{M}$, $\mathcal{L} V(x, \alpha)<-1$. Therefore $X(t)$ is positive recurrent with respect to the domain $G_{\rho}$.

Since the process is positive recurrent with respect to $G_{\rho}$, there is an invariant measure there ([15] and also [14, Chapter 4]). Furthermore, there is an invariant
density for the joint process $(X(t), \alpha(t))$, denoted by $\{\mu(x, i): i \in \mathcal{M}\}$ such that

$$
\mathcal{L}^{*} \mu(x, i)=0, \quad \sum_{i \in \mathcal{M}} \int_{\mathbb{R}^{r}} \mu(x, i) d x=1
$$

where $\mathcal{L}^{*}$ is the adjoint of the operator $\mathcal{L}$.

## 5. Further Asymptotic Bounds

In this section, we derive further asymptotic bounds in the sense of almost sure estimates. The result reveals long-time behavior and stability.

Theorem 5.1. The solution $X(t)$ satisfies

$$
\limsup _{T \rightarrow \infty} \frac{\log (\bar{X}(T))}{\log T} \leq K \quad \text { a.s. }
$$

for some $K>0$.

Proof. Choose

$$
V(t, x, \alpha)=e^{t} \log (\bar{x}) \text { for }(t, x, \alpha) \in[0, \infty) \times \mathbb{R}_{+}^{r} \times \mathcal{M}
$$

where $\bar{x}=\sum_{i=1}^{r} x_{i} / r$. It is readily seen that

$$
\frac{\partial V}{\partial t}=e^{t} \log (\bar{x}), \quad \frac{\partial V}{\partial x_{i}}=\frac{1}{r \bar{x}} e^{t}, \quad \text { and } \quad \frac{\partial^{2} V}{\partial x_{i}^{2}}=-\frac{1}{r^{2} \bar{x}^{2}} e^{t}
$$

Then by virtue of Itô's formula,

$$
\begin{align*}
& e^{t} \log (\bar{X}(t))-\log (\bar{X}(0)) \\
= & \int_{0}^{t} e^{s} \log (\bar{X}(s)) d s \\
+ & \int_{0}^{t} e^{s}\left\{\sum_{i=1}^{r} \frac{1}{r \bar{X}(s)}\left[\gamma(\alpha(s)) X_{i}(s)-X_{i}^{3}(s)-\beta(\alpha(s))\left(X_{i}(s)-\bar{X}(s)\right)\right]\right.  \tag{5.1}\\
+ & \left.\sum_{i=1}^{r} \frac{1}{2} \sigma_{i i}^{2}(X(s), \alpha(s)) \frac{-1}{r^{2} \bar{X}^{2}(s)}\right\} d s \\
+ & \int_{0}^{t} e^{s} \sum_{i=1}^{r} \frac{\sigma_{i i}(X(s), \alpha(s))}{r \bar{X}(s)} d w_{i}(s)
\end{align*}
$$

Denote

$$
M_{i}(t)=\int_{0}^{t} e^{s} \frac{1}{r \bar{X}(s)} \sigma_{i i}(X(s), \alpha(s)) d w_{i}(s)
$$

whose quadratic variation is

$$
\left\langle M_{i}, M_{i}\right\rangle(t)=\int_{0}^{t} e^{2 s} \frac{\sigma_{i i}^{2}(X(s), \alpha(s))}{r^{2} \bar{X}^{2}(s)} d s
$$

By the familiar exponential martingale inequality (e.g., [8, p. 49]), for any positive constants $T, \delta$, and $\eta$, we have

$$
\mathbf{P}\left\{\sup _{0 \leq t \leq T}\left[M_{i}(t)-\frac{\delta}{2}\left\langle M_{i}, M_{i}\right\rangle(t)\right]>\eta\right\} \leq e^{-\delta \eta} .
$$

Choose

$$
T=k \zeta, \delta=\varepsilon e^{-k \zeta}, \text { and } \eta=\frac{\theta e^{k \zeta} \log k}{\varepsilon},
$$

where $k \in \mathbb{N}, 0<\varepsilon<1, \theta>1$, and $\zeta>0$. Then similarly to that of [16], we can show that

$$
\begin{align*}
M_{i}(t) \leq & \frac{\varepsilon e^{-k \zeta}}{2}\left\langle M_{i}, M_{i}\right\rangle(t)+\frac{\theta e^{k \theta} \log k}{\varepsilon}, \text { for all } 0 \leq t \leq k \gamma . \\
& e^{t} \log (\bar{X}(t))-\log (\bar{X}(0)) \\
\leq & \int_{0}^{t} e^{s}\left\{\log \bar{X}(s)+\sum_{i=1}^{r} \frac{1}{r \bar{X}(s)}\left[\gamma(\alpha(s)) X_{i}(s)\right.\right.  \tag{5.2}\\
& \left.-X_{i}^{3}(s)-\beta(\alpha(s))\left(X_{i}(s)-\bar{X}(s)\right)\right] \\
& +\sum_{i=1}^{r} \frac{\sigma_{i i}^{2}}{2}(X(s), \alpha(s)) \frac{-1}{r^{2} \bar{X}^{2}(s)} \\
& \left.+\sum_{i=1}^{r} \frac{\varepsilon e^{-k \zeta} e^{s} \sigma_{i i}^{2}(X(s), \alpha(s))}{2} \frac{1}{r^{2} \bar{X}^{2}(s)}\right\} d s+\frac{r \theta e^{k \zeta} \log k}{\varepsilon} .
\end{align*}
$$

Since $\varepsilon e^{-k \zeta} e^{s}<1$,

$$
\sum_{i=1}^{r} \frac{\sigma_{i i}^{2}(X(s), \alpha)}{2} \frac{-1}{r^{2} \bar{x}^{2}}+\frac{\varepsilon e^{-k \zeta} e^{s} \sigma_{i i}^{2}(x, \alpha)}{2} \frac{1}{r^{2} \bar{x}^{2}}=\sum_{i=1}^{r} \frac{\sigma_{i i}^{2}(x, \alpha)}{2 r^{2} \bar{x}^{2}}\left(-1+\varepsilon e^{-k \zeta} e^{s}\right)<0 .
$$

In addition, note that

$$
\frac{1}{r \bar{x}} \sum_{i=1}^{r}\left[\gamma(\alpha) x_{i}-\beta(\alpha)\left(x_{i}-\bar{x}\right)\right]=\gamma(\alpha) .
$$

Using the Hölder inequality,

$$
\left(\sum_{i=1}^{r} x_{i}\right)^{3} \leq\left(\sum_{i=1}^{r} 1^{3 / 2}\right)^{2} \sum_{i=1}^{r} x_{i}^{3} \leq r^{2} \sum_{i=1}^{r} x_{i}^{3} .
$$

As a result,

$$
\begin{aligned}
\log \bar{x}-\frac{1}{r \bar{x}} \sum_{i=1}^{r} x_{i}^{3} & \leq \log \bar{x}-\frac{1}{r^{3} \bar{x}}\left(\sum_{i=1}^{r} x_{i}\right)^{3} \\
& =\log \bar{x}-\bar{x}^{2}<0 .
\end{aligned}
$$

Using the above estimates, we obtain

$$
\begin{equation*}
\log \bar{x}+\frac{1}{r \bar{x}} \sum_{i=1}^{r}\left[\gamma(\alpha) x_{i}-x_{i}^{3}-\beta(\alpha)\left(x_{i}-\bar{x}\right)\right] \leq \gamma(\alpha) . \tag{5.3}
\end{equation*}
$$

Therefore, using (5.3) and (5.2), we obtain

$$
\begin{align*}
e^{t} \log (\bar{X}(t))-\log (\bar{X}(0)) & \leq \int_{0}^{t} e^{s} C d s+\frac{r \theta e^{k \zeta} \log k}{\varepsilon}  \tag{5.4}\\
& =C\left(e^{t}-1\right)+\frac{r \theta e^{k \zeta} \log k}{\varepsilon}
\end{align*}
$$

where $C$ is a positive constant. Thus for $(k-1) \zeta \leq t \leq k \zeta$, similar to the development in [16], by sending $\zeta \downarrow 0, \varepsilon \uparrow 1$, and $\theta \downarrow 1$, we have

$$
\underset{T \rightarrow \infty}{\limsup } \frac{\log \bar{X}(T)}{\log T} \leq K \text { a.s. }
$$

The result is proved.
As a direct consequence, we obtain the following corollary.
Corollary 5.2. Under the conditions of Theorem 5.1,

$$
\limsup _{T \rightarrow \infty} \frac{\log \bar{X}(T)}{T} \leq 0 \text { a.s., }
$$

and

$$
\limsup _{T \rightarrow \infty} \frac{\log |X(T)|}{T} \leq 0 \text { a.s. }
$$

## 6. A Two-time-scale Limit

This section is concerned with a class of mean field processes, in which the random switching process changes an order of magnitude faster than the continuous state (or the switching process jump change much more frequently). The basic premise is that there are inherent two-time scales. Our interest focuses on the limit behavior of the resulting process. Suppose that $\varepsilon>0$ is a small parameter and the system of mean field equations is given by

$$
\begin{align*}
d X_{i}^{\varepsilon}(t)= & {\left[\gamma(\alpha(t)) X_{i}^{\varepsilon}(t)-\left(X_{i}^{\varepsilon}(t)\right)^{3}-\beta\left(\alpha^{\varepsilon}(t)\right)\left(X_{i}^{\varepsilon}(t)-\bar{X}^{\varepsilon}(t)\right)\right] d t }  \tag{6.1}\\
& +\sigma_{i i}\left(X^{\varepsilon}(t), \alpha^{\varepsilon}(t)\right) d W_{i}(t),
\end{align*}
$$

or using the definition of $b(x, \alpha)$,

$$
\begin{equation*}
d X^{\varepsilon}(t)=b\left(X^{\varepsilon}(t), \alpha^{\varepsilon}(t)\right) d t+\sigma\left(X^{\varepsilon}(t), \alpha^{\varepsilon}(t)\right) d W(t) \tag{6.2}
\end{equation*}
$$

where $\alpha^{\varepsilon}(t)$ is a fast-varying process whose generator is $Q(x) / \varepsilon$ when $X^{\varepsilon}(t)=x$. Compared with our previous work on two-time-scale Markov processes [12], where time-inhomogeneous Markov chains are treated, the new contribution is featured in the $x$-dependence of the switching process. In this paper, the switching process itself is non-Markov. To overcome the difficulty, we sub-divide the interval into small part, and use careful approximation techniques to resolve the $x$-dependency issue. Recall that $Q(x)$ is bounded and continuous.
(A3) For each $x \in \mathbb{R}^{r}, Q(x)$ is weakly irreducible. That is, the system of equations

$$
\nu(x) Q(x)=0, \quad \nu(x) \mathbb{1}=1
$$

has a unique solution where $\mathbb{1}:=(1, \ldots, 1)^{\prime} \in \mathbb{R}^{m \times 1}$ is a vector with all component being 1 , where $\nu(x)=\left(\nu_{1}(x), \ldots, \nu_{m}(x)\right)$ with $\nu_{i}(x) \geq 0$ for each $i \in \mathcal{M}$.

As can be seen, $\alpha^{\varepsilon}(\cdot)$ is subject to fast variation, whereas $X^{\varepsilon}(\cdot)$ changes relatively slowly compared with $\alpha^{\varepsilon}(\cdot)$. Although it is subject to rapid variations, the $\alpha^{\varepsilon}(\cdot)$ does not go to $\infty$; it is essentially a noise process having an invariant measure. As $\varepsilon \rightarrow 0$, the noise is averaged out, and the slow component of the evolution $X^{\varepsilon}(\cdot)$ converges weakly to $X(\cdot)$ that is an average with respect to the invariant measure $\nu(x)$ given in (A3); see also the idea of averaging in systems with singularly perturbed diffusions in [6] and references therein. Let us consider the process $\left\{X^{\varepsilon}(\cdot)\right\}$, and work with $t \in[0, T]$ for some $T>0$.

Lemma 6.1. Assume both (A1) and (A3). Then

$$
\sup _{t \in[0, T]} \mathbf{E}\left|X^{\varepsilon}(t)\right|^{2}<\infty .
$$

This is barely a restatement of the moment bounds in the previous sections. Using similar idea as in Lemma 3.4, we can also show that $\mathbf{E}\left|X^{\varepsilon}(t)\right|^{p}<\infty$.

Lemma 6.2. Assume both (A1) and (A3). Then $\left\{X^{\varepsilon}(\cdot)\right\}$ is tight in $D([0, T]$ : $\left.\mathbb{R}^{r}\right)$, the space of functions that are right continuous with left limits endowed with the Skorohod topology.

Proof. For any $\Delta>0$, and $t, s>0$ satisfying $s \leq \Delta$, using Lemma 6.1 and the same technique as in Lemma 3.6,

$$
\mathbf{E}_{t}\left|X^{\varepsilon}(t+s)-X^{\varepsilon}(t)\right|^{2} \leq O(s) \leq O(\Delta)
$$

where $\mathbf{E}_{t}$ denotes the conditioning on the $\sigma$-algebra generated by $\left\{X^{\varepsilon}(u), \alpha^{\varepsilon}(u)\right.$ : $u \leq t\}$. Taking $\limsup _{\varepsilon \rightarrow 0}$ followed by $\lim _{\Delta \rightarrow 0}$, we obtain

$$
\lim _{\Delta \rightarrow 0} \limsup _{\varepsilon \rightarrow 0} \mathbf{E E}_{t}\left|X^{\varepsilon}(t+s)-X^{\varepsilon}(t)\right|^{2}=0
$$

Thus, by virtue of the well-known tightness criterion (for example, see [13, Lemma 14.12, p. 320]), $\left\{X^{\varepsilon}(\cdot)\right\}$ is tight.

Since $\left\{X^{\varepsilon}(\cdot)\right\}$ is tight, we can extract weakly convergent subsequences by the well-known Prohorov's theorem. Select such a subsequence and for notational simplicity, still denote the subsequence indexed by $\varepsilon$ with limit $X(\cdot)$. By virtue of the Skorohod representation, there is an augmented probability space on which there is a sequence $\widetilde{X}^{\varepsilon}(\cdot)$ defined on it having the same distribution as $X^{\varepsilon}(\cdot)$ such that $\widetilde{X}^{\varepsilon}(\cdot)$ converges to $\widetilde{X}(\cdot)$ in the sense of w.p.1, where $\widetilde{X}(\cdot)$ have the same distribution as that of $X(\cdot)$. With a slight abuse of notation without changing notation, we still denote this sequence by $\left\{X^{\varepsilon}(\cdot)\right\}$ such that $X^{\varepsilon}(\cdot) \rightarrow X(\cdot)$ w.p.1. Using the argument as in Theorem 3.7, $X(\cdot)$ has continuous sample paths w.p.1. We proceed to characterize the limit process.

To proceed, for an arbitrary $N$ satisfying $0<N<\infty$, we can confine ourselves with $B_{N}=\{x:|x| \leq N\}$, the ball with radius $N$, and work with a truncated process $X^{\varepsilon, N}(\cdot)$, known as $N$-truncation [13, p.321]. We then obtain the limit of $X^{\varepsilon, N}(\cdot)$. Finally by letting $N \rightarrow \infty$ and using a piecing together argument, we prove the convergence of $X^{\varepsilon}(\cdot)$. However, For notational simplicity and without or loss of generality, we can assume that $X^{\varepsilon}(\cdot)$ is bounded in what follows. We shall show that the limit $X(\cdot)$ is a solution of the mean field equation

$$
\begin{equation*}
d X(t)=\bar{b}(X(t)) d t+\bar{\sigma}(X(t)) d W(t) \tag{6.3}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{b}(x) & =\sum_{i \in \mathcal{M}} \nu_{i}(x) b(x, i) \\
\bar{a}(x) & =\sum_{i \in \mathcal{M}} \nu_{i}(x) a(x, i)  \tag{6.4}\\
\bar{a}(x) & =\bar{\sigma}(x) \bar{\sigma}^{\prime}(x), \quad a(x, i)=\sigma(x, i) \sigma^{\prime}(x, i) \\
\nu(x) & =\left(\nu_{1}(x), \ldots, \nu_{m}(x)\right) \in \mathbb{R}^{1 \times m}
\end{align*}
$$

Equivalently, $X(\cdot)$ is a solution of the martingale problem with operator $\overline{\mathcal{L}}$ defined by

$$
\begin{equation*}
\overline{\mathcal{L}} f(x)=\bar{b}^{\prime}(x) \nabla f(x)+\operatorname{tr}[\bar{a}(x) H f(x)] \tag{6.5}
\end{equation*}
$$

for any $f(\cdot) \in C^{2}\left(\mathbb{R}^{r}\right)$, where $\nabla f(x)$ and $H f(x)$ are the usual gradient and Hessian matrix of $f(x)$, respectively.

Theorem 6.3. Under the conditions of Lemma 6.2, the process $X^{\varepsilon}(\cdot)$ converges weakly to $X(\cdot)$, which is the solution of the martingale problem with operator $\overline{\mathcal{L}}$ given by (6.5) or $X(\cdot)$ is a solution of the limit mean field equation given by (6.3).

Proof. Since we have already established the tightness of the process $\left\{X^{\varepsilon}(\cdot)\right\}$, what remains to be done is to characterize the limit process $X(\cdot)$. To show that $X(\cdot)$ is a solution of the martingale problem with operator $\overline{\mathcal{L}}$, pick out any $F(\cdot) \in C_{0}^{2}\left(\mathbb{R}^{r}\right)$ ( $C^{2}$ function with compact support). We need only show that

$$
\begin{equation*}
F(X(t))-F(X(0))-\int_{0}^{t} \overline{\mathcal{L}} F(X(u)) d u \text { is a martingale. } \tag{6.6}
\end{equation*}
$$

To verify (6.6), it suffices to show that for any bounded and continuous function $h(\cdot)$, any positive integer $\ell$, any $t, s>0$, and any $t \leq t$ with $l \leq \ell$,

$$
\begin{equation*}
\mathbf{E} h\left(X\left(t_{l}\right): l \leq \ell\right)\left[F(X(t+s))-F(X(t))-\int_{t}^{t+s} \overline{\mathcal{L}} F(X(u)) d u\right]=0 \tag{6.7}
\end{equation*}
$$

To verify (6.7), we begin with the process indexed by $\varepsilon$, namely $\left\{X^{\varepsilon}(\cdot)\right\}$. Because $F(\cdot)$ is independent of $i \in \mathcal{M}$,

$$
\begin{equation*}
\sum_{j \in \mathcal{M}} q_{i j}^{\varepsilon}(x) F(x)=0 \text { for each } i \in \mathcal{M} \text { and each } x . \tag{6.8}
\end{equation*}
$$

Since the joint process $\left(X^{\varepsilon}(\cdot), \alpha^{\varepsilon}(\cdot)\right)$ is Markov,

$$
F\left(X^{\varepsilon}(t+s)\right)-F\left(X^{\varepsilon}(t)\right)-\int_{t}^{t+s} \mathcal{L} F\left(X^{\varepsilon}(u)\right) d u
$$

is a martingale, and as a result,

$$
\mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)\left[F\left(X^{\varepsilon}(t+s)\right)-F\left(X^{\varepsilon}(t)\right)-\int_{t}^{t+s} \mathcal{L} F\left(X^{\varepsilon}(u)\right) d u\right]=0
$$

where $\mathcal{L}$ is the operator defined in (2.7) with $Q(x)$ replaced by $Q(x) / \varepsilon$. That is, in view of (6.8),

$$
\mathcal{L} F(x)=\frac{1}{2} \operatorname{tr}[a(x, i) H F(x)]+b^{\prime}(x, i) \nabla F(x), i \in \mathcal{M} .
$$

Note that since $F(\cdot)$ is independent of $i \in \mathcal{M}$, the term involving $Q(x) / \varepsilon$ disappears. Note also that $\mathcal{L}$ depends on $\varepsilon$ and should have been written as $\mathcal{L}^{\varepsilon}$, but for notational simplicity, we suppress the $\varepsilon$-dependence. By the weak convergence of $X^{\varepsilon}(\cdot)$ to $X(\cdot)$ and the Skorohod representation, we have

$$
\begin{align*}
& \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)\left[F\left(X^{\varepsilon}(t+s)\right)-F\left(X^{\varepsilon}(t)\right)\right]  \tag{6.9}\\
& \quad \rightarrow \mathbf{E} h\left(X\left(t_{l}\right): l \leq \ell\right)[F(X(t+s))-F(X(t))] \text { as } \varepsilon \rightarrow 0 .
\end{align*}
$$

On the other hand,

$$
\begin{aligned}
& \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)\left[\int_{t}^{t+s} \mathcal{L} F\left(X^{\varepsilon}(u)\right) d u\right] \\
& \quad=\mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)\left[\int _ { t } ^ { t + s } \left[b^{\prime}\left(X^{\varepsilon}(u), \alpha^{\varepsilon}(u)\right) \nabla F\left(X^{\varepsilon}(u)\right)\right.\right. \\
& \quad+\frac{1}{2} \operatorname{tr}\left[a\left(X^{\varepsilon}(u), \alpha^{\varepsilon}(u)\right) H F\left(X^{\varepsilon}(u)\right] d u\right]
\end{aligned}
$$

First, consider the drift term, we obtain

$$
\begin{align*}
& \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)\left[\int_{t}^{t+s} b^{\prime}\left(X^{\varepsilon}(u), \alpha^{\varepsilon}(u)\right) \nabla F\left(X^{\varepsilon}(u)\right) d u\right] \\
= & \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)\left[\int_{t}^{t+s} \sum_{i \in \mathcal{M}} b^{\prime}\left(X^{\varepsilon}(u), i\right) \nabla F\left(X^{\varepsilon}(u)\right) I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}\right] \\
= & \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)  \tag{6.10}\\
& {\left[\int_{t}^{t+s} \sum_{i \in \mathcal{M}} b^{\prime}\left(X^{\varepsilon}(u), i\right) \nabla F\left(X^{\varepsilon}(u)\right)\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right]\right] } \\
& +\mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)\left[\int_{t}^{t+s} \sum_{i \in \mathcal{M}} b^{\prime}\left(X^{\varepsilon}(u), i\right) \nabla F\left(X^{\varepsilon}(u)\right) \nu_{i}\left(X^{\varepsilon}(u)\right)\right] .
\end{align*}
$$

By virtue of the weak convergence of $X^{\varepsilon}(\cdot)$ to $X(\cdot)$ and the Skorohod representation (without changing notation by our convention), it can be shown that for the last term in (6.10),

$$
\begin{align*}
& \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)\left[\int_{t}^{t+s} \sum_{i \in \mathcal{M}} b^{\prime}\left(X^{\varepsilon}(u), i\right) \nabla F\left(X^{\varepsilon}(u)\right) \nu_{i}\left(X^{\varepsilon}(u)\right)\right] \\
\rightarrow & \mathbf{E} h\left(X\left(t_{l}\right): l \leq \ell\right)\left[\int_{t}^{t+s} \sum_{i \in \mathcal{M}} b^{\prime}(X(u), i) \nabla F(X(u)) \nu_{i}(X(u))\right] \text { as } \varepsilon \rightarrow 0  \tag{6.11}\\
= & \mathbf{E} h\left(X\left(t_{l}\right): l \leq \ell\right)\left[\int_{t}^{t+s} \bar{b}^{\prime}(X(u)) \nabla F(X(u)) d u\right] .
\end{align*}
$$

As for the next to the last term in (6.10), we partition the interval $[t, t+s]$ as follows. For any $0<\Delta<1$, let $t=t_{0}<t_{1}<t_{2}<\cdots<t_{l_{\varepsilon}} \leq t+s$ such that $t_{k}=k \varepsilon^{1-\Delta}$. Note that $l_{\varepsilon}=\left\lfloor s / \varepsilon^{1-\Delta}\right\rfloor=O\left(1 / \varepsilon^{1-\Delta}\right)$. Without loss of generality and for notational simplicity, we will assume the $t_{l_{\varepsilon}}$ coincides with $t+s$. Then we can rewrite

$$
\begin{aligned}
& \int_{t}^{t+s} \sum_{i \in \mathcal{M}} b^{\prime}\left(X^{\varepsilon}(u), i\right) \nabla F\left(X^{\varepsilon}(u)\right)\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] \\
& \quad=\sum_{k=0}^{l_{\varepsilon}-1} \int_{t_{k}}^{t_{k+1}} \sum_{i \in \mathcal{M}} b^{\prime}\left(X^{\varepsilon}(u), i\right) \nabla F\left(X^{\varepsilon}(u)\right)\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u
\end{aligned}
$$

By the continuity of $b(\cdot, i)$ and the smoothness of $F(\cdot)$, we obtain

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0} \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right) \\
& {\left[\sum_{i \in \mathcal{M}} \int_{t}^{t+s} b^{\prime}\left(X^{\varepsilon}(u), i\right) \nabla F\left(X^{\varepsilon}(u)\right)\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u\right] } \\
&= \lim _{\varepsilon \rightarrow 0} \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right) \\
& {\left[\sum_{k=0}^{l_{\varepsilon}-1} \sum_{i \in \mathcal{M}} \int_{t_{k}}^{t_{k+1}} b^{\prime}\left(X^{\varepsilon}\left(t_{k}\right), i\right) \nabla F\left(X^{\varepsilon}\left(t_{k}\right)\right)\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u\right] . }
\end{aligned}
$$

By the choice of $t_{l}$, we can rewrite the last line above as

$$
\begin{aligned}
& \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right) \\
& {\left[\sum_{k=0}^{l_{\varepsilon}-1} \sum_{i \in \mathcal{M}} \int_{t_{k}}^{t_{k+1}} b^{\prime}\left(X^{\varepsilon}\left(t_{k}\right), i\right) \nabla F\left(X^{\varepsilon}\left(t_{k}\right)\right)\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u\right] } \\
&= \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right) \\
& {\left[\sum_{k=0}^{l_{\varepsilon}-1} \sum_{i \in \mathcal{M}} b^{\prime}\left(X^{\varepsilon}\left(t_{k}\right), i\right) \nabla F\left(X^{\varepsilon}\left(t_{k}\right)\right) \mathbf{E}_{t_{k}} \int_{t_{k}}^{t_{k+1}}\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u\right] . }
\end{aligned}
$$

By virtue of the Cauchy-Schwarz inequality,

$$
\begin{align*}
& \mathbf{E} \mid h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)\left[\sum_{k=0}^{l_{\varepsilon}-1} \sum_{i \in \mathcal{M}}\right. \\
& \left.\quad b^{\prime}\left(X^{\varepsilon}\left(t_{k}\right), i\right) \nabla F\left(X^{\varepsilon}\left(t_{k}\right)\right) \mathbf{E}_{t_{k}} \int_{t_{k}}^{t_{k+1}}\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u\right] \mid \\
& \leq \sum_{k=0}^{l_{\varepsilon}-1} \sum_{i \in \mathcal{M}} \mathbf{E} \mid h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)  \tag{6.12}\\
& \quad b^{\prime}\left(X^{\varepsilon}\left(t_{k}\right), i\right) \nabla F\left(X^{\varepsilon}\left(t_{k}\right)\right) \mathbf{E}_{t_{k}} \int_{t_{k}}^{t_{k+1}}\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u \mid \\
& \leq K \sum_{k=0}^{l_{\varepsilon}-1} \sum_{i \in \mathcal{M}}\left(1+\mathbf{E}^{1 / 2}\left|X^{\varepsilon}\left(t_{k}\right)\right|^{2}\right) \mathbf{E}^{1 / 2} \\
& \quad\left|\mathbf{E}_{t_{k}} \int_{t_{k}}^{t_{k+1}}\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u\right|^{2} .
\end{align*}
$$

Lemma 6.4. Assume the conditions of Theorem 6.3 are fulfilled. For $t \in[0, T]$,
and each fixed $x$ in a bounded subset of $\mathbb{R}^{r}$, consider the generator $Q(x) / \varepsilon$. Then

$$
\begin{equation*}
\left|\exp \left(\frac{Q(x) t}{\varepsilon}\right)-\mathbb{1} \nu(x)\right| \leq K \exp \left(-\frac{\kappa_{0} t}{\varepsilon}\right), \tag{6.13}
\end{equation*}
$$

for some $K>0$ and $\kappa_{0}>0$, where $\mathbb{l}=(1,1, \ldots, 1)^{\prime} \in \mathbb{R}^{m}$.
Proof of Lemma 6.4. For each $x$ in a bounded subset of $\mathbb{R}^{r}$, consider the switching process with a generator $Q(x) / \varepsilon$. Then the results in [12, Lemma A.2, p. 300] are applicable. In fact, $\exp (Q(x) t / \varepsilon)$ is the associated transition matrix. The weak irreducibility of $Q(x)$ implies that $\exp (Q(x) t / \varepsilon)$ converges to a matrix with identical rows, namely, $\mathbb{1} \nu(x)$. Moreover, the convergence takes place exponentially fast. Thus (6.13) holds. Since the set $x$ living in is bounded, $K$ and $\kappa_{0}$ can be chosen to be independent of $x$.

We now examine the last term in (6.12). We have by the continuity of $\nu(x)$,

$$
\mathbf{E}_{t_{k}} \int_{t_{k}}^{t_{k+1}}\left[\nu_{i}\left(X^{\varepsilon}\left(t_{k}\right)\right)-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u=o\left(t_{k+1}-t_{k}\right)=o\left(\varepsilon^{1-\Delta}\right) .
$$

Thus

$$
\begin{align*}
& \sum_{k=0}^{l_{\varepsilon}-1} \sum_{i \in \mathcal{M}}\left(1+\mathbf{E}^{1 / 2}\left|X^{\varepsilon}\left(t_{k}\right)\right|^{2}\right) \mathbf{E}^{1 / 2} \\
& \quad\left|\mathbf{E}_{t_{k}} \int_{t_{k}}^{t_{k+1}}\left[\nu_{i}\left(X^{\varepsilon}\left(t_{k}\right)\right)-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u\right|^{2}  \tag{6.14}\\
& \leq K \sum_{k=0}^{l_{\varepsilon}-1} o\left(\varepsilon^{1-\Delta}\right) \leq K l_{\varepsilon} o\left(\varepsilon^{1-\Delta}\right)=o(1) \rightarrow 0 \text { as } \varepsilon \rightarrow 0 .
\end{align*}
$$

Next, consider

$$
\mathbf{E}_{t_{k}} \int_{t_{k}}^{t_{k+1}}\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}\left(t_{k}\right)\right)\right] d u .
$$

For $u \in\left[t_{k}, t_{k+1}\right]$, to consider $\mathbf{E}\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}\left(t_{k}\right)\right)\right]$, first let us examine the associated transition matrix

$$
P^{\varepsilon}\left(u, t_{k}\right)=\left(p_{i j}^{\varepsilon}\left(u, t_{k}\right)\right)=\left(\mathbf{P}\left(\alpha^{\varepsilon}(u)=j \mid \alpha^{\varepsilon}\left(t_{k}\right)=i, X^{\varepsilon}\left(t_{k}\right)\right) .\right.
$$

It satisfies the forward equation

$$
\begin{aligned}
\frac{d}{d u} P^{\varepsilon}\left(u, t_{k}\right) & =P^{\varepsilon}\left(u, t_{k}\right) \frac{Q\left(X^{\varepsilon}(u)\right)}{\varepsilon^{\varepsilon}} \\
& =P^{\varepsilon}\left(u, t_{k}\right) \frac{Q\left(X^{\varepsilon}\left(t_{k}\right)\right)}{\varepsilon}+P^{\varepsilon}\left(u, t_{k}\right) \frac{Q\left(X^{\varepsilon}(u)\right)-Q\left(X^{\varepsilon}\left(t_{k}\right)\right)}{\varepsilon}, \\
P^{\varepsilon}\left(t_{k}, t_{k}\right) & =I
\end{aligned}
$$

The solution of the above matrix differential equation is given by

$$
\begin{align*}
P^{\varepsilon}\left(u, t_{k}\right)= & \exp \left(\frac{Q\left(X^{\varepsilon}\left(t_{k}\right)\right)\left(u-t_{k}\right)}{\varepsilon}\right) \\
& +\int_{t_{k}}^{u} P^{\varepsilon}\left(s, t_{k}\right) \frac{Q\left(X^{\varepsilon}(s)\right)-Q\left(X^{\varepsilon}\left(t_{k}\right)\right)}{\varepsilon}  \tag{6.15}\\
& \exp \left(\frac{Q\left(X^{\varepsilon}\left(t_{k}\right)\right)\left(s-t_{k}\right)}{\varepsilon}\right) d s
\end{align*}
$$

Note that $Q\left(X^{\varepsilon}(s)\right) \mathbb{1}=Q\left(X^{\varepsilon}\left(t_{k}\right)\right) \mathbb{1}=0$ and $\nu(x) Q(x)=0$ for each $x$. It then follows from (6.15) that

$$
\begin{align*}
& P^{\varepsilon}\left(u, t_{k}\right)-\mathbb{1} \nu\left(X^{\varepsilon}(u)\right) \\
=( & \left.\exp \left(\frac{Q\left(X^{\varepsilon}\left(t_{k}\right)\right)\left(u-t_{k}\right)}{\varepsilon}\right)-\mathbb{1} \nu\left(X^{\varepsilon}\left(t_{k}\right)\right)\right) \\
& +\int_{t_{k}}^{u}\left\{\left[P^{\varepsilon}\left(s, t_{k}\right)-\mathbb{1} \nu\left(X^{\varepsilon}\left(t_{k}\right)\right)\right] \frac{Q\left(X^{\varepsilon}(s)\right)-Q\left(X^{\varepsilon}\left(t_{k}\right)\right)}{\varepsilon}\right.  \tag{6.16}\\
& \left.+\mathbb{1}\left[\nu\left(X^{\varepsilon}\left(t_{k}\right)\right)-\nu\left(X^{\varepsilon}(s)\right)\right] \frac{Q\left(X^{\varepsilon}(s)\right)}{\varepsilon}\right\} \\
& \times\left(\exp \left(\frac{Q\left(X^{\varepsilon}\left(t_{k}\right)\right)\left(s-t_{k}\right)}{\varepsilon}\right)-\mathbb{1} \nu\left(X^{\varepsilon}\left(t_{k}\right)\right)\right) d s .
\end{align*}
$$

Note that using Lemma 6.4, for some for some $0<\kappa_{1}<\kappa_{0}$,

$$
\begin{aligned}
& \left\lvert\, \int_{t_{k}}^{u} \mathbb{1}\left[\nu\left(X^{\varepsilon}\left(t_{k}\right)\right)-\nu\left(X^{\varepsilon}(s)\right)\right] \frac{Q\left(X^{\varepsilon}(s)\right)}{\varepsilon}\right. \\
& \left.\left(\exp \left(\frac{Q\left(X^{\varepsilon}\left(t_{k}\right)\right)\left(s-t_{k}\right)}{\varepsilon}\right)-\mathbb{1} \nu\left(X^{\varepsilon}\left(t_{k}\right)\right)\right) d s \right\rvert\, \\
& \quad \leq K \int_{t_{k}}^{u} \frac{1}{\varepsilon} g_{1}^{\varepsilon}(s) \exp \left(-\frac{\kappa_{0}\left(s-t_{k}\right)}{\varepsilon}\right) d s \\
& \leq K \int_{t_{k}}^{u} g_{1}^{\varepsilon}(s) \exp \left(-\frac{\kappa_{1}\left(s-t_{k}\right)}{\varepsilon}\right) d s \\
& \leq o(\varepsilon) .
\end{aligned}
$$

In the above $g_{1}^{\varepsilon}(s)$ is a continuous function satisfying $g_{1}^{\varepsilon}(s) \rightarrow 0$ as $\varepsilon \rightarrow 0$.
Thus, using Lemma 6.4, for some $\kappa_{0}>0$ and $0<\kappa_{2}<\kappa_{0}$,

$$
\begin{aligned}
& \quad\left|P^{\varepsilon}\left(u, t_{k}\right)-\mathbb{1} \nu\left(X^{\varepsilon}(u)\right)\right| \\
& \leq \exp \left(-\frac{\kappa_{0}\left(u-t_{k}\right)}{\varepsilon}\right)+o(\varepsilon)
\end{aligned}
$$

$$
\begin{aligned}
& \quad+K \int_{t_{k}}^{u}\left|P^{\varepsilon}\left(s, t_{k}\right)-\mathbb{1} \nu\left(X^{\varepsilon}\left(t_{k}\right)\right)\right| g^{\varepsilon}(s) \frac{1}{\varepsilon} \exp \left(\frac{-\kappa_{0}\left(s-t_{k}\right)}{\varepsilon}\right) d s \\
& \leq \exp \left(-\frac{\kappa_{0}\left(u-t_{k}\right)}{\varepsilon}\right)+o(\varepsilon) \\
& \quad+K \int_{t_{k}}^{u}\left|P^{\varepsilon}\left(s, t_{k}\right)-\mathbb{1} \nu\left(X^{\varepsilon}\left(t_{k}\right)\right)\right| g^{\varepsilon}(s) \exp \left(\frac{-\kappa_{2}\left(s-t_{k}\right)}{\varepsilon}\right) d s,
\end{aligned}
$$

where $g^{\varepsilon}(s) \rightarrow 0$ as $\varepsilon \rightarrow 0$. An application of Gronwall's inequality [3, p. 36, Lemma 6.2] then yields that

$$
\begin{equation*}
\left|P^{\varepsilon}\left(u, t_{k}\right)-\mathbb{1} \nu\left(X^{\varepsilon}(u)\right)\right| \leq o(\varepsilon) . \tag{6.17}
\end{equation*}
$$

It then follows that

$$
\begin{align*}
& \left|\mathbf{E}_{t_{k}} \int_{t_{k}}^{t_{k+1}}\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u\right| \\
& \quad \leq K \int_{t_{t_{k}}}^{t_{k+1}} o(\varepsilon) d u  \tag{6.18}\\
& \quad=O\left(\varepsilon^{2-\Delta}\right) .
\end{align*}
$$

Using (6.18) in the last term in (6.12), we obtain

$$
\begin{align*}
& \sum_{k=0}^{l_{\varepsilon}-1} \sum_{i \in \mathcal{M}}\left(1+\mathbf{E}^{1 / 2}\left|X^{\varepsilon}\left(t_{k}\right)\right|^{2}\right) \mathbf{E}^{1 / 2} \\
& \left|\mathbf{E}_{t_{k}} \int_{t_{k}}^{t_{k+1}}\left[I_{\left\{\alpha^{\varepsilon}(u)=i\right\}}-\nu_{i}\left(X^{\varepsilon}(u)\right)\right] d u\right|^{2}  \tag{6.19}\\
& \quad \leq K \sum_{k=0}^{l_{\varepsilon}-1} \sum_{i \in \mathcal{M}}\left(1+\mathbf{E}^{1 / 2}\left|X^{\varepsilon}\left(t_{k}\right)\right|^{2}\right) \mathbf{E}^{1 / 2}\left|\int_{t_{k}}^{t_{k+1}} o(\varepsilon) d u\right|^{2} \\
& \quad \leq K l_{\varepsilon} O\left(\varepsilon^{2-\Delta}\right)=O\left(\varepsilon^{1-\Delta}\right) \rightarrow 0 \text { as } \varepsilon \rightarrow 0 .
\end{align*}
$$

By virtue of the weak convergence of $X^{\varepsilon}(\cdot)$ to $X(\cdot)$, the Skorohod representation, (6.10), (6.11), and the estimates up to now, we obtain

$$
\begin{align*}
& \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)\left[\int_{t}^{t+s} b^{\prime}\left(X^{\varepsilon}(u), \alpha^{\varepsilon}(u)\right) \nabla F\left(X^{\varepsilon}(u)\right) d u\right]  \tag{6.20}\\
& \quad=\mathbf{E} h\left(X\left(t_{l}\right): l \leq \ell\right)\left[\int_{t}^{t+s} \bar{b}^{\prime}(X(u)) \nabla F(X(u)) d u\right]
\end{align*}
$$

Likewise, we can show

$$
\begin{align*}
& \mathbf{E} h\left(X^{\varepsilon}\left(t_{l}\right): l \leq \ell\right)\left[\int_{t}^{t+s} \operatorname{tr}\left[a\left(X^{\varepsilon}(u), \alpha^{\varepsilon}(u)\right) H F\left(X^{\varepsilon}(u)\right)\right] d u\right]  \tag{6.21}\\
& \quad=\mathbf{E} h\left(X\left(t_{l}\right): l \leq \ell\right)\left[\int_{t}^{t+s} \operatorname{tr}[a(X(u)) H F(X(u))] d u\right] .
\end{align*}
$$

Combining the estimates obtained thus far, we obtain that $X(\cdot)$ is a solution of the martingale problem with operator $\overline{\mathcal{L}}$. The theorem is thus proved.

## 7. Concluding Remarks

In this paper, we have established several properties for a class of mean-field models with random switching. The random switching is continuous-state dependent. One difficulties considered here is that each of the particle is required to be nonnegative. Our results include moment estimates, regularity, continuity, and certain tightness. Furthermore, we also examine the asymptotic behavior when the switching process is subject to fast variation. In the future study, it will be interesting to examine the equivalent or mean field behavior when the number of particles or bodies becomes large. In addition, the study of behavior of phase transitions will also be a worthwhile undertaking.
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