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SOME MODIFIED EXTRAGRADIENT METHODS FOR COMMON
SOLUTIONS OF GENERALIZED EQUILIBRIUM PROBLEMS
AND FIXED POINTS OF NONEXPANSIVE MAPPINGS

Jian-Wen Peng and Ngai-Ching Wong*

Abstract. In this paper, we introduce some new iterative schemes based
on the extragradient method (and the hybrid method) for finding a common
element of the set of solutions of a generalized equilibrium problem, the set
of fixed points of a family of nonexpansive mappings, and the set of solutions
of the variational inequality for a monotone, Lipschitz continuous mapping
in Hilbert spaces. We obtain some strong convergence theorems and weak
convergence theorems. The results in this paper generalize, improve and unify
some well-known convergence theorems in the literature.

1. INTRODUCTION

Let C' be a nonempty closed convex subset of a real Hilbert space H with inner
product (-, -) and induced norm || - ||. Let £ be a bifunction from C' x C' into the
real line R and let B : C — H be a nonlinear mapping. Moudafi [5], Moudafi and
Thera [6], Peng and Yao [11-13], and Takahashi and Takahashi [18] considered the
following generalized equilibrium problem:

(1.1) Find z € C such that F(z,y) + (Bzx,y —x) >0, Vye C.

The set of solutions of (1.1) is denoted by GEP(C, F, B).
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If B = 0, the generalized equilibrium problem (1.1) reduces to the so-called
equilibrium problem. If FF = 0, then (1.1) becomes the variational inequality
problem, i.e., to find x € C' such that

(Br,y—z) >0, YyeC.

The set of solutions of the variational inequality problem is denoted by VI(C, B).
The problem (1.1) is very general in the sense that it includes, as special cases,
optimization problems, variational inequalities, minimax problems, Nash equilib-
rium problem in noncooperative games; see for instance, [1, 5, 6, 11-13, 18] and
the references therein.
Recall that a mapping S : C' — H is nonexpansive if there holds that

[Sz — Sy|| < [|lx —y|| for all 2,y € C.

We denote the set of fixed points of S by Fix(5).

Several algorithms have been proposed for finding the solution of problem (1.1).
Moudafi [5] introduced an iterative scheme for finding a solution of problem (1.1),
which is also a fixed point of a nonexpansive mapping, and proved a weak conver-
gence theorem. Moudafi and Thera [6] introduced an auxiliary scheme for finding a
solution of problem (1.1) and obtained a weak convergence theorem. Peng and Yao
[11-13] introduced some iterative schemes for finding a common solution of problem
(1.1) and the variational inequality for a monotone, Lipschitz-continuous mapping,
which is also a fixed point of a family of nonexpansive mappings. Takahashi and
Takahashi [18] introduced an iterative scheme for finding a common element of the
set of solutions of problem (1.1) and the set of fixed points of a nonexpansive map-
ping in a Hilbert space, and proved a strong convergence theorem. Some methods
also have been proposed to solve the equilibrium problem when B = 0 in (1.1) ;
see, for instance, [2-4, 10, 14-17, 20] and the references therein.

Recently Nakajo, Shimoji and Takahashi [8], and Takahashi, Takeuchi and Kub-
ota [19] introduced and studied some iterative methods for finding a common fixed
point of a family of nonexpansive mappings satisfying the so-called NST-condition
(1), and obtained some strong convergence theorems in a Banach space or a Hilbert
space.

Inspired by the ideas in the [2-6, 8, 10-20] and the references therein, we intro-
duce some new iterative schemes based on the extragradient method (and the hybrid
method) for finding a common element of the set of solutions of a generalized equi-
librium problem, the set of fixed points of a family of nonexpansive mappings and
the set of solutions of the variational inequality for a monotone, Lipschitz-continuous
mapping. We obtain both strong convergence theorems and weak convergence the-
orems for the sequences generated by the corresponding processes. The results in
this paper generalize, improve and unify some well-known convergence theorems
in the literatures.
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2. PRELIMINARIES

Let C' be a nonempty closed convex subset of a real Hilbert space H with
inner product (-, -) and norm || - ||. Let symbols — and — denote strong and weak
convergence, respectively. For any = € H, there exists a unique nearest point in C,
denoted by Po(x), such that

|z — Po(z)|| <[z -yl forallyeC.

The mapping Pc is called the metric projection of H onto C. We know that P¢ is
a nonexpansive mapping from H onto C'. Moreover,

z=Po(x) ifandonlyif (z—=z,2—y)>0, VYyeC.
A mapping A : C — H is called monotone if
(Az — Ay,xz —y) >0, forall z,y € C;
A is called a-inverse strongly monotone if o > 0 and
(x —y, Az — Ay) > ol Az — Ay|?, forall z,y € C;
A is called k-Lipschitz continuous if £ > 0 and
Az — Ay|| < klz —yl|, forallz,yeC.

For solving the equilibrium problem, let us assume that the bifunction F' satisfies
the following conditions:
(Al) F(xz,z)=0forall z € C;
(A2) F is monotone, i.e., F(z,y) + F(y,xz) <0 forany z,y € C;
(A3) for each z,y,z € C,

hl%l F(tz+ (1 —t)z,y) < F(z,y);
t

(A4) for each = € C, the scalar function y — F(z,y) is convex and lower semi-
continuous.

Motivated by Nakajo, Shimoji and Takahashi [8] and Takahashi, Takeuchi and
Kubota [19], we give the following definitions: Let {S,} and " be two families
of nonexpansive mappings of C' into itself such that ) # Fix(T") = N>, Fix(S,),
where Fix(I") is the set of all common fixed points of mappings in I". Then, {S,} is
said to satisfy the NST-condition (I) with T" if for each bounded sequence {¢,,} C C,

lim |[t, — Sptnl| =0 impliesthat lim ||¢, —Tt,|| =0 forall T eT.
n—oo n—oo

In particular, if ' = {T'}, i.e., T" consists of exactly one mapping 7, then {S,} is
said to satisfy the NST-condition (I) with 7.



356 Jian-Wen Peng and Ngai-Ching Wong

3. MaIN REsuLTS

We now present the strong convergence of an iterative algorithm based on extra-
gradient method and hybrid method which solves the problem of finding a common
element of the set of solutions of a generalized equilibrium problem, the fixed point
set of a family of nonexpansive mappings and the set of solutions of the variational
inequality for a monotone, Lipschitz continuous mapping in a Hilbert space.

In the following, we always assume that C' is a nonempty closed convex subset
of a real Hilbert space H. Let F' be a bifunction from C x C into R satisfying
(A1)-(A4), let A be a monotone and k-Lipschitz continuous mapping of C into H,
and let B be an a-inverse strongly monotone mapping of C' into H. Let {S,} and
T" be families of nonexpansive mappings of C' into itself such that

Q= nNX,Fix(S;) NVI(C,A)NGEP(C,F,B) # ()
and N2, Fix(S;) = Fix(I"). Assume also that {.S,,} satisfies the NST-condition (I)
with T

Theorem 3.1. Suppose {\,} C [a,b] for some a,b € (0, 1), {aw} C [0, (] for
some ¢ € (0,1), and {r,} C [y, €] for some ~, e € (0,2a). Pickany 1 =z € C
and set C; = C. Let {z,}, {u,}, {yn} and {z,} be sequences generated by the
scheme

Yn = PC(un - )\nAun)v
(3.1) Zn = @y + (1 — ap) SpPo(un — AAyy),

Cnp1 = {2z € Cn: |lzn — 2| < lln — 21},

xn—l—l == Cn+1x
for every n = 1,2,.... Then, {z,}, {u,}, {yn} and {z,} converge strongly to
w = PQ((I,')

Proof. First we note that under assumptions (Al)-(A4), it is held that for any
r >0 and z € H there is a unique ¢ in C such that

1
F(u,y)—l—;(y—u,u—@zo, vyec

(see, e.g., [18, 1]). In particular, if we put » = r, and = = z,, — r, Bz, then we
can solve for w,,.
It is obvious that C,, is closed for every n = 1,2, .... Since

Cry1=1{2€Cp: ||zn— an2 +2(zp, — xp, xp — 2) < 0},
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we also have that C,, is convex for every n =1,2, ...

Next, we show by induction that Q C C; for i = 1,2,.... From ¢y = C, we
have 2 C ;. Suppose that Q C C,, for some positive integer number n. Let
u € Q and let {7}, } be a sequence of mappings defined as in Lemma 2.2 in [17].
As u € GEP(C,F,B), we have u = T,, (u — r,Bu), and as u € VI(C, A), we
have u = Po(u — A, Au). Putting ¢, = Po(u, — A\ Ayy,) for every n = 1,2, ...
From w,, = T, (z, — r,Bzx,) € C and the proof of Theorem 3.1 in [13], we have

(32)  lun —ul® < llan = ull® + ra(ra = 20)| Ben — Bull® < ||z — ull?,

(3.3) |un—u|® < ||zn—ul|?=||2p—tin||*+27n (B2 —Bu, 2, —u,)—12|| Bz, —Bul|?,
and
[t —ul?
< = ull? = [ =y > = lyn =t * + 220 F tin, = gl [t — |
< =l = l[un =y > = g0 —=tal >+ A0k [t =y |+ ||t — yn|*
= Jlun =]+ (A = 1) || un—ya |*.
Therefore from (3.2), (3.4), z, = anx, + (1 — ) Spty, and u = S,u, we have
lon = ull?
< anllan — ul|® + (1 = ap)||Satn — ul®
< anllan = ull® + (1= ap)|lt, — ulf?
G5 < anllan — ulP + (0 = an)lllun — ul + (AR — 1) — 3]
<l = ull® + (1= ) (An?k? = 1) Jun = ynl|?
< g — ull?,

for every n =1,2,..., and hence u € C, 1. So, Q C C; foreveryi=1,2,....
Let lp = Pqxz. From z,, = P,z and [y € Q C C,,, we have

(3.6) [n =[] < [lo — 2|

for every n = 1,2,.... Therefore, {z,} is bounded. From (3.2), (3.4) and (3.5),
we also obtain that {u,}, {¢,} and {z,} are bounded. Since z,,1; € C,+1 C C,
and x,, = Pc, x, we have

[z = 2| < |#n1 — ]

for every n = 1,2, .... Therefore, lim, . ||z, — 2| exists.
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Since
041 = all® = 2041 — Po,z))? < Jlwnts — 2] = ||z — 2
for every n = 1,2, .... This implies that
lim (41 — ]| = 0.
Since z,,41 € Cpy1, We have ||z, — zp41]| < ||zn — zn41]| @nd hence
20 = znll < llen = Znpill + [l2nr1 — 2ol < 20zn — 20|

for every n =1,2,.... From lim,_ o ||Zpn+1 — 25| = 0, we have ||z, — z,| — 0.
For u € €2, from (3.5) we obtain
1
(1 — an) (1 — N\, %k2)

(3.7 llun = yall* < (lzn = ull + [lzn = ulDllzn = 2nll

Since ||z, — z,|| — 0 and the sequences {x,} and {z,} are bounded, we obtain
|un, — yn|| — 0. By the same process as in (3.4), we also have

< = ull® = llun = yall® = lyn = tall* + 22kl un = yalllta — yul
< Nl = ull® = Il = yall® = lyn = tall* + lun = yall* + A2kt — yall?
= [lun — ull* + (An?k? = 1)llyn — tal|*.
Then,
l2n = ull* < anllen — ull® + (1 = an)[tn — ul®
< aglen = ull® + (1 = an) lun = ull® + (A, = 1)y — tal’]
< lzn = ull? + (1 = an) A’k = 1) lyn — ta]l*.
and, rearranging as in (3.7), we obtain

1

tn_ n 2<
It =9l < TS T

(lzn = ull + [zn = ul)l|lzn = 2.

Since ||z, — z,|| — 0 and the sequences {x,} and {z,} are bounded, we obtain
ltn, —ynl| — 0. As A is k-Lipschitz continuous, we have || Ay,, — At,| — 0. From
lltn — toll < llun — Ynll + llyn — tull, we also have ||u, — t,| — 0.

From (3.5) and (3.2), we have

lzn = ull® < anllzn = ull® + (1 = an)[llun — ul® + (A5 = 1)llun — yal|]
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< apllzn — uH2 + (1 — an)fun — uH2
< anllzn = ull® + (1 = an)[l|lzn — ull® + ro(r — 20)|| Bz, — Bul|’]
= ||z — ul|®> + (1 = an)7n(rn — 20)| Bz, — Bul|*.

Hence, we have

(1—¢)y(2a — €)|| Bz, — Bul?

(1 — an)rn(20 — ) || B, — Bul|?

N

<l —ull® = flzn — ul|?
< (llzn = wll + 120 = ull)[|2n = 2nl|-

Since ||, — z,, || — 0 and the sequences {x,} and {z, } are bounded, we obtain
| Bz, — Bul|| — 0.
Then, by (3.5), (3.4) and (3.3), we get

20 — ul]® < anllzn — ul® + (1= an)[tn — ul]?
< apllrn — uH2 + (1 — an)||un — uH2
< apllen — uH2 + (1 — an)[[|en — uH2 — |lzp — unH2

+2r,(Bxy, — Bu, 2, — up) — r2||Bay, — Bul|?]

IN

2 —ul]® = (1= an) [ —tn||*+ (1= ap)2rp || Bry — Bu| |2 —un|.
Hence,
(1= )ln = unll?
< (1= an)llzn —unl?
< fan = ull® = llzn — ull® + (1 — an)2rn|| Bz — Bulll|zn — un
< (lzn = ull + llzn = ulDllzn = 20ll + (1 = an)2rn|| By — Bul[|2n — |-

Since ||z, — zn|| — 0O, ||Bz, — Bu|| — 0 and the sequences {x,} and {z,} are
bounded, we obtain ||z, — u,| — 0. From ||z, — t,|| < ||zn — @l + |20 — un|| +
||tn — tn]| We have ||z, —t,|| — 0. From ||t, — x| < [[tn — unl| + |20 — un|| wWe
also have ||t,, — z,| — 0.

Since z, = apxy + (1 — ay,)Spt,, We have (1 — ay,)(Sptn — tn) = an(t, —
Zn) + (2 — tn,). Then

(1= o) Sntn — tull < (1= an)l|Sntn — tall < anlltn — 2n|l + (|20 — tal
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and hence [|S,t, — t,|| — 0. Since {S,} satisfies the NST-condition (I) with T,
we have forall T € T,

lim ||Tt, — t,|| = 0.

n—oo

As {xz,} is bounded, there exists a subsequence {x,,} of {z,} such that z,,, —
w. From |z, — uy,| — 0, we obtain that w,; — w. From |u, — ¢,|| — 0, we
also obtain that ¢,,; — w. Since {u,;} C C and C is closed and convex, we obtain
w e C.

Now, we show that w € Fix(I'). Assume w ¢ Fix(T'). Since t,, — w and
w # Tw for some T € T', from the Opial condition (see [9]) we have

liminf ||¢,, —w|| < liminf||t,, — Tw||
1— 00 1— 00
< lim inf{[tn, — Tt || + |[Ttn; — Twl[}
1— 00

< liminf ||t,, — w]|.
1— 00

This is a contradiction. So, we get w € Fix(I") = N9, Fix(.S;). By exactly the same
argument in the proof of Theorem 3.1 in [13] we can show w € GEP(C, F, B)
and w € VI(C, A), which implies w € Q.

From |y = Poz, w € Q and (3.5), we have

lto =z} < [lw — =]} < lim inf {2, — 2|} < limsup [Jan, — || < [llo —z].
=00 1—00

So, we obtain w = [y and
lim [z, — 2| = [lw —z|.
1—00

From z,, —x — w —x we have z,, —x — w —x and hence x,, — w. This implies
that x,, — lg. It is easy to see u, — lo, yn — lo and z, — lo. The proof is now
complete. O

Combining the arguments in the proof of Theorem 3.1 and those in the proof
of Theorem 3.1 in [12] and Theorem 3.1 in [13], respectively, we can easily ob-
tain the following weak convergence theorem and strong convergence theorem for
the corresponding iterative algorithms based on the extragradient method (and CQ
method).

Theorem 3.2. Assume {\,} C [a, ] for some a,b € (0, 1), {B.} C [6,¢] for
some d,¢ € (0,1), and {r,} C [d, e] for some d,e € (0, 2«). Let {z,}, {u,} and
{yn} be sequences generated by the scheme
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r1=x € C,
F(un,y) + (Brp,y — up) + %(y — U, Up —Tp) >0, VyeCl,
9 Yn = Polun — AnAuy),
Tnt1 = Pnn + (1 — Bn)SnPo(un — M Ayy)
for every n = 1,2,.... Then, {z,}, {u,} and {y,} converge weakly to w € €,

where w = lim,,_ o Poxy,.

Theorem 3.3. Assume {\,} C [a,b] for some a,b € (0, 1), {an} C [0, ¢] for

some

c e [0,1] and {r,} C [v,e] for some v, e € (0,2«). Let {z,}, {un}, {yn}

and {z,} be sequences generated by the scheme

(3.9)

r1=x € C,

F(un,y) + (Bxp,y — up) + %(y — U, Up —Tp) >0, VyeCl,
Yn = Po(un, — ApAuy,),
Zn = @y + (1 — ay) S Po(un — AAyy),
Cn={2€C:|zn—z| <|l2n — 2},

Qn={z€C:(xy,—2z,2—x,) >0},

Tn4+1 = Pcn m an

for every n = 1,2,.... Then, {z,}, {un}, {yn} and {z,} converge strongly to
w = PQ((I,')

Remark 3.4.

(i)

It follows from Lemmas 3.1-3.12 in [8] and Lemmas 2.1-2.4 in [19] that
the NST-condition (I) with T of {S,,} contains many special cases. Hence,
we can easily obtain many interesting results by using Theorems 3.1-3.3.
For examples, let S, = S for all n = 1,2,... in Theorem 3.3 and 3.2,
respectively, by Lemma 2.1 in [19], we get Theorem 4.4 in [11] without
the condition (B4) or (B2), and Theorem 3.1 in [12]. Let S,, = S for all
n =1,2,...and B = 0 in Theorems 3.3 and 3.2, respectively, we recover
Theorems 3.1 and 4.1 in [16]. Let S, be replaced by the W-mapping W,
generated by S, Sy,—1,...,51 and &,,&,1, ..., & in Theorems 3.3 and 3.2,
respectively, by Lemma 3.6 in [8], we recover Theorems 3.1 and 4.1 in [13].
Let F(z,y)=0forall z,y € C, B=0and S, = Sforalln=1,2,...in
Theorem 3.3, by Lemma 2.1 in [19], we recover Theorem 3.1 in [7].
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Let F(z,y) = 0 for all z,y € C, A = B = 0 in Theorems 3.1 and 3.2,
respectively, we recover Theorems 3.3 and 3.4 in [19].

Since the «a-inverse strongly monotonicity of A has been weakened by the
monotonicity and Lipschitz continuity of A, Theorems 3.1-3.3 extend, gener-
alize and improve Theorem 3.1 in [8], Theorem 3.1 in [15], Theorem 3.1 in
[14], Theorem 3.1 in [3], and Theorem 3 in [4].
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