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#### Abstract

Let $\alpha \in(0, \infty), q \in[1, \infty], s$ be a nonnegative integer, $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$ (the class of Muckenhoupt's weights). In this paper, the authors introduce the weighted Morrey-Campanato space $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ and obtain its equivalence on different $q \in[1, \infty]$ and integers $s \geq\lfloor n \alpha\rfloor$ (the integer part of $n \alpha$ ). The authors then introduce the weighted Lipschitz space $\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$ and prove that $\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)=L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ when $\alpha \in(0, \infty), s \geq\lfloor n \alpha\rfloor$ and $q \in[1, \infty]$. Using this, the authors further establish a new characterization of $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ by using the convolution $\varphi_{t_{B}} * f$ to replace the minimizing polynomial $P_{B}^{s} f$ on any ball $B$ of a function $f$ in its norm when $\alpha \in(0, \infty), s \geq\lfloor n \alpha\rfloor, \omega \in A_{1}\left(\mathbb{R}^{n}\right) \cap R H_{1+1 / \alpha}\left(\mathbb{R}^{n}\right)$ and $q \in[1, \infty]$, where $\varphi$ is an appropriate Schwartz function, $t_{B}$ denotes the radius of the ball $B$ and $\varphi_{t_{B}}(\cdot) \equiv t_{B}^{-n} \varphi\left(t_{B}^{-1} \cdot\right)$.


## 1. Introduction

It is well-known that the classical Morrey-Campanato spaces play an important role in the study of partial differential equations and harmonic analysis; see, for example, $[4,13,15,1,2,3,11,10]$. Let $\alpha \in[0, \infty), q \in[1, \infty]$ and $s$ be an integer that is no less than $\lfloor n \alpha\rfloor$, where and in what follows, $\lfloor s\rfloor$ denotes the maximal integer no more than $s$. It was proved by Taibleson and Weiss [17] that the classical Morrey-Campanato spaces $L\left(\alpha, q, s ; \mathbb{R}^{n}\right)$ are dual spaces of Hardy spaces on $\mathbb{R}^{n}$. It was also pointed out by Janson, Taibleson and Weiss in [10] that for $\alpha=0$, the spaces $L\left(\alpha, q, s ; \mathbb{R}^{n}\right)$ are variants of $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ (see [11]) and for $\alpha \in(0, \infty)$, they are variants of homogenous Besov-Lipschitz spaces with

[^0]smoothness of order $n \alpha$ (see [9]). Throughout the whole paper, we only consider the case when $\alpha \in(0, \infty)$.

For $\alpha \in(0,1 / n), q \in[1, \infty], s=0$ and $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$, Tang [18] recently introduced the weighted Morrey-Campanato spaces $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ and obtained their certain equivalent characterizations. Here and in what follows, $A_{1}\left(\mathbb{R}^{n}\right)$ denotes the class of Muckenhoupt's weights. We should point out that when $n=1$, the weighted Morrey-Campanato spaces $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ were essentially introduced by García-Cuerva [6] as the dual spaces of the corresponding weighted Hardy spaces.

In this paper, for $\alpha \in(0, \infty), q \in[1, \infty], s$ being a nonnegative integer and $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$, we introduce and investigate the weighted Morrey-Campanato spaces $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$, which generalize the classical Morrey-Campanato spaces by taking $\omega \equiv 1$ and $s \geq\lfloor n \alpha\rfloor$, the weighted Morrey-Campanato spaces introduced in [18] by taking $s=0$ and $\alpha \in(0,1 / n)$ and the corresponding results in [6] to any $n \in \mathbb{N}$. Some equivalent characterizations of $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ are also obtained. These results essentially improve the known results in [6, 17, 10, 5, 18].

To be precise, we first recall the notion of the classical Morrey-Campanato space $L\left(\alpha, q, s ; \mathbb{R}^{n}\right)$. Let $q \in[1, \infty)$ and $L_{\text {loc }}^{q}\left(\mathbb{R}^{n}\right)$ denote the set of all locally integrable functions on $\mathbb{R}^{n}$. Let $\alpha \in(0, \infty), q \in[1, \infty)$ and $s$ be an integer no less than $\lfloor n \alpha\rfloor$. Following [10] (see also [17]), the classical Morrey-Campanato space $L\left(\alpha, q, s ; \mathbb{R}^{n}\right)$ is defined to be the set of all functions $f \in L_{\mathrm{loc}}^{q}\left(\mathbb{R}^{n}\right)$ such that

$$
\|f\|_{L\left(\alpha, q, s ; \mathbb{R}^{n}\right)} \equiv \sup _{B \subset \mathbb{R}^{n}}|B|^{-\alpha}\left[|B|^{-1} \int_{B}\left|f(x)-P_{B}^{s} f(x)\right|^{q} d x\right]^{1 / q}<\infty
$$

where the supremum is taken over all balls $B$ in $\mathbb{R}^{n}$, and $P_{B}^{s} f$ denotes the minimizing polynomial of $f$ on the ball $B$ with degree at most $s$, namely, for all multi-indices $\theta \in(\mathbb{N} \cup\{0\})^{n}$ with $0 \leq|\theta| \leq s$,

$$
\begin{equation*}
\int_{B}\left[f(x)-P_{B}^{s} f(x)\right] x^{\theta} d x=0 . \tag{1.1}
\end{equation*}
$$

It is well-known that if $f$ is locally integrable, then $P_{B}^{s} f$ uniquely exists; see, for example, [17] or [12]. In the case $q=\infty$ and $\alpha \in(0, \infty)$, the space $L\left(\alpha, \infty, s ; \mathbb{R}^{n}\right)$ in [10] is defined to be the set of all functions $f \in L_{\text {loc }}^{\infty}\left(\mathbb{R}^{n}\right)$ such that

$$
\|f\|_{L\left(\alpha, \infty, s ; \mathbb{R}^{n}\right)} \equiv \sup _{B \subset \mathbb{R}^{n}} \operatorname{esssup}_{x \in B}|B|^{-\alpha}\left|f(x)-P_{B}^{s} f(x)\right|<\infty,
$$

where the supremum is taken over all balls $B$ in $\mathbb{R}^{n}$.
In what follows, for any $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$, let $\omega(E) \equiv \int_{E} \omega(x) d x$, where $E$ is a measurable set in $\mathbb{R}^{n}$. We introduce the following weighted Morrey-Campanato spaces.

Definition 1.1. Let $\alpha \in(0, \infty), s$ be a nonnegative integer and $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$. When $q \in[1, \infty)$, the weighted Morrey-Campanato space $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ is defined to be the set of all functions $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{align*}
& \|f\|_{L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)} \\
\equiv & \sup _{B \subset \mathbb{R}^{n}} \frac{1}{[\omega(B)]^{\alpha}}\left[\frac{1}{\omega(B)} \int_{B}\left|f(x)-P_{B}^{s} f(x)\right|^{q}[\omega(x)]^{1-q} d x\right]^{1 / q}<\infty, \tag{1.2}
\end{align*}
$$

where the supremum is taken over all balls $B \subset \mathbb{R}^{n}$ and $P_{B}^{s} f$ is as in (1.1). When $q=\infty$, the weighted Morrey-Campanato space $L\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)$ is defined to be the set of all functions $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
\|f\|_{L\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)} \equiv \sup _{B \subset \mathbb{R}^{n}} \operatorname{esssup}_{x \in B} \frac{1}{[\omega(B)]^{\alpha}} \frac{\left|f(x)-P_{B}^{s} f(x)\right|}{\omega(x)}<\infty, \tag{1.3}
\end{equation*}
$$

where the supremum is taken over all balls $B \subset \mathbb{R}^{n}$ and $P_{B}^{s} f$ is as in (1.1).
We point out that the weighted Morrey-Campanato space $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ is actually defined as a space of equivalence classes modulo the polynomials with degree at most $s$. Moreover, obviously, if $\omega \equiv 1$ and $s \geq\lfloor n \alpha\rfloor$, then $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ is just the classical Morrey-Campanato space $L\left(\alpha, q, s ; \mathbb{R}^{n}\right)$ in [10]. We also remark that the space $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ in Definition 1.1 when $n=1$ was essentially introduced by García-Cuerva [6, p. 29] and when $s=0, n \in \mathbb{N}$ and $\alpha \in(0,1 / n)$ by Tang in [18]. In Section 2 of this paper, we obtain the equivalence of the spaces $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ with respect to different $q \in[1, \infty]$ and integers $s \geq\lfloor n \alpha\rfloor$, which generalizes the corresponding result on $[6, \mathrm{p} .29]$ to all $n \in \mathbb{N}$ and completely covers [10, Theorem 1] and [17, p. 132, (8.17)] when $\alpha \in(0, \infty)$ and [10, Theorem 2] by taking $\omega \equiv 1$, and [18, Theorem 2.1] by taking $\alpha \in(0,1 / n)$ and $s=0$; see Theorems 2.1 and 2.2 below.

In what follows, let $\mathcal{S}\left(\mathbb{R}^{n}\right)$ be the space of all Schwartz functions on $\mathbb{R}^{n}$. Choose $\Psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ such that $\operatorname{supp} \widehat{\Psi} \subset\left\{\xi \in \mathbb{R}^{n}: 1 / 2 \leq|\xi| \leq 2\right\}, \widehat{\Psi}(\xi) \geq 1 / 4$ when $3 / 5 \leq|\xi| \leq 5 / 3$, and $\sum_{j=-\infty}^{\infty} \widehat{\Psi}\left(2^{-j} \xi\right)=1$ for all $\xi \in \mathbb{R}^{n} \backslash\{0\}$, where and in what follows, $\widehat{f}$ denotes the Fourier transform of $f$, namely, for all $\xi \in \mathbb{R}^{n}$, $\widehat{f}(\xi) \equiv \int_{\mathbb{R}^{n}} e^{-2 \pi i \xi x} f(x) d x$. For all $j \in \mathbb{Z}$ and $x \in \mathbb{R}^{n}$, let $\Psi_{2^{-j}}(x) \equiv 2^{j n} \Psi\left(2^{j} x\right)$.

Following Triebel's [19], set

$$
\mathcal{S}_{\infty}\left(\mathbb{R}^{n}\right) \equiv\left\{\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right): \int_{\mathbb{R}^{n}} \varphi(x) x^{\gamma} d x=0 \text { for all multi-indices } \gamma \in \mathbb{Z}_{+}^{n}\right\}
$$

and let $\mathcal{S}_{\infty}^{\prime}\left(\mathbb{R}^{n}\right)$ be the topological dual of $\mathcal{S}_{\infty}\left(\mathbb{R}^{n}\right)$. We now introduce the weighted Lipschitz space as follows.

Definition 1.2. Let $\Psi$ be as above. For any $\alpha \in(0, \infty)$ and $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$, the weighted Lipschitz space $\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$ is defined to be the set of all $f \in \mathcal{S}_{\infty}^{\prime}\left(\mathbb{R}^{n}\right)$ satisfying that there exists a nonnegative constant $C$ such that for all $x \in \mathbb{R}^{n}$ and $j \in \mathbb{Z}$,

$$
\begin{equation*}
\left|\Delta_{j} f(x)\right| \leq C\left[\omega\left(B\left(x, 2^{-j}\right)\right)\right]^{1+\alpha} 2^{j n} \tag{1.4}
\end{equation*}
$$

where $\Delta_{j}$ is given by $\Delta_{j} f \equiv f * \Psi_{2^{-j}}$. Moreover, the smallest bound $C$ in (1.4) is defined to be the norm of $f$ in $\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$ and denoted by $\|f\|_{\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)}$.

Obviously, the space $\wedge\left(\alpha, 1 ; \mathbb{R}^{n}\right)$ is just the classical Lipschitz space; see, for example, [8, Theorem 6.3.6]. The only difference is that here, following [19, Chapter 5], we use $\mathcal{S}_{\infty}^{\prime}\left(\mathbb{R}^{n}\right)$ to replace $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) / \mathcal{P}\left(\mathbb{R}^{n}\right)$, where and in what follows, $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ denotes the space of Schwartz distributions and $\mathcal{P}\left(\mathbb{R}^{n}\right)$ the set of all polynomials on $\mathbb{R}^{n}$. We also remark that the space $\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$ was defined to be the set of all locally integrable functions such that (1.4) hold by Tang in [18]. Thus, Definition 1.2 generalizes the notion of the corresponding weighted Lipschitz spaces in [18]. In Section 3 below, we prove that for $\alpha \in(0, \infty)$, s being an integer satisfying $s \geq\lfloor n \alpha\rfloor$ and $q \in[1, \infty], L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)=\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$ with equivalent norms, which implies that the space $\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$ is independent of the choices of $\Psi$. Recall that Tang in [18, Theorem 2.2] showed that when $\alpha \in(0,1 / n)$ and $s=0$, if $f$ is locally integrable and has compact support, then $f \in L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ if and only if $f \in \wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$. Thus, Theorem 3.1 below essentially improves Theorem 2.2 in [18]. A new ingredient appearing in the proof of Theorem 3.1 below is that we invoke the useful Calderon reproducing formula on $\mathcal{S}_{\infty}^{\prime}\left(\mathbb{R}^{n}\right)$ obtained in [20, Lemma 2.1].

Now we choose $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ such that the following two conditions hold:
$\left(\mathrm{A}_{1}\right)$ There exists an $s \in \mathbb{Z}_{+}$such that

$$
\int_{\mathbb{R}^{n}} \varphi(x) x^{\theta} d x= \begin{cases}1, & \text { when } \theta=0  \tag{1.5}\\ 0, & \text { when } 0<|\theta| \leq s\end{cases}
$$

where $\theta=\left(\theta_{1}, \ldots, \theta_{n}\right) \in(\mathbb{N} \cup\{0\})^{n}$ and $|\theta|=\theta_{1}+\cdots+\theta_{n}$.
( $\mathrm{A}_{2}$ ) The function $\Phi \equiv \varphi-\varphi * \varphi$ satisfies the Tauberian condition, namely, for all $\xi \in \mathbb{R}^{n} \backslash\{0\}$, there exists a $t \in(0, \infty)$ such that $\widehat{\Phi}(t \xi) \neq 0$.

In what follows, for any ball $B, t_{B}$ denotes the radius of the ball $B$. Motivated by Deng, Duong and Yan [5], we introduce the weighted Morrey-Campanato-type space $L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ by using $\varphi_{t_{B}} * f$ to replace the minimizing polynomial $P_{B}^{s} f$ in Definition 1.1, where $\varphi_{t_{B}}(x)=\frac{1}{t_{B}^{n}} \varphi\left(\frac{x}{t_{B}}\right)$ for all $x \in \mathbb{R}^{n}$.

Definition 1.3. Let $\alpha \in(0, \infty), s$ be a nonnegative integer, $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$ and $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. When $q \in[1, \infty)$, the weighted Morrey-Campanato-type space
$L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ is defined to be the set of all functions $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right) \cap \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ such that for all balls $B \subset \mathbb{R}^{n}$,

$$
\begin{aligned}
& \|f\|_{L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)} \\
\equiv & \sup _{B \subset \mathbb{R}^{n}} \frac{1}{[\omega(B)]^{\alpha}}\left[\frac{1}{\omega(B)} \int_{B}\left|f(x)-\varphi_{t_{B}} * f(x)\right|^{q}[\omega(x)]^{1-q} d x\right]^{1 / q}<\infty,
\end{aligned}
$$

where the supremum is taken over all balls $B \subset \mathbb{R}^{n}$. When $q=\infty$, the weighted Morrey-Campanato-type space $L_{\varphi}\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)$ is defined to be the set of all functions $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right) \cap \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ such that for all balls $B \subset \mathbb{R}^{n}$,

$$
\begin{aligned}
& \|f\|_{L_{\varphi}\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)} \\
\equiv & \sup _{B \subset \mathbb{R}^{n}} \operatorname{esssup} \\
x \in B & \frac{1}{[\omega(B)]^{\alpha}} \frac{\left|f(x)-\varphi_{t_{B}} * f(x)\right|}{\omega(x)}<\infty
\end{aligned}
$$

where the supremum is taken over all balls $B \subset \mathbb{R}^{n}$.

When $\omega \equiv 1$, the space $L_{\varphi}\left(\alpha, q, s, 1 ; \mathbb{R}^{n}\right)$ was initially introduced by Deng, Duong and Yan in [5], but with $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right) \cap \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ replaced by $\mathcal{N}_{s}$; where $\mathcal{N}_{s}$ is the set of all $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ such that $\int_{\mathbb{R}^{n}}|f(x)|[1+|x|]^{-(n+s+1)} d x<\infty$ (see [5, Definition 2.1]). Deng, Duong and Yan proved in [5, Theorem 3.4] that if $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ satisfies the conditions $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{A}_{2}\right)$, then $L_{\varphi}\left(\alpha, q, s, 1 ; \mathbb{R}^{n}\right)=$ $L\left(\alpha, q, s, 1 ; \mathbb{R}^{n}\right)$ with equivalent norms. In Section 4 of this paper, for any $\alpha \in$ $(0, \infty)$, $s$ being a nonnegative integer and $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$, we establish the equivalence of the spaces $L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ on different $q \in[1, \infty]$ if $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ satisfies the condition $\left(\mathrm{A}_{1}\right)$, which completely covers [18, Theorem 3.4]; see Theorem 4.1 below. Here and in what follows, given $p \in(1, \infty)$, we say that $\omega \in R H_{p}\left(\mathbb{R}^{n}\right)$ if $\omega$ satisfies a reverse Hölder condition with exponent $p$, namely, there exists a positive constant $C$ such that for all balls $B \subset \mathbb{R}^{n},\left(\frac{1}{|B|} \int_{B}[\omega(x)]^{p} d x\right)^{1 / p} \leq C \frac{1}{|B|} \int_{B} \omega(x) d x$. Using Theorem 4.1, for any $\omega \in A_{1}\left(\mathbb{R}^{n}\right) \cap R H_{1+1 / \alpha}\left(\mathbb{R}^{n}\right)$ and $\alpha \in(0, \infty)$, $s$ being an integer satisfying $s \geq\lfloor n \alpha\rfloor$ and $q \in[1, \infty]$, we prove that if $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ satisfies the conditions $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{A}_{2}\right)$, then $L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)=L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ with equivalent norms, which completely covers [5, Theorem 3.4] by taking $\omega \equiv 1$. Recall that Tang in [18, Theorem 4.2] showed that when $\alpha \in(0,1 / n), s=0$ and $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ satisfies the conditions $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{A}_{2}\right)$, if $f$ is locally integrable and has compact support, then $f \in L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ if and only if $f \in L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$. Thus, Theorem 4.3 below essentially generalizes Theorem 4.2 in [18].

Finally we make some conventions on notation. Throughout the whole paper, we denote by $C$ a positive constant which is independent of the main parameters, but it may vary from line to line. The symbol $A \lesssim B$ means that $A \leq C B$. If
$A \lesssim B$ and $B \lesssim A$, then we write $A \sim B$. For any given "normed" spaces $\mathcal{A}$ and $\mathcal{B}$, the symbol $\mathcal{A} \subset \mathcal{B}$ means that for all $f \in \mathcal{A}$, then $f \in \mathcal{B}$ and $\|f\|_{\mathcal{B}} \lesssim\|f\|_{\mathcal{A}}$. For a measurable set $E$, denote by $\chi_{E}$ the characteristic function of $E$. We also set $\mathbb{N} \equiv\{1,2, \cdots\}$ and $\mathbb{Z}_{+} \equiv \mathbb{N} \cup\{0\}$. For a multi-indices $\theta=\left(\theta_{1}, \ldots, \theta_{n}\right) \in \mathbb{Z}_{+}^{n}$, we let $|\theta| \equiv \theta_{1}+\cdots+\theta_{n}, \theta!\equiv \theta_{1} \cdots \theta_{n}$ and $\partial_{x}^{\theta} \equiv \frac{\partial^{|\theta|}}{\partial x_{1}^{\theta_{1} \cdots \partial x_{n}^{\theta_{n}}}}$.

## 2. Some Characterizations of $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$

First we recall some notation and properties of the Muckenhoupt weights. In what follows, $B(x, t)$ denotes the ball centered at $x$ and of the radius $t$. Given $B \equiv B(x, t)$ and $\lambda \in(0, \infty)$, we write $\lambda B \equiv B(x, \lambda t)$.

A nonnegative function $\omega$ on $\mathbb{R}^{n}$ is called a weight if it is locally integrable. A weight $\omega$ is said to belong to the Muckenhoupt class $A_{1}\left(\mathbb{R}^{n}\right)$ if there exists a positive constant $C$ such that for almost all $x \in \mathbb{R}^{n}, M(\omega)(x) \leq C \omega(x)$, where $M$ denotes the Hardy-Littlewood maximal operator on $\mathbb{R}^{n}$; see, for example, [7, 8]. The following facts on $A_{1}\left(\mathbb{R}^{n}\right)$ can be found in $[7,8]$. If $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$, then there exists a positive constant $C$ such that for all balls $B_{1}, B_{2} \subset \mathbb{R}^{n}$ with $B_{1} \subset B_{2}$,

$$
\begin{equation*}
\frac{\omega\left(B_{2}\right)}{\omega\left(B_{1}\right)} \leq C \frac{\left|B_{2}\right|}{\left|B_{1}\right|} \tag{2.1}
\end{equation*}
$$

also there exists a positive constant $C$ and $\delta \in(0,1)$ such that for all balls $B_{1}, B_{2} \subset$ $\mathbb{R}^{n}$ with $B_{1} \subset B_{2}$,

$$
\begin{equation*}
\frac{\omega\left(B_{1}\right)}{\omega\left(B_{2}\right)} \leq C\left(\frac{\left|B_{1}\right|}{\left|B_{2}\right|}\right)^{\delta} \tag{2.2}
\end{equation*}
$$

In particular, if $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$, by (2.1), we have that there exists a positive constant $C$ such that for all balls $B \subset \mathbb{R}^{n}$,

$$
\begin{equation*}
\omega(2 B) \leq C \omega(B) \tag{2.3}
\end{equation*}
$$

On the equivalence of the spaces $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ with respect to different $q$, we have the following conclusion.

Theorem 2.1. Let $\omega \in A_{1}\left(\mathbb{R}^{n}\right), \alpha \in(0, \infty)$ and $s \in \mathbb{Z}_{+}$. Then the following propositions (I), (II) and (III) are equivalent:
(I) $f \in L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$;
(II) $f \in L\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)$;
(III) For any given $q \in[1, \infty), f \in L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$.

Moreover, their norms are equivalent with equivalent constants independent of $f$.
Proof. (I) $\Rightarrow$ (II). In this case, we adopt some ideas from [10]. Let $p \equiv \frac{1}{\alpha+1}$. Then $p \in(0,1)$. First we recall the notion of $(p, s)$-atoms on $\mathbb{R}^{n}$. A function $g$ is called a $(p, s)$-atom on $\mathbb{R}^{n}$, if $g$ is supported on a ball $B,\|g\|_{L^{\infty}(B)} \leq|B|^{-1 / p}$ and $\int_{\mathbb{R}^{n}} g(x) x^{\theta} d x=0$ for all multi-indices $\theta \in \mathbb{Z}_{+}^{n}$ with $0 \leq|\theta| \leq s$.

Let $f \in L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$. Without loss of generality, by homogeneity, we may assume that $\|f\|_{L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)}=1$. We first observe that if $g$ is a $(p, s)$-atom and $f \in L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$, then $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ and

$$
\begin{align*}
\left|\int_{\mathbb{R}^{n}} f(x) g(x) d x\right| & =\left|\int_{\mathbb{R}^{n}}\left[f(x)-P_{B}^{s} f(x)\right] g(x) d x\right|  \tag{2.4}\\
& \lesssim|B|^{-1 / p}[\omega(B)]^{1+\alpha} \sim \frac{[\omega(B)]^{1+\alpha}}{|B|^{1+\alpha}}
\end{align*}
$$

Let $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ be such that $\varphi$ is supported on $B(0,1)$ and $\varphi$ satisfies (1.5). Set $\varphi_{t}(x) \equiv t^{-n} \varphi(x / t)$ for all $x \in \mathbb{R}^{n}$ and $t \in(0, \infty)$. We have the following facts (i) and (ii).
(i) If $p \in(0,1)$ and $0<t / 2 \leq \tau \leq t$, then there exists a $(p, s)$-atom $g$ and a $\lambda \in \mathbb{R}$ satisfying $|\lambda| \lesssim t^{n(1 / p-1)}$ such that $\varphi_{t}-\varphi_{\tau}=\lambda g ;$
In fact, by the definition of $\varphi_{t}$, we know that $\varphi_{t}-\varphi_{\tau}$ is supported on $B(0, t)$, and there exists a positive constant $\widetilde{C}$ such that $\left\|\varphi_{t}-\varphi_{\tau}\right\|_{L^{\infty}(B(0, t))} \leq(1+$ $\left.2^{n}\right) t^{-n}\|\varphi\|_{L^{\infty}(B(0,1))} \leq \widetilde{C} t^{n(1 / p-1)}|B(0, t)|^{-1 / p}$. Letting $g=\frac{\varphi_{t}-\varphi_{\tau}}{\widetilde{C} t^{n(1 / p-1)}}$ and $\lambda=$ $\widetilde{C} t^{n(1 / p-1)}$ then yields (i).
(ii) If $f \in L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$, then for almost all $x \in \mathbb{R}^{n}$, we have $f * \varphi_{t}(x) \rightarrow$ $f(x)$ as $t \rightarrow 0$.

In fact, since $f \in L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$, then $f$ is locally integrable. Thus, for almost all $x \in \mathbb{R}^{n}, f * \varphi_{t} \rightarrow f$ as $t \rightarrow 0$. Hence, (ii) holds.

Fix $B \equiv B\left(x_{0}, r\right)$. By the fact (ii), we know that for almost all $x \in B$,

$$
\begin{equation*}
f(x)=f * \varphi_{r}(x)+\sum_{k=1}^{\infty}\left[f * \varphi_{r 2^{-k}}(x)-f * \varphi_{r 2^{-(k-1)}}(x)\right] . \tag{2.5}
\end{equation*}
$$

By [10, p. 111], we know that there exists a kernel $g_{B}(t ; x)$ such that for all $x \in B, g_{B}(\cdot ; x)$ is supported on $B$ and

$$
\begin{equation*}
P_{B}^{s} f(x)=\int_{B} f(t) g_{B}(t ; x) d t . \tag{2.6}
\end{equation*}
$$

In addition, we have $\left|g_{B}(t ; x)\right| \lesssim|B|^{-1}$.

By [10, pp. 111-112], there exist functions $\lambda_{0}$ on $\mathbb{R}^{n}$ and $a_{0}$ on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ satisfying that for each fixed $x \in B,\left|\lambda_{0}(x)\right| \lesssim|B|^{\alpha}$ and $a_{0}(\cdot ; x)$ is a $(p, s)$-atom supported on $2 B$ such that $\varphi_{r}(x-t)-g_{B}(t ; x) \equiv \lambda_{0}(x) a_{0}(t ; x)$. Also, by the previous fact (i), for each $k \in \mathbb{N}$, there exist functions $\lambda_{k}$ on $\mathbb{R}^{n}$ and $a_{k}$ on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ satisfying that for each fixed $x \in B,\left|\lambda_{k}(x)\right| \lesssim|B|^{\alpha} 2^{-k n \alpha}$ and $a_{k}(\cdot ; x)$ is a $(p, s)$-atom supported on $B\left(x, r 2^{-(k-1)}\right)$ such that $\varphi_{2^{-k} r}(x-t)-\varphi_{2^{-(k-1)} r}(x-t) \equiv \lambda_{k}(x) a_{k}(t ; x)$. These facts together with (2.4), (2.5), (2.6), (2.2), (2.3) and the definition of $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$ yield that for almost all $x \in B$,

$$
\begin{aligned}
& \left|f(x)-P_{B}^{s} f(x)\right|=\mid \int_{\mathbb{R}^{n}} f(t)\left[\varphi_{r}(x-t)-g_{B}(t ; x)\right] d t \\
& +\sum_{k=1}^{\infty} \int_{\mathbb{R}^{n}} f(t)\left[\varphi_{r 2^{-k}}(x-t)-\varphi_{r 2^{-(k-1)}}(x-t)\right] d t \mid \\
= & \left|\sum_{k=0}^{\infty} \lambda_{k}(x) \int_{\mathbb{R}^{n}} f(t) a_{k}(t ; x) d t\right| \\
\lesssim & |B|^{\alpha}\left\{\sum_{k=1}^{\infty} 2^{-k n \alpha} \frac{\left[\omega\left(B\left(x, 2^{-(k-1)} r\right)\right)\right]^{1+\alpha}}{\left|B\left(x, 2^{-(k-1)} r\right)\right|^{1+\alpha}}+\frac{\left[\omega\left(B\left(x_{0}, 2 r\right)\right)\right]^{1+\alpha}}{\left|B\left(x_{0}, 2 r\right)\right|^{1+\alpha}}\right\} \\
\lesssim & {[\omega(B(x, r))]^{\alpha} \omega(x)\left\{\sum_{k=1}^{\infty} 2^{-k n \alpha \delta}+1\right\} \lesssim[\omega(B(x, r))]^{\alpha} \omega(x) }
\end{aligned}
$$

which implies $f \in L\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)$. Hence, we obtain (II).
(II) $\Rightarrow$ (III). In this case, let $q \in[1, \infty)$ and $f$ satisfy (II). Without loss of generality, by homogeneity, we may assume that $\|f\|_{L\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)}=1$. By (2.3), we then have that for any ball $B \equiv B\left(x_{0}, r\right)$,

$$
\begin{aligned}
& \frac{1}{[\omega(B)]^{\alpha}}\left[\frac{1}{\omega(B)} \int_{B}\left|f(x)-P_{B}^{s} f(x)\right|^{q}[\omega(x)]^{1-q} d x\right]^{1 / q} \\
\lesssim & \frac{1}{[\omega(B)]^{\alpha}}\left[\frac{1}{\omega(B)} \int_{B}[\omega(x)]^{q}[\omega(B(x, r))]^{\alpha q}[\omega(x)]^{1-q} d x\right]^{1 / q} \lesssim 1
\end{aligned}
$$

which implies that $f \in L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ and $\|f\|_{L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)} \lesssim\|f\|_{L\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)}$. Thus, (III) holds.
(III) $\Rightarrow(\mathrm{I})$. In this case, from Hölder's inequality and (III), we immediately deduce (I), which completes the proof of Theorem 2.1.

## Remark 2.1.

(i) Theorem 2.1 when $n=1$ was essentially obtained by García-Cuerva [6, p. 29] via the duality and equivalence of weighted atomic Hardy spaces, which is different from the method used in the above proof of Theorem 2.1.
(ii) We remark that it is easy to show that when $\omega \in A_{1}\left(\mathbb{R}^{n}\right), s=0$ and $\alpha \in(0,1 / n), f \in L\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)$ if and only if there exists a positive constant $C$ such that for almost all $x, y \in \mathbb{R}^{n},|f(x)-f(y)| \leq C[\omega(B(x, \mid x-$ $y \mid))]^{\alpha}[\omega(x)+\omega(y)]$, which is [18, Theorem 2.1(II)]. Thus, Theorem 2.1 when $\omega \equiv 1$ and $s \geq\lfloor n \alpha\rfloor$ covers [10, Theorem 2] and when $\alpha \in(0,1 / n)$ and $s=0$ covers [18, Theorem 2.1].
(iii) We point out that when $\omega \equiv 1, q \in[1, \infty], s=0$ and $n \alpha>1$, then the space $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)=\mathbb{C}$. In fact, in this case, letting $f \in L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$, by Theorem 2.1, we have that for any ball $B \subset \mathbb{R}^{n}$ and almost all $x \in B$, $\left|f(x)-f_{B}\right| \lesssim\|f\|_{L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)}|B|^{\alpha}$, where $f_{B}=\frac{1}{|B|} \int_{B} f(x) d x$. For any $x, y \in \mathbb{R}^{n}$, taking a ball $B$ such that $x, y \in B$ and $r_{B}=|x-y|$, then $|f(x)-f(y)| \leq\left|f(x)-f_{B}\right|+\left|f(y)-f_{B}\right| \lesssim|B|^{\alpha} \sim|x-y|^{n \alpha}$. Since $n \alpha>1$, this implies that $f$ equals to a constant. Hence, the above claim holds.
However, when $\omega \equiv 1$, for $q \in[1, \infty], s \in \mathbb{Z}_{+}$and $\alpha \in(0, \infty)$ such that $s+1=n \alpha$, we have $\left\{\mathcal{S}\left(\mathbb{R}^{n}\right) \cup \mathcal{P}^{s}\left(\mathbb{R}^{n}\right)\right\} \subset L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$. In fact, let $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. For any ball $B \equiv B\left(x_{0}, r\right)$, let $P_{x_{0}} f$ be the Taylor polynomial of $f$ about $x_{0}$ with degree $s$. By Lemma 2.1(ii) and (iii) below, we have that

$$
\begin{aligned}
\frac{1}{|B|^{1+\alpha}} \int_{B}\left|f(x)-P_{B}^{s}(x)\right| d x & \lesssim \frac{1}{|B|^{1+\alpha}} \int_{B}\left|f(x)-P_{x_{0}} f(x)\right| d x \\
& \lesssim \frac{1}{|B|^{1+\alpha}} \int_{B}\left|x-x_{0}\right|^{s+1} d x \lesssim 1 .
\end{aligned}
$$

Then by Theorem 2.1, we know that $f \in L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$. Thus, the claim is true.
From the above discussion, we see that when $0 \leq s<\lfloor n \alpha\rfloor$, the space $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ depends on $s$.

Next, we give two properties of $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$. First, we recall some necessary facts on the minimizing polynomials; see, for example, [12, p.55].

Lemma 2.1. Let $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right), B \subset \mathbb{R}^{n}$ be a ball, $s \in \mathbb{Z}_{+}$and $P_{B}^{s} f$ be the minimizing polynomial of $f$ on $B$ with degree at most $s$.
(i) Let $\left\{\varphi_{l}^{B}: l \in \mathbb{Z}_{+}^{n},|l| \leq s\right\}$ denote the Gram-Schmidt orthonormalization of $\left\{x^{l}: l \in \mathbb{Z}_{+}^{n},|l| \leq s\right\}$ on $B$ with respect to the weight $1 /|B|$, then for all $x \in \mathbb{R}^{n}$,

$$
\begin{aligned}
P_{B}^{s} f(x) & =\sum_{\left\{l \in \mathbb{Z}_{+}^{n}:|l| \leq s\right\}}\left\langle f, \varphi_{l}^{B}\right\rangle \varphi_{l}^{B}(x) \\
& \equiv \sum_{\left\{l \in \mathbb{Z}_{+}^{n}:|l| \leq s\right\}}\left\{\frac{1}{|B|} \int_{B} \varphi_{l}^{B}(y) f(y) d y\right\} \varphi_{l}^{B}(x) .
\end{aligned}
$$

(ii) There exists a positive constant $C$ such that for all $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ and balls $B \subset \mathbb{R}^{n}$,

$$
\sup _{x \in B}\left|P_{B}^{s} f(x)\right| \leq \frac{C}{|B|} \int_{B}|f(x)| d x
$$

(iii) If $P$ is a polynomial with degree at most $s$, then for all $x \in \mathbb{R}^{n}, P_{B}^{s} P(x)=$ $P(x)$.

Proposition 2.1. Let $\omega \in A_{1}\left(\mathbb{R}^{n}\right), \alpha \in(0, \infty)$, s be an integer satisfying $s>\lfloor n \alpha\rfloor$ and $f \in L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$. Then there exists a polynomial $P_{f} \in$ $\mathcal{P}^{s}\left(\mathbb{R}^{n}\right)$ such that $f-P_{f} \in L\left(\alpha, 1, s-1, \omega ; \mathbb{R}^{n}\right)$ and $\left\|f-P_{f}\right\|_{L\left(\alpha, 1, s-1, \omega ; \mathbb{R}^{n}\right)} \leq$ $C\|f\|_{L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)}$, where $\mathcal{P}^{s}\left(\mathbb{R}^{n}\right)$ denotes the set of all polynomials on $\mathbb{R}^{n}$ with degree at most $s$ and $C$ is a positive constant independent of $f$.

Proof. We prove this proposition by following a procedure used in the proof of $\left[10\right.$, Theorem 1]. First we fix $s>\lfloor n \alpha\rfloor$ and $f \in L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$. By homogeneity, without loss of generality, we may assume that $\|f\|_{L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)}=1$. For any fixed $x_{0} \in \mathbb{R}^{n}$ and $r_{0} \in(0, \infty)$, let $B \equiv B\left(x_{0}, r_{0}\right)$. We write

$$
P_{B}^{s} f(x) \equiv \sum_{\left\{\nu \in \mathbb{Z}_{*}^{n}:|\nu| \leq s\right\}} a_{\nu}(B)\left(x-x_{0}\right)^{\nu} .
$$

To prove Proposition 2.1, we need the following fact. For any balls $B_{1}, B_{2} \subset \mathbb{R}^{n}$ with $B_{1} \subset B_{2}$ and that the radius of $B_{2}$ is at most twice the radius of $B_{1}$, any $\nu \in \mathbb{Z}_{+}^{n}$ with $|\nu|=s$, by a slight modification of [10, Lemma 2.1], we have that

$$
\begin{equation*}
\left|a_{\nu}\left(B_{1}\right)-a_{\nu}\left(B_{2}\right)\right| \lesssim\left|B_{1}\right|^{-(s / n+1)}\left[\omega\left(B_{1}\right)\right]^{1+\alpha} . \tag{2.7}
\end{equation*}
$$

For any $k \in \mathbb{N}$, let $B_{1} \equiv B\left(x_{0}, 2^{k}\right)$ and $B_{2} \equiv B\left(x_{0}, 2^{k+1}\right)$. By (2.7), we have that

$$
\left|a_{\nu}\left(B_{1}\right)-a_{\nu}\left(B_{2}\right)\right| \lesssim \frac{\left[\omega\left(B_{1}\right)\right]^{1+\alpha}}{\left|B_{1}\right|^{s / n+1}} .
$$

Similarly, if $2^{k}<r \leq 2^{k+1}$, then

$$
\left|a_{\nu}\left(B\left(x_{0}, r\right)\right)-a_{\nu}\left(B_{1}\right)\right| \lesssim \frac{\left[\omega\left(B\left(x_{0}, r\right)\right)\right]^{1+\alpha}}{\left|B\left(x_{0}, r\right)\right|^{s / n+1}} .
$$

Hence, by (2.1), we have that

$$
\left|a_{\nu}\left(B\left(x_{0}, r\right)\right)-a_{\nu}\left(B_{1}\right)\right| \lesssim\left[\omega\left(B\left(x_{0}, 1\right)\right)\right]^{1+\alpha} r^{-(s-n \alpha)}
$$

Consequently, $a_{\nu}\left(x_{0}\right) \equiv \lim _{r \rightarrow \infty} a_{\nu}\left(B\left(x_{0}, r\right)\right)$ exists and by (2.7) and (2.1),

$$
\begin{align*}
\left|a_{\nu}\left(x_{0}\right)-a_{\nu}(B)\right| & =\left|\sum_{k=0}^{\infty}\left[a_{\nu}\left(2^{k+1} B\right)-a_{\nu}\left(2^{k} B\right)\right]\right| \\
& \lesssim \frac{[\omega(B)]^{1+\alpha}}{|B|^{s / n+1}} \sum_{k=0}^{\infty} 2^{-k(s-n \alpha)} \lesssim \frac{[\omega(B)]^{1+\alpha}}{|B|^{s / n+1}} \tag{2.8}
\end{align*}
$$

Next we show that $a_{\nu}\left(x_{0}\right)$ is independent of $x_{0}$. If $x_{0} \neq y_{0}$, we let $\widetilde{B}_{1} \equiv B\left(x_{0}, \widetilde{r}\right)$ and $\widetilde{B}_{2} \equiv B\left(y_{0}, 2 \widetilde{r}\right)$ with $\widetilde{r}>\left|y_{0}-x_{0}\right|$. Then $\widetilde{B}_{1} \subset \widetilde{B}_{2}$. By (2.7), (2.1) and $s>\lfloor n \alpha\rfloor$, we have that

$$
\left|a_{\nu}\left(\widetilde{B}_{1}\right)-a_{\nu}\left(\widetilde{B}_{2}\right)\right| \lesssim\left[\omega\left(B\left(x_{0}, 1\right)\right)\right]^{1+\alpha} \widetilde{r}^{-(s-n \alpha)} \rightarrow 0
$$

as $\widetilde{r} \rightarrow \infty$. Thus, $a_{\nu}\left(x_{0}\right)=a_{\nu}\left(y_{0}\right)$. Therefore, $\lim _{r \rightarrow \infty} a_{\nu}\left(B\left(x_{0}, r\right)\right) \equiv a_{\nu}$ exists, which is independent of $x_{0}$, and by (2.8),

$$
\begin{equation*}
\left|a_{\nu}(B)-a_{\nu}\right| \lesssim \frac{[\omega(B)]^{1+\alpha}}{|B|^{s / n+1}} \tag{2.9}
\end{equation*}
$$

For all $x \in \mathbb{R}^{n}$, let $P_{f}(x) \equiv \sum_{\left\{\nu \in \mathbb{Z}_{+}^{n}:|\nu|=s\right\}} a_{\nu} x^{\nu}$. Notice that $P_{f} \in \mathcal{P}^{s}\left(\mathbb{R}^{n}\right)$. Let $Q_{B}(x) \equiv P_{B}^{s} f(x)-P_{f}(x)-\sum_{\left\{\nu \in \mathbb{Z}_{+}^{n}:|\nu|=s\right\}}\left[a_{\nu}(B)-a_{\nu}\right]\left(x-x_{0}\right)^{\nu}$. Observe that $Q_{B} \in \mathcal{P}^{s-1}\left(\mathbb{R}^{n}\right)$ and for all $x \in \mathbb{R}^{n}$,

$$
\left[f(x)-P_{f}(x)\right]-Q_{B}(x)=\left[f(x)-P_{B}^{s} f(x)\right]+\sum_{\left\{\nu \in \mathbb{Z}_{*}^{n}:|\nu|=s\right\}}\left[a_{\nu}(B)-a_{\nu}\right]\left(x-x_{0}\right)^{\nu} .
$$

Thus, by (2.9), we have

$$
\begin{aligned}
& \frac{1}{[\omega(B)]^{1+\alpha}} \int_{B}\left|\left[f(x)-P_{f}(x)\right]-Q_{B}(x)\right| d x \\
\leq & \left.\frac{1}{[\omega(B)]^{1+\alpha}} \int_{B} \right\rvert\,\left[f(x)-P_{B}^{s} f(x) \mid d x\right. \\
& +\sup _{x \in B} \sum_{\left\{\nu \in \mathbb{Z}_{+}^{n}:|\nu|=s\right\}} \frac{|B|}{[\omega(B)]^{1+\alpha}}\left|a_{\nu}(B)-a_{\nu}\right|\left|x-x_{0}\right|^{|\nu|} \lesssim 1,
\end{aligned}
$$

which together with Lemma 2.1(ii) and (iii) implies that

$$
\begin{aligned}
& \frac{1}{[\omega(B)]^{1+\alpha}} \int_{B}\left|\left[f(x)-P_{f}(x)\right]-P_{B}^{s-1}\left(f-P_{f}\right)(x)\right| d x \\
\lesssim & \frac{1}{[\omega(B)]^{1+\alpha}} \int_{B}\left|\left[f(x)-P_{f}(x)\right]-Q_{B}(x)\right| d x \lesssim 1 .
\end{aligned}
$$

This finishes the proof of Proposition 2.1.
From Proposition 2.1, it further follows the equivalence of $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ on different $s$ as below.

Theorem 2.2. Let $\omega \in A_{1}\left(\mathbb{R}^{n}\right), \alpha \in(0, \infty)$, $s$ be an integer satisfying $s \geq\lfloor n \alpha\rfloor$ and $q \in[1, \infty]$. Then $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)=L\left(\alpha, 1,\lfloor n \alpha\rfloor, \omega ; \mathbb{R}^{n}\right)$ with equivalent norms.

Proof. By Theorem 2.1, we only need to prove $L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)=L(\alpha, 1$, $\left.\lfloor n \alpha\rfloor, \omega ; \mathbb{R}^{n}\right)$. Notice that if $f \in L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$ and $P_{f} \in \mathcal{P}^{s}\left(\mathbb{R}^{n}\right)$ is as in Proposition 2.1, then $f$ and $f-P_{f}$ represent the same element of $L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$. This observation combined with Proposition 2.1 implies that $L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right) \subset$ $L\left(\alpha, 1,\lfloor n \alpha\rfloor, \omega ; \mathbb{R}^{n}\right)$ when $s \geq\lfloor n \alpha\rfloor$. On the other hand, by Lemma 2.1(ii) and (iii), we easily obtain that when $s \geq\lfloor n \alpha\rfloor, L\left(\alpha, 1,\lfloor n \alpha\rfloor, \omega ; \mathbb{R}^{n}\right) \subset L(\alpha, 1, s, \omega$; $\mathbb{R}^{n}$ ), which completes the proof of Theorem 2.2.

Remark 2.2. Theorem 2.2 completely covers [10, Theorem 1] and [17, p. 132, (8.17)] when $\alpha \in(0, \infty)$ and [10, Theorem 2] by taking $\omega \equiv 1$, and [18, Theorem 2.1] by taking $\alpha \in(0,1 / n)$ and $s=0$. Notice that when $\omega \equiv 1$, Remark 2.1(iii) implies that the restriction that $s \geq\lfloor n \alpha\rfloor$ in Theorem 2.2 is sharp.

Proposition 2.2. Let $\omega \in A_{1}\left(\mathbb{R}^{n}\right), \alpha \in(0, \infty), s \in \mathbb{Z}_{+}$and $\epsilon>\max \left\{\frac{s}{n}, \alpha\right\}$. Then there exists a positive constant $C$ such that for all $f \in L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$ and all balls $B \equiv B\left(x_{0}, r\right)$ with $x_{0} \in \mathbb{R}^{n}$ and $r \in(0, \infty)$,

$$
\int_{\mathbb{R}^{n}} \frac{r^{n \epsilon}}{\left(r+\left|x-x_{0}\right|\right)^{n(1+\epsilon)}}\left|f(x)-P_{B}^{s} f(x)\right| d x \leq C|B|^{-1}[\omega(B)]^{1+\alpha}\|f\|_{L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)}
$$

The proof of Proposition 2.2 is an obvious modification of [12, p. 59, Proposition 4.1] and we omit the details. As an application of Proposition 2.2, we have the following Remark 2.3, which is used in the proof of Theorem 3.1 below.

Remark 2.3. Let all the notation be the same as in Proposition 2.2 and $B \equiv$ $B(0,1)$. Then by Proposition 2.2, for all $f \in L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$, we have

$$
\int_{\mathbb{R}^{n}} \frac{1}{(1+|x|)^{n(1+\epsilon)}}\left|f(x)-P_{B}^{s} f(x)\right| d x \lesssim[\omega(B)]^{1+\alpha}\|f\|_{L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)}
$$

which implies that $(1+|x|)^{-n(1+\epsilon)} f \in L^{1}\left(\mathbb{R}^{n}\right)$ and hence, $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$.
3. EQuivalence between $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ and $\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$

In this section, we establish the equivalence between $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ and $\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$. Here is the main result of this section.

Theorem 3.1. Let $\omega \in A_{1}\left(\mathbb{R}^{n}\right), \alpha \in(0, \infty)$, $s$ be an integer satisfying $s \geq$ $\lfloor n \alpha\rfloor$ and $q \in[1, \infty]$. Then $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)=\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$ with equivalent norms.

Proof. By Theorem 2.2, it suffices to show that $L\left(\alpha, 1,\lfloor n \alpha\rfloor, \omega ; \mathbb{R}^{n}\right)=$ $\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$ with equivalent norms. For simplicity, we write $s_{0} \equiv\lfloor n \alpha\rfloor$ in the remaining part of this proof.

We first prove $L\left(\alpha, 1, s_{0}, \omega ; \mathbb{R}^{n}\right) \subset \wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$. Let $f \in L\left(\alpha, 1, s_{0}, \omega ; \mathbb{R}^{n}\right)$. By homogeneity, without loss of generality, we may assume that $\|f\|_{L\left(\alpha, 1, s_{0}, \omega ; \mathbb{R}^{n}\right)}=$ 1. By Remark 2.3, we know that $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. To show that $f \in \wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$, we still need to prove that $f$ satisfies (1.4). For any $j \in \mathbb{Z}$ and $x_{0} \in \mathbb{R}^{n}$, let $B \equiv$ $B\left(x_{0}, 2^{-j}\right)$. By the support condition of $\widehat{\Psi}$, it is easy to see that $\int_{\mathbb{R}^{n}} P(y) \Psi(y) d y=$ 0 for any polynomials $P$ on $\mathbb{R}^{n}$. Thus,

$$
\Delta_{j} f\left(x_{0}\right)=f * \Psi_{2^{-j}}\left(x_{0}\right)=\int_{\mathbb{R}^{n}}\left[f(y)-P_{B}^{s_{0}} f(y)\right] \Psi_{2^{-j}}\left(x_{0}-y\right) d y
$$

Since $\Psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, then $|\Psi(x)| \lesssim(1+|x|)^{-n(2+\alpha)}$ for all $x \in \mathbb{R}^{n}$. Thus,

$$
\begin{aligned}
\left|\Delta_{j} f\left(x_{0}\right)\right| \lesssim & 2^{j n} \int_{\mathbb{R}^{n}}\left|f(y)-P_{B}^{s_{0}} f(y)\right|\left(1+2^{j}\left|x_{0}-y\right|\right)^{-n(2+\alpha)} d y \\
\lesssim & 2^{j n} \int_{\left|x_{0}-y\right|<2^{-j}}\left|f(y)-P_{B}^{s_{0}} f(y)\right| d y \\
& +2^{j n} \sum_{k=1}^{\infty} 2^{-k n(2+\alpha)} \int_{\left|x_{0}-y\right|<2^{k-j}}\left|f(y)-P_{B}^{s_{0}} f(y)\right| d y \equiv \mathrm{I}_{1}+\mathrm{I}_{2}
\end{aligned}
$$

By Theorems 2.1 and 2.2, we have that for all $k \in \mathbb{Z}_{+}$and almost all $y \in 2^{k} B$,

$$
\begin{equation*}
\left|f(y)-P_{2^{k} B}^{s_{0}} f(y)\right| \lesssim \omega(y)\left[\omega\left(2^{k} B\right)\right]^{\alpha} \tag{3.1}
\end{equation*}
$$

Hence, by (3.1) with $k=0$, we obtain that $\mathrm{I}_{1} \lesssim 2^{j n}\left[\omega\left(B\left(x_{0}, 2^{-j}\right)\right)\right]^{1+\alpha}$.
Let $J_{k} \equiv \int_{\left|x_{0}-y\right|<2^{k-j}}\left|P_{B}^{s_{0}} f(y)-P_{2^{k} B}^{s_{0}} f(y)\right| d y$ for $k \in \mathbb{N}$. Then for $\mathrm{I}_{2}$, by (3.1) with $k \in \mathbb{N}$ and (2.1), we have that

$$
\begin{align*}
\mathrm{I}_{2} & \lesssim 2^{j n} \sum_{k=1}^{\infty} 2^{-k n(2+\alpha)}\left[\int_{\left|x_{0}-y\right|<2^{k-j}}\left|f(y)-P_{2^{k} B}^{s_{0}} f(y)\right| d y+J_{k}\right] \\
& \lesssim 2^{j n} \sum_{k=1}^{\infty} 2^{-k n(2+\alpha)}\left\{2^{k n(1+\alpha)}[\omega(B)]^{1+\alpha}+J_{k}\right\}  \tag{3.2}\\
& \lesssim 2^{j n}\left\{[\omega(B)]^{1+\alpha}+\sum_{k=1}^{\infty} 2^{-k n(2+\alpha)} J_{k}\right\}
\end{align*}
$$

Now we estimate $\left|P_{B}^{s_{0}} f(y)-P_{2^{k} B}^{s_{0}} f(y)\right|$ for almost all $y \in 2^{k} B$. Let $k \in \mathbb{N}$ and $B_{k} \equiv 2^{k} B$. Since $P_{B_{k}}^{s_{0}} f \in \mathcal{P}^{s_{0}}\left(\mathbb{R}^{n}\right)$, we write that for all $x \in \mathbb{R}^{n}$,

$$
P_{B_{k}}^{s_{0}} f(x) \equiv \sum_{\left\{\nu \in \mathbb{Z}_{+}^{n}:|\nu| \leq s_{0}\right\}} \frac{a_{\nu}\left(x_{0}, 2^{k-j}\right)}{\nu!}\left(x-x_{0}\right)^{\nu}
$$

where $a_{\nu}\left(x_{0}, 2^{k-j}\right)=\partial_{x}^{\nu}\left(P_{B_{k}}^{s_{0}} f\right)\left(x_{0}\right)$. Thus,

$$
\begin{aligned}
& \sup _{x \in B_{k}}\left|P_{B_{k}}^{s_{0}} f(x)-P_{B}^{s_{0}} f(x)\right| \\
\leq & \sum_{\left\{\nu \in \mathbb{Z}_{+}^{n}:|\nu| \leq s_{0}\right\}} \frac{2^{(k-j)|\nu|}}{\nu!}\left|a_{\nu}\left(x_{0}, 2^{k-j}\right)-a_{\nu}\left(x_{0}, 2^{-j}\right)\right| \\
\leq & \sum_{\left\{\nu \in \mathbb{Z}_{+}^{n}:|\nu| \leq s_{0}\right\}} \frac{2^{(k-j)|\nu|}}{\nu!} \sum_{l=0}^{k-1}\left|a_{\nu}\left(x_{0}, 2^{l-j+1}\right)-a_{\nu}\left(x_{0}, 2^{l-j}\right)\right| .
\end{aligned}
$$

By the estimate in [12, p.61, (4.3)] that for any polynomial $P \in \mathcal{P}^{s_{0}}\left(\mathbb{R}^{n}\right)$, ball $B_{1} \equiv B\left(y_{0}, r_{0}\right)$ and multi-index $\nu$ satisfying $|\nu| \leq s_{0}$,

$$
\begin{equation*}
\left|\partial_{x}^{\nu}(P)\left(y_{0}\right)\right| \leq C r_{0}^{-|\nu|} \frac{1}{\left|B_{1}\right|} \int_{B_{1}}|P(x)| d x \tag{3.3}
\end{equation*}
$$

where $C$ is a positive constant only depending on $s_{0}$, (3.3) and (2.1), we have

$$
\begin{aligned}
& \sup _{x \in B_{k}}\left|P_{B_{k}}^{s_{0}} f(x)-P_{B}^{s_{0}} f(x)\right| \\
\lesssim & \sum_{\left\{\nu \in \mathbb{Z}_{+}^{n}:|\nu| \leq s_{0}\right\}} \frac{2^{(k-j)|\nu|}}{\nu!} \sum_{l=0}^{k-1} 2^{-(l-j)|\nu|} \frac{1}{\left|B_{l}\right|} \int_{B_{l}}\left|P_{B_{l+1}}^{s_{0}} f(y)-P_{B_{l}}^{s_{0}} f(y)\right| d y \\
\lesssim & \sum_{\left\{\nu \in \mathbb{Z}_{+}^{n}:|\nu| \leq s_{0}\right\}} \frac{2^{(k-j)|\nu|}}{\nu!} \sum_{l=0}^{k-1} 2^{-(l-j)|\nu|} \frac{1}{\left|B_{l}\right|}\left[\int_{B_{l}}\left|P_{B_{l+1}}^{s_{0}} f(y)-f(y)\right| d y\right. \\
& \left.+\int_{B_{l}}\left|P_{B_{l}}^{s_{0}} f(y)-f(y)\right| d y\right] \\
\lesssim & \sum_{\left\{\nu \in \mathbb{Z}_{+}^{n}:|\nu| \leq s_{0}\right\}} \frac{2^{(k-j)|\nu|}}{\nu!} \sum_{l=0}^{k-1} 2^{-(l-j)|\nu|} \frac{1}{\left|B_{l}\right|}\left(\left[\omega\left(B_{l+1}\right)\right]^{1+\alpha}+\left[\omega\left(B_{l}\right)\right]^{1+\alpha}\right) \\
\lesssim & \left\{\begin{array}{ll}
|B|^{-1}[\omega(B)]^{1+\alpha} 2^{k n \alpha}, & n \alpha>s_{0} \\
|B|^{-1}[\omega(B)]^{1+\alpha} k 2^{k s_{0}}, & n \alpha=s_{0} \\
\end{array}|B|^{-1}[\omega(B)]^{1+\alpha} k 2^{n k \alpha},\right.
\end{aligned}
$$

which together with the previous estimate (3.2) of $\mathrm{I}_{2}$ yields that

$$
\mathrm{I}_{2} \lesssim 2^{j n}\left[\omega\left(B\left(x_{0}, 2^{-j}\right)\right)\right]^{1+\alpha}\left\{1+\sum_{k=1}^{\infty} k 2^{-k n}\right\} \lesssim 2^{j n}\left[\omega\left(B\left(x_{0}, 2^{-j}\right)\right)\right]^{1+\alpha} .
$$

By the arbitrariness of $j \in \mathbb{Z}$ and $x_{0} \in \mathbb{R}^{n}$, we obtain that $f \in \wedge\left(\alpha, \omega, \mathbb{R}^{n}\right)$ and $\|f\|_{\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)} \lesssim\|f\|_{L\left(\alpha, 1, s_{0}, \omega ; \mathbb{R}^{n}\right)}$. Thus, $L\left(\alpha, 1, s_{0}, \omega ; \mathbb{R}^{n}\right) \subset \wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$.

Next we show that $\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right) \subset L\left(\alpha, 1, s_{0}, \omega ; \mathbb{R}^{n}\right)$ by borrowing some ideas from [14]. Let $f \in \wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$. By homogeneity, without loss of generality, we may assume that $\|f\|_{\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)}=1$. By the Calderon reproducing formula obtained in [20, Lemma 2.1], we have $f=\sum_{j=-\infty}^{\infty} \Delta_{j} f$ in $\mathcal{S}_{\infty}^{\prime}\left(\mathbb{R}^{n}\right)$. Notice that $\Delta_{j}=\Delta_{j}\left(\Delta_{j-1}+\Delta_{j}+\Delta_{j+1}\right)$. We further have

$$
\begin{equation*}
f=\sum_{j=-\infty}^{\infty} \Delta_{j} f_{j} \quad \text { in } \quad \mathcal{S}_{\infty}^{\prime}\left(\mathbb{R}^{n}\right) \tag{3.4}
\end{equation*}
$$

where $f_{j} \equiv\left(\Delta_{j-1}+\Delta_{j}+\Delta_{j+1}\right) f$. From (1.4), it follows that for all $x \in \mathbb{R}^{n}$ and $j \in \mathbb{Z}$,

$$
\begin{equation*}
\left|f_{j}(x)\right| \lesssim\left[\omega\left(B\left(x, 2^{-j}\right)\right)\right]^{1+\alpha} 2^{j n} \tag{3.5}
\end{equation*}
$$

For all multi-indices $\nu, x \in \mathbb{R}^{n}$ and $j \in \mathbb{Z}$, by (3.5), (2.2), (2.1) and (2.3), we have

$$
\begin{aligned}
& \left|\partial_{x}^{\nu}\left(\Delta_{j} f_{j}\right)(x)\right| \\
\leq & \int_{\mathbb{R}^{n}}\left|f_{j}(y)\right|\left|\partial_{x}^{\nu}\left(\Psi_{2^{-j}}\right)(x-y)\right| d y \\
\lesssim & 2^{j|\nu|} 2^{2 j n} \int_{\mathbb{R}^{n}}\left[\omega\left(B\left(y, 2^{-j}\right)\right)\right]^{1+\alpha}\left(1+2^{j}|x-y|\right)^{-n(2+\alpha)} d y \\
\lesssim & 2^{j|\nu|} 2^{2 j n}\left\{\int_{|x-y|<2^{-j}}\left[\omega\left(B\left(y, 2^{-j}\right)\right)\right]^{1+\alpha} d y\right. \\
& \left.+\sum_{k=1}^{\infty} 2^{-k n(2+\alpha)} \int_{|x-y|<2^{k-j}}\left[\omega\left(B\left(y, 2^{-j}\right)\right)\right]^{1+\alpha} d y\right\} \\
\lesssim & 2^{j|\nu|} 2^{j n}\left[\omega\left(B\left(x, 2^{-j}\right)\right)\right]^{1+\alpha}\left\{1+\sum_{k=1}^{\infty} 2^{-k n \delta}\right\} \\
\lesssim & 2^{j|\nu|} 2^{j n}\left[\omega\left(B\left(x, 2^{-j}\right)\right)\right]^{1+\alpha},
\end{aligned}
$$

where $\delta$ is as in (2.2).
Now, for any given $x_{0} \in \mathbb{R}^{n}$ and $m \in \mathbb{Z}$, and all $x \in \mathbb{R}^{n}$, let

$$
\begin{align*}
h_{x_{0}, m}(x) & \equiv \sum_{j=-\infty}^{-m}\left[\Delta_{j} f_{j}(x)-P_{j}^{x_{0}} f_{j}(x)\right]+\sum_{j=-(m-1)}^{\infty} \Delta_{j} f_{j}(x)  \tag{3.7}\\
& \equiv \mathrm{I}_{1}(x)+\mathrm{I}_{2}(x)
\end{align*}
$$

where $P_{j}^{x_{0}} f_{j}$ denotes the Taylor polynomial of $\Delta_{j} f_{j}$ about $x-x_{0}$ with degree $s_{0}$. We now claim that for all $x_{0} \in \mathbb{R}^{n}$ and $m \in \mathbb{Z}$,

$$
\begin{equation*}
\int_{B\left(x_{0}, 2^{m}\right)}\left|h_{x_{0}, m}(x)\right| d x \lesssim\left[\omega\left(B\left(x_{0}, 2^{m}\right)\right)\right]^{1+\alpha} \tag{3.8}
\end{equation*}
$$

First we estimate $\mathrm{I}_{1}(x)$. For all $x \in B\left(x_{0}, 2^{m}\right)$, by the mean value theorem, (3.6), (2.1), (2.3) and $s_{0}+n+1>n(1+\alpha)$, we have that

$$
\begin{aligned}
\left|\mathrm{I}_{1}(x)\right| & \leq \sum_{j=-\infty}^{-m}\left|\Delta_{j} f_{j}(x)-P_{j}^{x_{0}} f_{j}(x)\right| \\
& \lesssim \sum_{j=-\infty}^{-m} \sum_{\left\{\nu \in \mathbb{Z}_{+}^{n}:|\nu|=s_{0}+1\right\}}\left|\partial_{x}^{\nu}\left(\Delta_{j} f_{j}\right)\left(x_{j}\right)\right|\left|x-x_{0}\right|^{s_{0}+1} \\
& \lesssim 2^{m\left[s_{0}+1-n(1+\alpha)\right]}\left[\omega\left(B\left(x_{0}, 2^{m}\right)\right)\right]^{1+\alpha} \sum_{j=-\infty}^{-m} 2^{j\left(s_{0}+1-n \alpha\right)} \\
& \lesssim \frac{\left[\omega\left(B\left(x_{0}, 2^{m}\right)\right)\right]^{1+\alpha}}{\left|B\left(x_{0}, 2^{m}\right)\right|}
\end{aligned}
$$

where $x_{j}=\theta_{j} x+\left(1-\theta_{j}\right) x_{0}$ for certain $\theta_{j} \in(0,1)$. To estimate $\mathrm{I}_{2}(x)$, by (1.4), (2.2) and the definition of $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$, we obtain that for almost all $x \in B\left(x_{0}, 2^{m}\right)$,

$$
\begin{aligned}
\left|\mathrm{I}_{2}(x)\right| & \leq \sum_{j=-(m-1)}^{\infty}\left|\Delta_{j} f_{j}(x)\right| \lesssim \sum_{j=-(m-1)}^{\infty} 2^{j n}\left[\omega\left(B\left(x, 2^{-j}\right)\right)\right]^{1+\alpha} \\
& \lesssim 2^{-m n \delta \alpha}\left[\omega\left(B\left(x, 2^{m}\right)\right)\right]^{\alpha} \omega(x) \sum_{j=-(m-1)}^{\infty} 2^{-j n \delta \alpha} \lesssim\left[\omega\left(B\left(x, 2^{m}\right)\right)\right]^{\alpha} \omega(x),
\end{aligned}
$$

where $\delta$ is as in (2.2).
Thus,

$$
\begin{aligned}
\int_{B\left(x_{0}, 2^{m}\right)}\left|\mathrm{I}_{1}(x)+\mathrm{I}_{2}(x)\right| d x & \leq \int_{B\left(x_{0}, 2^{m}\right)}\left|\mathrm{I}_{1}(x)\right| d x+\int_{B\left(x_{0}, 2^{m}\right)}\left|\mathrm{I}_{2}(x)\right| d x \\
& \lesssim\left[\omega\left(B\left(x_{0}, 2^{m}\right)\right)\right]^{1+\alpha},
\end{aligned}
$$

namely, (3.8) holds.
By (3.4), we obtain that for all $\varphi \in \mathcal{S}_{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\langle f, \varphi\rangle=\sum_{j=-\infty}^{\infty}\left\langle\Delta_{j} f_{j}, \varphi\right\rangle=\sum_{j=-\infty}^{-m}\left\langle\Delta_{j} f_{j}-P_{j}^{x_{0}} f_{j}, \varphi\right\rangle+\sum_{j=-(m-1)}^{\infty}\left\langle\Delta_{j} f_{j}, \varphi\right\rangle,
$$

namely, $f=h_{x_{0}, m}$ in $\mathcal{S}_{\infty}^{\prime}\left(\mathbb{R}^{n}\right)$ for all $x_{0} \in \mathbb{R}^{n}$ and $m \in \mathbb{Z}$.
Next we claim that there exists a locally integrable function $h$ such that $f=h$ in $\mathcal{S}_{\infty}^{\prime}\left(\mathbb{R}^{n}\right)$ and for all $x_{0} \in \mathbb{R}^{n}$ and $r \in(0, \infty)$,

$$
\begin{equation*}
\frac{1}{\left[\omega\left(B\left(x_{0}, r\right)\right)\right]^{1+\alpha}} \int_{B\left(x_{0}, r\right)}\left|h(x)-P_{B\left(x_{0}, r\right)}^{s_{0}} h(x)\right| d x \lesssim 1 . \tag{3.9}
\end{equation*}
$$

In this sense, we have that $f \in L\left(\alpha, 1, s_{0}, \omega ; \mathbb{R}^{n}\right)$ and $\|f\|_{L\left(\alpha, 1, s_{0}, \omega ; \mathbb{R}^{n}\right)} \lesssim$ $\|f\|_{\wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)}$.

In fact, by taking $h \equiv h_{0,1}$, we then prove that $h$ satisfies (3.9). Obviously, $f=h_{0,1}$ in $\mathcal{S}_{\infty}^{\prime}\left(\mathbb{R}^{n}\right)$ by the construction of $h_{0,1}$ as above.

By (3.8) and Lemma 2.1(ii), we obtain that for any $y_{0} \in \mathbb{R}^{n}$ and $m \in \mathbb{Z}$,

$$
\begin{equation*}
\int_{B\left(y_{0}, 2^{m}\right)}\left|h_{y_{0}, m}(x)-P_{B\left(y_{0}, 2^{m}\right)}^{s_{0}} h_{y_{0}, m}(x)\right| d x \lesssim\left[\omega\left(B\left(y_{0}, 2^{m}\right)\right)\right]^{1+\alpha} . \tag{3.10}
\end{equation*}
$$

For any $r \in(0, \infty)$, there exists $m_{0} \in \mathbb{Z}$ such that $2^{m_{0}-1} \leq r<2^{m_{0}}$. By the constructions (3.7) of $h_{0,1}$ and $h_{0, m_{0}}$, we know that there exists a polynomial $P_{m_{0}}^{s_{0}}$ with degree $s_{0}$ such that $h_{0,1}=h_{0, m_{0}}+P_{m_{0}}^{s_{0}}$. By (3.8), (3.10), Lemma 2.1(ii) and (iii) and (2.3), we have

$$
\begin{aligned}
& \frac{1}{[\omega(B(0, r))]^{1+\alpha}} \int_{B(0, r)}\left|h_{0,1}(x)-P_{B(0, r)}^{s_{0}} h_{0,1}(x)\right| d x \\
= & \frac{1}{[\omega(B(0, r))]^{1+\alpha}} \int_{B(0, r)}\left|h_{0, m_{0}}(x)-P_{B(0, r)}^{s_{0}} h_{0, m_{0}}(x)\right| d x \\
\leq & \frac{1}{[\omega(B(0, r))]^{1+\alpha}} \int_{B\left(0,2^{m_{0}}\right)}\left|h_{0, m_{0}}(x)-P_{B\left(0,2^{m_{0}}\right)}^{s_{0}} h_{0, m_{0}}(x)\right| d x \\
& +\frac{1}{[\omega(B(0, r))]^{1+\alpha}} \int_{B(0, r)}\left|P_{B\left(0,2^{\left.m_{0}\right)}\right)}^{s_{0}} h_{0, m_{0}}(x)-P_{B(0, r)}^{s_{0}} h_{0, m_{0}}(x)\right| d x \\
\lesssim & \frac{\left[\omega\left(B\left(0,2^{m_{0}}\right)\right)\right]^{1+\alpha}}{\left[\omega\left(B\left(0,2^{m_{0}-1}\right)\right)\right]^{1+\alpha}} \lesssim 1 .
\end{aligned}
$$

For any fixed $x_{0} \in \mathbb{R}^{n}$, from the constructions of $h_{0,1}$ and $h_{x_{0}, m_{0}}$, it follows that

$$
h_{0, m_{0}}-h_{x_{0}, m_{0}}=\sum_{j=-\infty}^{-m_{0}}\left(P_{j}^{x_{0}} f_{j}-P_{j}^{0} f_{j}\right) .
$$

Now we show that $\sum_{j=-\infty}^{-m_{0}}\left(P_{j}^{x_{0}} f_{j}-P_{j}^{0} f_{j}\right)$ is a polynomial with degree at most $s_{0}$. Similarly to the estimate of $\mathrm{I}_{1}(x)$, we have that for all $x \in \mathbb{R}^{n}$,

$$
\begin{aligned}
& \sum_{j=-\infty}^{-m_{0}}\left|P_{j}^{x_{0}} f_{j}(x)-P_{j}^{0} f_{j}(x)\right| \\
\leq & \sum_{j=-\infty}^{-m_{0}}\left|\Delta_{j} f_{j}(x)-P_{j}^{x_{0}} f_{j}(x)\right|+\sum_{j=-\infty}^{-m_{0}}\left|\Delta_{j} f_{j}(x)-P_{j}^{0} f_{j}(x)\right| \\
\lesssim & 2^{-m_{0}\left(s_{0}+n+1\right)}\left\{\left[\omega\left(B\left(x_{j}^{1}, 2^{m_{0}}\right)\right)\right]^{1+\alpha}\left|x-x_{0}\right|^{s_{0}+1}+\left[\omega\left(B\left(x_{j}^{2}, 2^{m_{0}}\right)\right)\right]^{1+\alpha}|x|^{s_{0}+1}\right\},
\end{aligned}
$$

where $x_{j}^{1}=\theta_{j}^{1} x_{0}+\left(1-\theta_{j}^{1}\right) x, x_{j}^{2}=\theta_{j}^{2} x, \theta_{j}^{1} \in(0,1)$ depends on $x_{0}$ and $x$, and $\theta_{j}^{2} \in$ $(0,1)$ depends on $x$. By the estimate just above, we know that $\sum_{j=-\infty}^{-m_{0}}\left[P_{j}^{x_{0}} f_{j}(x)-\right.$
$\left.P_{j}^{0} f_{j}(x)\right]$ is absolutely convergent and locally integrable. Hence, for any ball $B \subset$ $\mathbb{R}^{n}$, by Lemma 2.1(i) and (iii), and the Lebesgue dominated convergence theorem, we obtain that for all $x \in \mathbb{R}^{n}$,

$$
\begin{aligned}
& P_{B}^{s_{0}}\left(\sum_{j=-\infty}^{-m_{0}}\left[P_{j}^{x_{0}} f_{j}-P_{j}^{0} f_{j}\right]\right)(x) \\
= & \sum_{\left\{l \in \mathbb{Z}_{+}^{n}:|l| \leq s_{0}\right\}}\left\{\frac{1}{|B|} \int_{B} \sum_{j=-\infty}^{-m_{0}}\left[P_{j}^{x_{0}} f_{j}(y)-P_{j}^{0} f_{j}(y)\right] \varphi_{l}^{B}(y) d y\right\} \varphi_{l}^{B}(x) \\
= & \sum_{j=-\infty}^{-m_{0}} \sum_{\left\{l \in \mathbb{Z}_{+}^{n}:|l| \leq s_{0}\right\}}\left\{\frac{1}{|B|} \int_{B}\left[P_{j}^{x_{0}} f_{j}(y)-P_{j}^{0} f_{j}(y)\right] \varphi_{l}^{B}(y) d y\right\} \varphi_{l}^{B}(x) \\
= & \sum_{j=-\infty}^{-m_{0}} P_{B}^{s_{0}}\left(P_{j}^{x_{0}} f_{j}-P_{j}^{0} f_{j}\right)(x)=\sum_{j=-\infty}^{-m_{0}}\left[P_{j}^{x_{0}} f_{j}(x)-P_{j}^{0} f_{j}(x)\right] .
\end{aligned}
$$

Thus, $\sum_{j=-\infty}^{-m_{0}}\left(P_{j}^{x_{0}} f_{j}-P_{j}^{0} f_{j}\right)$ is a polynomial with degree at most $s_{0}$. Let

$$
P_{x_{0}, 0}^{m_{0}} \equiv \sum_{j=-\infty}^{-m_{0}}\left(P_{j}^{x_{0}} f_{j}-P_{j}^{0} f_{j}\right) .
$$

Then, $h_{0, m_{0}}-h_{x_{0}, m_{0}}=P_{x_{0}, 0}^{m_{0}}$ for all $x_{0} \in \mathbb{R}^{n}$. Thus, $h_{0,1}=h_{0, m_{0}}+P_{m_{0}}^{s_{0}}=$ $h_{x_{0}, m_{0}}+P_{x_{0} 0}^{m_{0}}+P_{m_{0}}^{s_{0}}$, which together with Lemma 3.1(iii), (3.10) and (2.3) further implies that for all $x_{0} \in \mathbb{R}^{n}$,

$$
\begin{aligned}
& \frac{1}{\left[\omega\left(B\left(x_{0}, r\right)\right)\right]^{1+\alpha}} \int_{B\left(x_{0}, r\right)}\left|h_{0,1}(x)-P_{B\left(x_{0}, r\right)}^{s_{0}} h_{0,1}(x)\right| d x \\
= & \frac{1}{\left[\omega\left(B\left(x_{0}, r\right)\right)\right]^{1+\alpha}} \int_{B\left(x_{0}, r\right)}\left|h_{x_{0}, m_{0}}(x)-P_{B\left(x_{0}, r\right)}^{s_{0}} h_{x_{0}, m_{0}}(x)\right| d x \lesssim 1 .
\end{aligned}
$$

Thus, (3.9) holds, which completes the proof of Theorem 3.1.

$$
\text { 4. Equivalence between } L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right) \text { and } L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)
$$

We begin with two technical lemmas, which are from [18, Propositions 3.1 and 3.2], respectively.

Lemma 4.1. Let $\alpha \in(0, \infty)$, $s \in \mathbb{Z}_{+}, \omega \in A_{1}\left(\mathbb{R}^{n}\right)$ and $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ satisfy the condition $\left(\mathrm{A}_{1}\right)$. Then there exists a positive constant $C$ such that for all $t \in(0, \infty)$, $K \in(1, \infty), f \in L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$ and almost all $x \in \mathbb{R}^{n}$,

$$
\left|\varphi_{t} * f(x)-\varphi_{K t} * f(x)\right| \leq C[\omega(B(x, K t))]^{\alpha} \frac{\omega(B(x, t))}{|B(x, t)|}\|f\|_{L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)} .
$$

Lemma 4.2. Let $\alpha, s, \omega$ and $\varphi$ be the same as in Lemma 4.1. Then there exists a positive constant $C$ such that for all $t \in(0, \infty), f \in L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$ and almost all $x \in \mathbb{R}^{n}$,

$$
\left|\varphi_{t} *\left(\left|f-\varphi_{t} * f\right|\right)(x)\right| \leq C \frac{[\omega(B(x, t))]^{1+\alpha}}{|B(x, t)|}\|f\|_{L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)} .
$$

On the equivalence of the spaces $L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ with respect to different $q$, we have the following conclusion.

Theorem 4.1. Let $\alpha, s, \omega$ and $\varphi$ be the same as in Lemma 4.1. Then the following propositions (I), (II) and (III) are equivalent:
(I) $f \in L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$;
(II) $f \in L_{\varphi}\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)$;
(III) For any given $q \in[1, \infty), f \in L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$.

Moreover, their norms are equivalent with equivalent constants independent of $f$.
Proof. (I) $\Rightarrow$ (II). Let $f \in L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$. By homogeneity, without loss of generality, we may assume that $\|f\|_{L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)}=1$. For any ball $B$, let $x \in B$ be a Lebesgue point of both $f$ and $\omega$. Let $B_{0} \equiv B$ and $B_{j} \equiv B\left(x, 2^{-j} t_{B}\right)$ for $j \in \mathbb{N}$. Then

$$
\begin{aligned}
\left|f(x)-\varphi_{t_{B}} * f(x)\right|= & \lim _{j \rightarrow \infty} \frac{1}{\left|B_{j}\right|} \int_{B_{j}}\left|f(y)-\varphi_{t_{B}} * f(y)\right| d y \\
\leq & \limsup _{j \rightarrow \infty} \frac{1}{\left|B_{j}\right|} \int_{B_{j}}\left|f(y)-\varphi_{t_{B_{j}}} * f(y)\right| d y \\
& +\limsup _{j \rightarrow \infty} \frac{1}{\left|B_{j}\right|} \int_{B_{j}}\left|\varphi_{t_{B}} * f(y)-\varphi_{t_{B_{j}}} * f(y)\right| d y \equiv \mathrm{I}_{1}+\mathrm{I}_{2} .
\end{aligned}
$$

For $\mathrm{I}_{1}$, by the definition of the Lebesgue point, we have

$$
\mathrm{I}_{1} \lesssim \limsup _{j \rightarrow \infty} \frac{\left[\omega\left(B_{j}\right)\right]^{1+\alpha}}{\left|B_{j}\right|}=0 .
$$

Next, we estimate $\mathrm{I}_{2}$. By Lemma 4.2 and (2.3), we know that for all $l \in\{1, \cdots, j\}$ and almost all $y \in B_{j}$,

$$
\left|\varphi_{t_{B_{l}}} * f(y)-\varphi_{t_{B_{l-1}}} * f(y)\right| \lesssim \frac{\left[\omega\left(B\left(y, t_{B_{l-1}}\right)\right)\right]^{1+\alpha}}{\left|B\left(y, t_{B_{l-1}}\right)\right|} \lesssim \frac{\left[\omega\left(B\left(x, t_{B_{l-1}}\right)\right)\right]^{1+\alpha}}{\left|B\left(x, t_{B_{l-1}}\right)\right|}
$$

which together with (2.2) and the definition of $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$ yields that

$$
\begin{aligned}
& \frac{1}{\left|B_{j}\right|} \int_{B_{j}}\left|\varphi_{t_{B}} * f(y)-\varphi_{t_{B_{j}}} * f(y)\right| d y \\
\leq & \sum_{l=1}^{j} \frac{1}{\left|B_{j}\right|} \int_{B_{j}}\left|\varphi_{t_{B_{l}}} * f(y)-\varphi_{t_{B_{l-1}}} * f(y)\right| d y \lesssim \sum_{l=1}^{j} \frac{\left[\omega\left(B\left(x, t_{B_{l-1}}\right)\right)\right]^{1+\alpha}}{\left|B\left(x, t_{B_{l-1}}\right)\right|} \\
\lesssim & {\left[\omega\left(B\left(x, t_{B}\right)\right)\right]^{\alpha} \omega(x) \sum_{l=1}^{j} 2^{-(l-1) n \delta} \lesssim\left[\omega\left(B\left(x, t_{B}\right)\right)\right]^{\alpha} \omega(x), }
\end{aligned}
$$

where $\delta$ is as in (2.2). Thus, we obtain that $\mathrm{I}_{2} \lesssim\left[\omega\left(B\left(x, t_{B}\right)\right)\right]^{\alpha} \omega(x)$. Therefore, for almost all $x \in B,\left|f(x)-\varphi_{t_{B}} * f(x)\right| \lesssim\left[\omega\left(B\left(x, t_{B}\right)\right)\right]^{\alpha} \omega(x)$, which implies that $f \in L_{\varphi}\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)$ and $\|f\|_{L_{\varphi}\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)} \lesssim\|f\|_{L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)}$. Hence, we obtain (II).
(II) $\Rightarrow$ (III). In this case, let $q \in[1, \infty)$ and $f$ satisfy (II). By homogeneity, without loss of generality, we may assume that $\|f\|_{L_{\varphi}\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)}=1$. By (2.3), we then have that for any ball $B \equiv B\left(x_{0}, r\right)$,

$$
\begin{aligned}
& \frac{1}{[\omega(B)]^{\alpha}}\left[\frac{1}{\omega(B)} \int_{B}\left|f(x)-\varphi_{t_{B}} * f(x)\right|^{q}[\omega(x)]^{1-q} d x\right]^{1 / q} \\
\lesssim & \frac{1}{[\omega(B)]^{\alpha}}\left[\frac{1}{\omega(B)} \int_{B}[\omega(x)]^{q}[\omega(B(x, r))]^{\alpha q}[\omega(x)]^{1-q} d x\right]^{1 / q} \lesssim 1,
\end{aligned}
$$

which implies that $f \in L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ and $\|f\|_{L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)} \lesssim\|f\|_{L_{\varphi}\left(\alpha, \infty, s, \omega ; \mathbb{R}^{n}\right)}$. Hence, we obtain (III).
(III) $\Rightarrow$ (I). In this case, from Hölder's inequality and (III), we immediately deduce (I), which completes the proof of Theorem 4.1.

Remark 4.4. Theorem 4.1 when $\alpha \in(0,1 / n)$ and $s=0$ completely covers [18, Theorem 3.4].

Next, we clarify the relations between $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ and $L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$. We first establish the following embedding theorem.

Theorem 4.2. Let $\alpha \in(0, \infty), \omega \in A_{1}\left(\mathbb{R}^{n}\right)$ and $s \in \mathbb{Z}_{+}$. Assume that $\varphi \in$ $\mathcal{S}\left(\mathbb{R}^{n}\right)$ satisfies the condition $\left(\mathrm{A}_{1}\right)$. Then $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right) \subset L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ for all $q \in[1, \infty]$.

Proof. By Theorem 2.1 and Theorem 4.1, it suffices to prove that $L(\alpha, 1, s, \omega$; $\left.\mathbb{R}^{n}\right) \subset L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$.

Let $f \in L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$ and $B \equiv B\left(x_{0}, t_{B}\right)$ be a fixed ball centered at $x_{0}$ and of radius $t_{B}$. By homogeneity, without loss of generality, we may assume that $\|f\|_{L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)}=1$. Since $\varphi$ satisfies the condition $\left(\mathrm{A}_{1}\right)$, we obtain that for all $t \in(0, \infty), x \in \mathbb{R}^{n}$ and multi-indices $\theta$ with $0 \leq|\theta| \leq s$,

$$
\int_{\mathbb{R}^{n}} \varphi_{t}(x-y) y^{\theta} d y=\int_{\mathbb{R}^{n}} \varphi(y)(x-t y)^{\theta} d y=x^{\theta}
$$

This gives $\varphi_{t_{B}} * P_{B}^{s} f \equiv P_{B}^{s} f$. Thus,

$$
\left|f(x)-\varphi_{t_{B}} * f(x)\right| \leq\left|f(x)-P_{B}^{s} f(x)\right|+\left|\varphi_{t_{B}} *\left(f-P_{B}^{s} f\right)(x)\right|
$$

Notice that for all $x \in B$,

$$
\begin{align*}
\left|\varphi_{t_{B}} *\left(f-P_{B}^{s} f\right)(x)\right| \leq & \int_{\mathbb{R}^{n}}\left|\varphi_{t_{B}}(x-y)\right|\left|f(y)-P_{B}^{s} f(y)\right| d y \\
\leq & \int_{\mathbb{R}^{n}}\left\{\frac{t_{B}^{\epsilon n}}{\left(t_{B}+|x-y|\right)^{n(1+\epsilon)}}\left|f(y)-P_{B}^{s} f(y)\right|\right\}  \tag{4.1}\\
& \times\left\{\frac{\left(t_{B}+|x-y|\right)^{n(1+\epsilon)}}{t_{B}^{\epsilon n}}\left|\varphi_{t_{B}}(x-y)\right|\right\} d y
\end{align*}
$$

where $\epsilon$ is a positive constant satisfying $\epsilon>\max \left\{\frac{s}{n}, \alpha\right\}$. By Proposition 2.2, we have

$$
\int_{\mathbb{R}^{n}} \frac{t_{B}^{\epsilon n}}{\left(t_{B}+|x-y|\right)^{n(1+\epsilon)}}\left|f(y)-P_{B}^{s} f(y)\right| d y \lesssim|B|^{-1}[\omega(B)]^{1+\alpha}
$$

By $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and the fact that $\frac{\left(t_{B}+|x-y|\right)^{n(1+\epsilon)}}{t_{B}^{\epsilon n}}\left|\varphi_{t_{B}}(x-y)\right|=\left(1+\frac{|x-y|}{t_{B}}\right)^{n(1+\epsilon)}\left|\varphi\left(\frac{|x-y|}{t_{B}}\right)\right|$, we obtain that

$$
\underset{y \in \mathbb{R}^{n}}{\operatorname{esssup}} \frac{\left(t_{B}+|x-y|\right)^{n(1+\epsilon)}}{t_{B}^{\epsilon n}}\left|\varphi_{t_{B}}(x-y)\right| \lesssim 1 .
$$

This combined with (4.1) and the definition of $\omega \in A_{1}\left(\mathbb{R}^{n}\right)$ implies that for almost all $x \in B$, we have that $\left|\varphi_{t_{B}} *\left(f-P_{B}^{s} f\right)(x)\right| \lesssim|B|^{-1}[\omega(B)]^{1+\alpha} \lesssim[\omega(B)]^{\alpha} \omega(x)$. From this, it further follows that for almost all $x \in B$,

$$
\left|f(x)-\varphi_{t_{B}} * f(x)\right| \leq\left|f(x)-P_{B}^{s} f(x)\right|+\left|\varphi_{t_{B}} *\left(f-P_{B}^{s} f\right)(x)\right| \lesssim[\omega(B)]^{\alpha} \omega(x)
$$

Then applying Theorem 4.1 yields that $f \in L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$ and $\|f\|_{L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)}$ $\lesssim\|f\|_{L\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)}$, which completes the proof of Theorem 4.2.

Next, we show that the equivalence between $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ and $L_{\varphi}(\alpha, q, s$, $\left.\omega ; \mathbb{R}^{n}\right)$.

Theorem 4.3. Let $\alpha \in(0, \infty)$, $s \in \mathbb{Z}_{+}$satisfy $s \geq\lfloor n \alpha\rfloor, \omega \in A_{1}\left(\mathbb{R}^{n}\right) \cap$ $R H_{1+1 / \alpha}\left(\mathbb{R}^{n}\right)$ and $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ satisfy the conditions $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{A}_{2}\right)$. Then for any $q \in[1, \infty], L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)=L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$ with equivalent norms.

Proof. By Theorem 4.2, we know that $L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right) \subset L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$. It remains to prove $L_{\varphi}\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right) \subset L\left(\alpha, q, s, \omega ; \mathbb{R}^{n}\right)$. By Theorems 2.1 and 3.1, it suffices to prove that $L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right) \subset \wedge\left(\alpha, \omega ; \mathbb{R}^{n}\right)$. By the fact that $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is a subset of $\mathcal{S}_{\infty}^{\prime}\left(\mathbb{R}^{n}\right)$, it suffices to prove that if $f \in L_{\varphi}\left(\alpha, 1, s, \omega ; \mathbb{R}^{n}\right)$, then it satisfies (1.4), whose proof is as in the proof of [18, Theorem 4.2] and we omit the details. This finishes the proof of Theorem 4.3.

## References

1. H. Bui, M. Paluszyński and M. H. Taibleson, A maximal function characterization of weighted Besov-Lipschitz and Triebel-Lizorkin spaces, Studia Math., 119 (1996), 219-246.
2. H. Bui, M. Paluszyński and M. H. Taibleson, Characterization of Besov-Lipschitz and Triebel-Lizorkin spaces. The case $q<1$, J. Fourier Anal. Appl., 3 (1997), Special Issue, 837-846.
3. H. Bui, M. Paluszyński and M. H. Taibleson, The characterization of the TriebelLizorkin space for $p=\infty$, J. Fourier Anal. Appl., 6 (2000), 537-550.
4. S. Campanato, Proprietà di una famiglia di spazi funzionali, Ann. Scuola Norm. Sup. Pisa, (3), 18 (1964), 137-160.
5. D. Deng, X. T. Duong and L. Yan, A characterization of the Morrey-Campanato spaces, Math. Z., 119 (2005), 641-665.
6. J. García-Cuerva, Weighted $H^{p}$ spaces, Dissertationes Math. (Rozprawy Mat.), 162 (1979), 1-63.
7. J. García-Cuerva and J. Rubio de Francia, Weighted Norm Inequalities and Related Topics, Amsterdam, North-Holland, 1985.
8. L. Grafakos, Modern Fourier Analysis, Second Edition, Graduate Texts in Math., No. 250, Springer, New York, 2008.
9. H. Greenwald, On the theory of homogeneous Lipschitz spaces and Campanato spaces, Pacific J. Math., 106 (1983), 87-93.
10. S. Janson, M. H. Taibleson and G. Weiss, Elementary characterizations of the MorreyCampanato spaces, Lecture Notes in Math., 992 (1983), 101-114.
11. F. John and L. Nirenberg, On functions of bounded mean oscillation, Comm. Pure. Appl., 14 (1961), 415-426.
12. S. Lu, Four Lectures on Real $H^{p}$ Spaces, World Scientific Publishing, Singapore, 1995.
13. C. B. Morrey, Partial regularity results for non-linear elliptic systems, J. Math. Mech., 17 (1967/1968), 649-670.
14. D. Muller and D. Yang, A difference characterization of Besov and Triebel-Lizorkin spaces on RD-spaces, Forum Math., 21 (2009), 259-298.
15. J. Peetre, On the theory of $\mathcal{L}_{\lambda}^{p}$ spaces, J. Funct. Anal., 4 (1969), 71-87.
16. E. M. Stein, Harmonic Analysis, Real-variable Methods, Orthogonality, and Oscillatory Integral, Princeton Univ. Press, Princeton, New Jersey, 1993.
17. M. H. Taibleson and G. Weiss, The molecular characterization of certain Hardy spaces. Representation theorems for Hardy spaces, pp. 67-149, Astérisque, 77, Soc. Math. France, Paris, 1980.
18. L. Tang, Some characterizations of weighted Morrey-Campanato spaces, Math. Nachr. (to appear).
19. H. Triebel, Theory of Function Spaces, Basel, Birkhăuser, 1983.
20. D. Yang and W. Yuan, A new class of function spaces connecting Triebel-Lizorkin spaces and $Q$ spaces, J. Funct. Anal., 255 (2008), 2760-2809.

Dachun Yang and Sibei Yang
School of Mathematical Sciences,
Beijing Normal University,
Laboratory of Mathematics and Complex Systems,
Ministry of Education,
Beijing 100875,
P. R. China

E-mail: dcyang@bnu.edu.cn yangsibei@mail.bnu.edu.cn


[^0]:    Received April 12, 2009, accepted June 23, 2009.
    Communicated by Der-Chen Chang.
    2000 Mathematics Subject Classification: 42B35, 46E35.
    Key words and phrases: Weighted Morrey-Campanato space, Weighted Lipschitz space, Weight. The first author is supported by the National Natural Science Foundation (Grant No. 10871025) of China.

