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Abstract. In this paper we study mathematical programs with equilibrium
constraints (MPECs) described by generalized equations in the extended form

0cG(z,y) +Qz,y),

where both mappings GG and () are set-valued. Such models arise, in particular,
from certain optimization-related problems governed by variational inequalities
and first-order optimality conditions in nondifferentiable programming. We es-
tablish new weak and strong suboptimality conditions for the general MPEC
problems under consideration in finite-dimensional and infinite-dimensional
spaces that do not assume the existence of optimal solutions. This issue is
particularly important for infinite-dimensional optimization problems, where
the existence of optimal solutions requires quite restrictive assumptions. Our
techniques are mainly based on modern tools of variational analysis and gen-
eralized differentiation revolving around the fundamental extremal principle in
variational analysis and its analytic counterpart known as the subdifferential
variational principle.

1. INTRODUCTION

This paper concerns the study of a broad and important class of parametric op-
timization problems unified under the name of Mathematical Programs with Equi-
librium Constraints (MPECs) that can be generally described as follows:
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minimize wolz,y)
subject to vi(z,y) <0,i=1,...,m,
(1.1) vilz,y) =0, i=m+1,...,m+r,
(z,y) € Q,
y € S(x),

where y € Y stands for the decision variable while x € X signifies the parameter,
which is also included into the optimization process. The most characteristic feature
of problems (1.1) is that, together with more conventional functional constraints of
the equality and inequality types defined by (extended-)real-valued functions ¢; as
well as geometric constraints given by sets {2, they contain parameterized constraints
in the form y € S(x) described by set-valued mappings S: X = Y. The latter con-
straints often arise as solution maps to lower-level parametric optimization problems
(as in bilevel programming), or sets of Lagrange multipliers/Karush-Kuhn-Tucker
vectors in first-order optimality conditions, or solution sets to various complemen-
tarity problems and variational/hemivariational/quasivariational inequalities, etc. In
general, constraints of this type describe certain equilibria; that’s where the name
comes from. In numerous publications (see, e.g., books [15, 17, 22] and the refer-
ences therein) the reader can find more examples, discussions, and various qualitative
and numerical results for particular classes of MPECs written in form (1.1) with
underlying specifications of equilibrium constraint mappings S.

It has been well recognized that a convenient model for describing equilibrium
constraintsin MPECsis providedby Robinson’s framework of generalized equations

(1.2) S(x)={yeY|0eglz,y)+Q)}

originally introduced in [24] for the case when the set-valued “field” mapping
Q:Y = Y™ is parameter-independent and is given as the normal cone mapping
Q(y) = N(y;0©) to a convex set © C Y, while the “base” parameter-dependent
mapping g: X X Y — Y™ is single-valued. This particularly covers the classi-
cal variational inequalities and complementarity problems. Other important equi-
librium models (e.g., quasivariational inequalities) admit adequate descriptions in
somewhat more general framework of type (1.2) with parameter-dependent fields
Q = Q(z,y); see, e.g., [12, 19] and the references therein.

However, there are broad classes of MPECs (1.1) whose equilibrium constraints
cannot be described in form (1.2) while require the extended generalized equation
framework

(1.3) S(z) = {y € Y| 0€ G(x,y)+ Q(m,y)},

where both base and field mappings are set-valued. Let us mention two particular
classes of equilibrium constraints that can be written in the extended form (1.3)
while not in the previously developed forms of generalized equations.



Suboptimality Conditions for Mathematical Programs with Equilibrium Constraints 2571

e Consider the so-called set-valued/generalized variational inequalities defined
by:

4 find y € © such that there is y* € G(z,y)

' with (y*,u—y) >0 forall u€ O,
where G: X x Y = Y™*; we refer the reader to the handbook [28] for the theory
and applications of (1.4) and related problems. It is easy to see that model (1.4) can
be written in form (1.3) with Q(y) = N (y; ©). The classical case of parameterized
variational inequalities corresponds to (1.4) with a single-valued mapping G =
g: X XY =YY"

e Consider a parametric problem of nonsmooth constrained optimization in the
form:

minimize ¢(z,y) subjectto y € O,

where ¢: X xY — IR := (—o0, 00| is a lower semicontinuous function and where
© C Y is a closed set. Then general first-order necessary optimality conditions for
this problem can be written as

(1.5) 0 € dyp(x,y) + N(y; ©)

via appropriate subdifferentials of  with respect to y and normal cones to ©, where
Oy and N (-; ©) reduce to the corresponding constructions of convex analysis if
©(z, ) and © are convex; in the latter case condition (1.5) is known to be necessary
and sufficient for optimality. We refer the reader to [14] for more discussions and
various results on model (1.5), which is obviously a particular case of (1.3) with
G(z,y) = Oyp(x,y) and Q(y) = N(y;©). Furthermore, MPEC problems with
equilibrium constraints of type (1.5) relate to the so-called optimistic version of
nondifferentiable bilevel programming; see [4] for more details and recent results
in this direction.

As usual in optimization theory, the mainstream of studying various classes of
MPECs consists of deriving necessary optimality conditions associated with appro-
priate notions of stationarity; see particularly [1, 2, 7, 15, 17, 19, 22, 29] and the
references therein. However, as it is pointed by Young [30], any theory ofnecessary
optimality conditions is “naive” unless the existence of optimal solutions is guaran-
teed. The latter issue is far from being trivial for important classes of MPECs and
related problems, especially in infinite-dimensional spaces, imposing rather restric-
tive requirements on the initial data; see, e.g., [2, 12, 15, 17, 28] for various results
and discussions.

On the other hand, there is an alternative route in optimization theory and appli-
cations, which allows us to avoid difficulties with justifying the existence of optimal
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solutions while providing an efficient approach to the study of qualitative aspects of
optimization and the development of numerical algorithms. This approach is based
on deriving suboptimality conditions that give “almost necessary conditions” (up to
an arbitrary € > 0) for “almost optimal (suboptimal) solutions”, which automatically
exist.

The first systematic results of this type go back probably to Ekeland’s seminal
paper [5] being among the strongest motivations to develop his now classical vari-
ational principle. Based on this principle, it is shown in [5] that, given any € > 0,
there is an e-minimizer  to a smooth function ¢: X — IR on a Banach space X
that satisfies an e-counterpart of the Fermat stationary rule:

(1.6) [Ve(@)| <e.

Suboptimality conditions of type (1.6) and their appropriate (more involved) ex-
tensions and analogs have been further developed for and applied to various kinds
of constrained optimization-related problems in [8, 9, 10, 14, 17, 21, 26, 27] and
their references, although this direction in optimization theory is somehow under-
estimated and not sufficiently explored. In particular, we are not familiar with any
suboptimality conditions for MPECs.

The primary goal of this paper is to derive suboptimality conditions for general
MPECs given in the form

minimize wolz,y)
subject to vi(z,y) <0,i=1,...,m,
(1.7) vilz,y)=0,i=m+1,....m+r,
(z,y) € Q,
0€G(z,y) +Qz,y),

which corresponds to (1.1) with the equilibrium constraints y € S(z) defined by so-
lution maps to the extended generalized equations (1.3). Following the terminology
of [17, 21], where suboptimality conditions are derived for mathematical programs
with 7o equilibrium constraints, we distinguish between the two generally indepen-
dent forms of suboptimality conditions: weak and strong. The weak form of subop-
timality conditions holds under very mild assumptions on the initial data involving
however weak® neighborhoods from the corresponding dual spaces in their formula-
tions. The strong form of suboptimality conditions imposes more requirements while
provides stronger results with the replacement of weak™ neighborhoods by small dual
balls, i.e., it establishes the underlying estimates in suboptimality conditions in the
norm topology versus the weak™ topology of dual spaces. Furthermore, strong sub-
optimality conditions are expressed via /imiting normals/subgradients/coderivatives



Suboptimality Conditions for Mathematical Programs with Equilibrium Constraints 2573

of the initial data instead of Fréchet-like constructions in the weak form. The
limiting constructions are robust and enjoy comprehensive rules of full calculus in
contrast to the Fréchet ones; see Section 2 for more discussions and references.

Our approach to deriving suboptimality conditions is based on extremal/ vari-
ational principles of variational analysis whose versions needed in the paper are
recalled in Section 2. We significantly modify the scheme developed in [17, 21] to
be able to apply it to establishing suboptimality conditions for the MPECs under
consideration. As a by-product of the new scheme, we also improve the results ob-
tained in [17, 21] for mathematical programs with no equilibrium (just functional)
constraints.

The rest of the paper is organized as follows. Section 2 contains some pre-
liminaries from variational analysis and generalized differentiation needed for the
formulation and justification of the main results. Section 3 is devoted to deriv-
ing weak suboptimality conditions for MPECs (1.7), while in Section 4 we present
strong suboptimality conditions for the general MPECs under consideration and
discuss some of their specifications.

The notation used throughout the paper is basically standard; see [16, 17, 25].
Recall that IV := {1, 2, ...} and that IB and IB* stands, respectively, for the closed
unit ball of the space X in question and of its topological dual X *. Given a
nonempty set 2 C X, we denote by d(x; §2) the indicator function of Q) equal to 0
if x € Q2 and oo otherwise.

2. ToOLS OF VARIATIONAL ANALYSIS

For the reader’s convenience, we briefly overview in this section some underly-
ing constructions and principles of variational analysis and generalized differentia-
tion widely used in the sequel. We mainly follow the recent book by Mordukhovich
[16], where the reader can find all the details and commentaries. The main frame-
work of our study is the Asplund space setting. Thus we assume, unless otherwise
stated, that all the spaces under consideration are Asplund, i.e., such Banach spaces
whose separable subspaces have separable duals. The class of Asplund spaces is
sufficiently large particularly including every reflexive Banach space and every Ba-
nach space with a separable dual; see, e.g., [16, 23] for more details, discussions,
and references. The definitions and properties presented below are adjusted to the
case of Asplund spaces; see [16] for their modifications and analogs in more general
Banach space settings.

Given a nonempty subset 2 of an Asplund space X, we define the prenor-
mal/Fréchet normal cone to ) at T € § by

(x*,x —7T)

2.1) N®Q) = {x € X*| limsup ———— L < 0},
o |lz—7
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where the symbol z 2 7 means that = — T with = € Q. While the set N (T;0Q) C
X* is always convex, it may be empty at boundary pointsz € () and does not possess
satisfactory pointwise calculus rules while enjoying the so-called fuzzy calculus; see
[3, 16] for more details and references. The situation is dramatically improved when
we consider the following “sequential robust regularization” of (2.1) known as the
basic/limiting/Mordukhovich normal cone to € at & € €.

N (7 Q) := {z* € X*
2.2)

Q _ w*
3 sequences zj — T and x} — x*

with z} € N(mk7Q) for all k € W},

where x;; I signifies the sequential convergence in the weak™® topology of X*.
Despite being nonconvex (actually due to this), the basic normal cone (2.2) and the
associated coderivative/subdifferential constructions given below satisfy comprehen-
sive pointwise rules of full calculus; see [16] for probably the complete account in
Asplund spaces and partly in the arbitrary Banach space setting.

Given further a set-valued mapping F': X = Y with the graph

gph F := {(z,y) € X X Y’ y € F(z)},
define its (basic, normal) coderivative at (T,7) € gph F' by
23) D*F(x,9)(y*) == {z* € X*| (2%, —y*) € N((T,7); eph F) },

which is a positively homogeneous mapping of y*; we always omit 7 = f(Z) in
(2.3) if F = f: X — Y is single-valued. It easily follows from (2.2) that the
coderivative (2.3) admit the sequential limiting representation

D*F(z,9)(y*) = {x* € X*‘EI (zg, %) — (Z,7) and (zf,yf) S (a*, y")
as k— oo with y;, € F'(z,) and z}, € ﬁ*F(xk, uk)(yy), ke W},
where the Fréchet-type coderivative D*F is defined similarly to (2.3) with the
replacement of the basic normal cone N by its Fréchet counterpart NV from (2.1). If

F = f: X =Y is strictly differentiable at T with the derivative Vf(Z): X — Y
(this is automatic when f € C'' around this point), we have

D*f(@)(y") = D f@)(y") = {VS @)y} forall y* V™.

Considering an extended-real-valued function p: X — IR finite at 7, define its
Fréchet subdifferential at * (known also as the regular or viscosity subdifferential
of p at x) by

24) dp(T) = {x e X*
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and the (basic, limiting, Mordukhovich) subdifferential of ¢ at T by:

(2.5) dp(T) := {2* € X*| 3 sequences wy 4T, o W
with a% € dp(ak)},

where x; = T stands for z; — T with p(z;) — @(T). We also need in what
follows the singular subdifferential construction for ¢ at & defined (sequentially)
by

(2.6) 0%p(z) == {a* € X*| Jap 5T, A | 0, 7 % o
‘ with o} € Adp(zr) },

which reduces to {0} if ¢ is locally Lipschitzian around Z. If ¢ is lower semicon-
tinuous around 7, there are the following useful geometric representations

@ 0p(T) = D*E, (T, 0(@))(1), 9p(T) = D*E,(T, (T))(1), 0%¢ ()
' = D*E,(T, p(7))(0)

of the subdifferentials (2.4)—(2.6) via the corresponding coderivatives of the epi-
graphical multifunction £ ,: X = IR associated with ¢ and defined by

Ep(x) :={p e R| p>p(x)} with gph&, = epiyp;

see, respectively, Theorem 1.86, Theorem 1.89, and Theorem 2.38 from the book
[16].

We conclude this section with formulating two underlying results that play a
crucial role in deriving the suboptimality conditions for MPECs obtained in this
paper. The first result, known as the subdifferential variational principle, is estab-
lished by Mordukhovich and Wang [21] (see also [16, Theorem 2.28]) as an analytic
description of the fundamental extremal principle of variational analysis; see [16,
Theorem 2.20] and the related material of [16, Chapter 2] with the commentaries
and references therein.

Theorem 2.1. (subdifferential variational principle). Let ¢: X — IR be a
lower semicontinuous function bounded from below on X. Then for every ¢ > 0,
v >0, and xg € X satisfying o(x¢) < infx @+e€ there areT € X and x* € 5@(?)
such that

|7 w0l <v, (@ <infe+e and [2'] < =
14

The next result, known as the weak fuzzy sum rule, is established by Fabian [6]
as a consequence of the Borwein-Preiss smooth variational principle (see [3, 16])
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by the method of separable reduction. It also follows from the extremal principle;
see [16, Corollary 2.29] and [17, Lemma 5.27] and the discussions therein.

Theorem 2.2. (weak fuzzy sum rule). Let v;: X — IR, i = 1,...,n, be
lower semicontinuous functions on X. Then for every ¥ € X, n > 0, x* €
5(@1 4+ ...+ @n)(f) and for any weak™ neighborhood V' of the origin in X *
there are x; € T+ nlB and x; € Di(w;) such that |@i(x;) — @i(T)| < 1 for all
i=1,...,nand

n
S E x; + V.
i=1
3. WEAK SUBOPTIMALITY CONDITIONS

In this section we derive weak suboptimality conditions for MPECs (1.7) under
very general assumptions on the initial data. We begin with the following lemma
giving weak suboptimality conditions for mathematical programs with only the ge-
ometric constraint:

(3.1 minimize @o(x) subjectto z € EC X

—

where ¢o: X — IR with infz ¢g > —oco. We say that © € = is an e-optimal
solution to the constrained problem (3.1) if

po(x) <inf g +e.

Obviously for any £ > 0 the set of e-optimal solutions to (3.1) is nonempty. The
result below is actually a specification of [17, Theorem 5.29] for problems with no
functional constraints. Nevertheless, for completeness and the reader’s convenience
we present a simplified proof of this lemma in the case needed in what follows.

Lemma 3.1. (weak suboptimality conditions for problems with geometric con-
straints). Suppose that @ is lower semicontinuous on the set of e-optimal solutions
to problem (3.1) for € > 0 sufficiently small and suppose that the constraint set
= is locally closed. Then given an arbitrary weak™ neighborhood U of the origin
0 € X*, there exists € > 0 such that for every 0 < € < & and every ¢>-optimal
solution T to (3.1) there are (x¢,x=, x5, %) € X x X x X* x X* satisfying the
relationships

(3.2) |lwo—T|Ke with |po(z0) —po(T)| <e, |[x=—7|| <e with z=z €E,

(3.3) zf € dpolwg), 2t € N(zz;E), 0€aj+at+ U
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Proof. For any v € X and v > 0 we consider a family of weak® neighborhoods
of the origin in X* defined by

U(vyy) = {x* e X” |<x*,v>| < ’y};

this family forms a base of the weak® topology on X*. Then picking an arbitrary
weak™ neighborhood U in the theorem, find 57 > 0, p € IN, and v; € X with
|lvj]l =1 as 1 < j < p satisfying the inclusion

3.4 U(vj;279) C

H D@

and show that the conclusions of the theorem hold for every ¢ such that
O<€<§::min{7,1}.

To proceed, take any T € = with g(T) < infz g + €2 and find € (0,¢) such
that o(Z) < infz g + (¢ — n)2. Observe that for the function

(3.5) p(@) == pola) + 8(@;E), @€ X,

we have o(Z) < infx ¢ + (¢ — n)2. Applying now the subdifferential variational
principle from Theorem 2.1 to the above function ¢ with the parameters

e:=(c—n)? and v:i=ec—19

and taking into account the structure of ¢ in (3.5), we get u € = and u* € 5@(11,)
satisfying the relationships

lu—7| <e—mn, |uf|<e-n<7,

3.6
(3.6) <p0(u)Sigl(f<p+(€—n)2<ir:1f<po+€—n,

which imply, by the (¢ —n)?-optimality of T to problem (3.1), that |¢g(u) — o (Z)| <

g —n. R
Next apply the weak fizzy sum rule from Theorem 2.2 to u* € dp(u) for the
sum of two functions in (3.5) with the weak™ neighborhood

p
ﬂ (03377

g=1



2578 Truong Q. Bao, Pankaj Gupta and Boris S. Mordukhovich

of the origin in X* and the number n > 0 chosen above. In this way we find
elements (29, zz, 25, %) € X x X x X* x X* such that

[0 — ul| < with |po(zo) — @o(u)] <,
3.7) |z — u|| <n with z= € E,
x§ € 0po(zo), =% € N(xz;E), and u* € af+ 2L+ V.

Taking finally into account the relationshipsin (3.4) and (3.6), the above construction
of the weak™ neighborhood V, and that ||u*|| < 7, we arrive from (3.7) at the desired
conclusions (3.2) and (3.3) and thus complete the proof of the lemma. ]

The next theorem provides weak suboptimality conditions for the general class
of MPECs (1.7), where all the spaces under consideration are Asplund.

Theorem 3.2. (weak suboptimality conditions for MPECs). Consider MPEC
(1.7) defined by p;: XxY — Rasi=0,...,m+r, QC XxY,G: XxY = Z,
and Q: X xY = Z. Assume that the functions p; are all finite and lower
semicontinuous for i = 0,...,m while continuous for i = m+1,....m+r
on the set of c-optimal solutions to (1.7) for each ¢ > 0 sufficiently small and
that the sets ), gphG, and gph@Q are locally closed around the points under
consideration. Let U be an arbitrary weak™ neighborhood of the originin X * XY™,
and let v be an arbitrary positive number. Then we can find a number € > 0
such that for every ¢ € (0,%), every e2-optimal solution (T,7) to (1.7), and every
z € G(z,9) N (— Q(T,Y)) there are elements

* ok ok * * * * * * *
(xiv Yis TQH YQ, TG YG s 2G5 va va sz )‘iv xi ) yz y Ly YO va va va va va ZQ)

as i =0,...,m+ r from the corresponding spaces, with Ao = 1, satisfying the
relationships
(383) H(x07y0) - (fv g)” S € with ’900($07y0) - @O(Tv g)‘ S g,
(38b) H(mzvyz)_ (fvg)H <&, L= 17"'7m7
T, Yi) — (T, 9)]| < ¢

by Mw-@EDIse

with |@i(xi,yi) — 0i(T,9)| <e, i=m+1,...,m+r,
(38d) H(vava ZG) - (fv Y, E)H <e with (:EGvva ZG) € gtha
(3.8¢) 1(zq. yq, 2q) — (T.7,2)|| <€ with (zq.yq,2qQ) € gph @,

(3.80) I(z0, yo) — (T, 9)|| <& with (xa,ya) € Q,
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~

(3.89) (@5, 95) € Fpo(wo,v0), (w5, 45) € N((z, y0); Q),
(3.8h) (2, y7) € NiDpi(zi,ys) with \; >0, i=1,...,m,

(z7,97) € Ni [5%(962‘72/1) Ug(—%)(xz‘,yz‘)] with \; > 0,

(3.81) .
t=m+1,....m-+r,

B8) (25 u5) € D*Glec.ye, 26) (=), (@l ) € D*Qlag, ug. 20)(=))

(3.8k) with 2z, € Z%, zy € Z*, and |25, — 25| <,
m-+r

(3.8) 0€ > (af,v) + (a5, v8) + (€0, v) + (wh, ) + U,
i=0

Proof. Our approach to deriving the suboptimality conditions formulated in the
theorem employs the following procedure. Construct first a mathematical program
of type (3.1) with only the geometric constraint given by a set intersection in such
a way that this problem is equivalent to the general MPEC (1.7) under considera-
tion. Applying then the suboptimality conditions from Lemma 3.1 to the designed
problem (3.1), we need to express them constructively in terms of the initial data
of (1.7). This will be done by using the weak fuzzy sum rule from Theorem 2.2
and the efficient descriptions of Fréchet normals to graphs and epigraphs of func-
tions established in [16, Section 2.4] on the base of variational/extremal principles.
Details follow.

Consider the product space W = X x Y x IR™'" x Z endowed with the
standard sum norm on the product. It is well known [23] that W is Asplund as a
product of Asplund spaces. Define the following subsets of W by

Q, = {(x,y,a,z) ew ! (z,y,q;) € epigpi}, i=1,...,m,
Qi :={(z,y,a,2) €W | (z,y,05) €Egphp;}, i=m+1,...,m+r,

Qa :=1(x,y,a,2) e W | (x,y,2) € gphG },
(3'9)0{(11) | (z,y,2) € gph G}

QQ = {(xvyva’u Z) ew | (xvyv —Z) € gth}v
m+r
Qo=QxR"x{0}xZCW, E:=()]%N2%NA% N,
i=1
where a = (aq, ..., Qpmar) € R™'", where IR™ stands for the nonpositive orthant

of IR™, and where 0 € IR". It is easy to see that all these sets are locally closed



2580 Truong Q. Bao, Pankaj Gupta and Boris S. Mordukhovich

around the points in question due to the semicontinuity/continuity/closedness as-
sumptions made in the theorem. Observe also that for every feasible solution (x, y)
to MPEC (1.7) we have

(xvyva'a Z) E Wltha’: (@1($,y),...,§0m+r($,y))
and any z € G(z,y)N (— Q(m,y))

by the construction of Z in (3.9). Conversely, the inclusion (z,y, a, z) € E implies
that (x, y) is a feasible solution to MPEC (1.7), since

pi(r,y) <a; <0 for i=1,...,m, pi(z,y) =a; =0
for i=m+1,....m+r,z—2=0¢€ G(z,y)+ Q(z,y), and (z,y) € Q

due to the set structures in (3.9). Furthermore, define $g: X xY x R™" xZ — IR
by

(310) @0(‘7:72/7 a, Z) = QOO({I’.vy) for all (.’E,y, a, Z) ew

and construct a mathematical program of type (3.1) with only the geometric con-
straint given by the set = from (3.9) as follows:

(3.11) minimize ©o(z,y,a,z) subjectto (z,y,a,z) € E.

Having (Z,7) € X x Y, denote @ := (¢1(T,7), . .., om4-(T. 7)) € R™" and
pick any element z € G(Z,7) N (— Q(Z,7)). By construction we get that (Z,7) is
an e-optimal solution to MPEC (1.7) if and only if (T, 7y, a, z) € W is an e-optimal
solution to (3.11).

Fix an arbitrary number v > 0 and take an arbitrary weak* neighborhood U
of the origin in X* x Y* from the formulation of the theorem. Let us construct a
weak* neighborhood V' of the origin in W* by

(3.12) V= (g U) x R™" x y(3intB*),

where IB* stands for the closed unit ball in Z*. Applying now Lemma 3.1 to
problem (3.11) with the neighborhood V' from (3.12) and taking into account the
structures of pg and V in (3.10) and (3.12), respectively, we find £ > 0 such that for
every ¢ € (0,£/3) and every £2-optimal solution (T, 7, @, Z) to (3.11)—corresponding
to the designated e2-optimal solution (Z,%) to MPEC (1.7)—there are elements

(fI,'Q, Yo, ag, 20, =, Y=, A=, 2=, xév yak’ a’év zak’ x*Ev ygv a'*Ev Z;) € W x W x W* X W*
satisfying the following relationships

(3.13a)  [|(wo, Yo, a0, 20) — (T,7, @, Z)|| < e with |po(z0,v0) — ¢o(T,7)| <&,



Suboptimality Conditions for Mathematical Programs with Equilibrium Constraints 2581

(3.13b) (2=, vz, a5, 22) — (T,7,8,2)|| <& with (2=, yz, az, 22) € &,
(3.13¢) (3,95, 0,0) € dGo(0, Yo, a0, z0) = Dpo (20, yo) x {0},
(3.13d) (v%, y%, ak, 22) € N((2z,y=, az, 22); E) with ||25] < /2,
(3.13¢) 0€ (25,55) + (v, ¥2) + g U-

It is easy to observe from the intersection structure of the set = in (3.9) that inclusion
(3.13d) can be equivalently written as

m+r

(3.14) (2%, Y2, az, 22) eﬁ(Zé (:Qc) +4(; QQ)+5(.;QQ)>
(xEvyE7a:,Z:).

Taking the Fréchet subgradient (2%, yZ, af, 2%) in (3.14) and applying to it the weak
fuzzy sum rule from Theorem 2.2 with the neighborhood V' defined in (3.12) and
with any fixed number n = ¢ € (0,£/3) from above, we find elements

~ o~ o~ ~% ~% y * k% * * % * %
(x’ivy’iva’ivavvavavavaszxﬂvyﬂvxivyi7)‘ivavvavavavaszxﬂva)

as v =1,..., m+r satisfying the following relationships, where a=; stands for the
i-th component of the vector az € IR™" from (3.13):

(B.15a)  |[(Z4, Y i) — (22, y=, =) || < &, (Ti, Ui, Qi) € epis, i=1,...,m,
(3.15b) (%, Ui, @) — (2=, Y=, a=i)|| <€, (T4, Ui, qi)Egph 5, i=mA-1, ... ;mAr,

(3.15¢)  |(za, ya, wa)— (2=, y=, 22) || <€, (2@, Yo, wq) — (v=, y=, 2=) || <e,

(3.15d) (o, ya) — (z=,y=)|| <e with (zq,yq) € €,
(3.15¢) (@75, —Ni) € N((3:, 3 di)iepis), i=1,...,m,

(315g) (x*va?z) € N(($97y9)7 Q)v (x*Gv y*Gv _Z*G) € ]/\\[((vava zG)vgth)v

(3.15h) (x*Q,yé,z’fQ)EN((xQ,yQ,zQ);gph(—Q)) with Hzg—z’fQ—i—nggfy/Q,
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m+r

B.15)  (a%,92) € > (&, 5) + (28 v6) + (28, 90) + (28, ¥8) + mrerr U
i=1

Let us further elaborate conditions (3.15). Consider first the relationships for
inequality constraints and fix i € {1,...,m} in (3.15a) and (3.15¢). It is easy to
check, due to the definition of Fréchet normals in (2.1) and &; > (%, y;), that
(3.15¢e) implies the inclusion

o~ ~

and thus there are the two possible cases in (3.16): XZ > (0 and XZ = 0.

If \; > 0 in (3.16), we immediately get (xF,9)) € ngapz('fz, ;) from (3.16) due
to the first relationship in (2.7); hence by (3.13b) and (3.15a) we arrive at conclusions
(3.8b) and (3.8h) of the theorem with (x;, ys, i, €7, y) = (Zi, Ui, i, T, U7).

The other case of \; = 0 in (3.16) means that (x7,9F) is a horizontal Fréchet
normal to the epigraph of ; at (Z;,y;). Using [16, Lemma 2.37] on the description
of such normals in Asplund spaces, we find (z;, yi, i, 27, yF) € X xY x R x
X* x Y™ satisfying the relationships

(i) = @l < e, (af,9) € (@5 + mrr U,

(3.17) ~
Ai 20, and (z7,y;) € \iOpi(zi, i), i=1,...,m,

which imply those in (3.8h) in the case under consideration.

Next we elaborate the relationships for equality constraints in (3.15) and fix
an index i € {m +1,...,m+r} in (3.15b) and (3.15f). Again, explore the two
possible cases in (3.15): A; # 0 and A; = 0.

If A\; # 0, we get from [16, Theorem 1.80] that (3.15f) yields

(5,57 € M[0¢i(@i, 7) UO(—0i) (@, )] with A; == |,

which justifies (3.81) with (z4, v, 2}, y)) = (@i, v, 2f, y)). If X =0in (3.159),
this means that (27, y;") is a horizontal Fréchet normal to the graph of ; at (Z;, y;).
Using the description of such normals for continuous functions on Asplund spaces
from [16, Theorem 2.40(i)], we find elements (z;, y;, \i, 27, y;) € X XY x IR x
X* x Y* satisfying the relationships

(s, y:) = (@ G)ll <&, (aF,97) € (@,90) + mpemUs N 20,

(3 18) m+r+1
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which imply those in (3.8i) in this case.

Considering finally the inclusions and estimates in the above relationships (3.13)
and (3.15) for the cases of geometric and equilibrium constraints and taking into
account the construction of the Fréchet coderivative in Section 2, we easily arrive
at the corresponding condition in (3.8d)-(3.8g) and (3.8j) of the theorem from those
in (3.13) and (3.15). Estimate (3.8k) for the equilibrium constraints follows from

Iz¢ = 2l <II(2¢ — 2 + 22) — 2=l <llz¢ — 2 + z=l + 2zl <7/2+ /2 =~

due to (3.13d) and (3.15h). Furthermore, the relationships in (3.8a) and (3.8g) for
the cost function of (1.7) are implied directly by those in (3.13a) and (3.13c¢); the
cost function is not involved in the conditions of (3.15).

To complete the proof of theorem, it remains to justify the generalized Euler
equation (3.81) involving the given weak™ neighborhood U of the origin in X™* x Y*,
We get this by combining relationships (3.13¢), (3.15i) with those for (z,y;) in
(3.17) and (3.18). ]

Remark 3.3. (qualified suboptimality conditions with no constraint qualifica-
tions). As we see from Theorem 3.2, the suboptimality conditions for MPECs
obtained therein are in the qualified/normal form, which means that A g = 1 for the
multiplier corresponding to the cost function q; see (3.8g) and (3.81) in comparison
with (3.8h) and (3.81). This is a new result even for problems with just functional (no
equilibrium) constraints derived in [17, Theorem 5.29], which contains conditions
in the non-qualified (Fritz John) form:

m-+r
(3.19) (@5, 55) €Xa0po(z0, %), > Ai=1, \i>0 forall i=0,...,m+r
i=0
instead of the qualified ones with Ay = 1 in the counterpart of Theorem 3.2 for
problems with no equilibrium constraints. It is easy to check that Theorem 3.2
implies its non-qualified version with conditions (3.19). Indeed, letting

m+r " 1 " s

A=14) N, Mo =y, Ai::XZ for i=1,....,m+r,
i=1 .

x; '_TZ for t=0,....m+r, xG'_T’ xQ'_T’

in the suboptimality conditions of Theorem 3.2, we arrive the non-qualified version
of this theorem with conditions (3.19).

At the first glance it looks rather surprising that we get qualified conditions with
no constraint qualifications. The key here is that the conditions obtained are not
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pointwise but fuzzy, i.e., they involve all points from a neighborhood of suboptimal
solutions as well as dual elements measured by an arbitrary small number ¢ > 0.
We can see from the proof of Theorem 3.2 that deriving such conditions benefits
from the possibility of /imiting subgradient representations of horizontal normals to
epigraphs and graphs of functions, which are based on variational principles; see
[16, Subsection 2.4.2] for more details.

Remark 3.4. (comparison with another approach). It is worth mentioning that
the proof of suboptimality conditions in [17, Theorem 5.29] for standard mathemat-
ical programs with no equilibrium constraints

minimize @o(x) subjectto z € Q C X,
(3.20)
wi(z) <0,i=1,...,m, and ¢;(z)=0,i=m+1,....m+r,

employs a different device in comparison with that of Theorem 3.2 above. The
former is based on considering the auxiliary unconstrained minimization problem

m+r
minimize ¢o(z) + d(z; Q) + Z §(z; ), =€ X,
i=1

equivalent to (3.20), where the sets §2; are defined by
Q; = {xeX! pi(z) <0}, i=1,...,m;
Q; = {xeX’ pi(z) =0}, i=m+1,...,m+r.

To adopt this scheme in the case of equilibrium-type constraints given by 0 &€
G(z) 4+ Q(z), we need to involve the set (G + @Q)~1(0), which is essentially more
complicated to handle and often fails to be closed even when both mappings G and
Q are assumed to be closed-graph. Observe that the closedness requirements are
necessary to employ variational arguments.

Remark 3.5. (implementation and applications of weak suboptimality condi-
tions). Theorem 3.2 deals with a general MPEC model particularly including prob-
lems with equilibrium constraints described by set-valued/generalized variational
inequalities, solutions sets to lower-level problems in hierarchical optimization; see,
e.g., Section 1 above and [1, 17] for more examples and discussions. To imple-
ment suboptimality conditions obtained in this way and to apply them to particular
models, we need to calculate the corresponding coderivatives that appear in (3.8).
It has been partly done in [1, 17] and the references therein in the case of neces-
sary optimality conditions obtained via our basic coderivative (2.3), which enjoys
comprehensive pointwise rules of full calculus and has been computed for broad
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classes of mappings arising in many important applications. The situation is more
complicated with the Fréchet-like constructions used in Theorem 3.2, which satisfy
a much modest amount of pointwise/exact calculus; see [16] and also [18] for recent
results in this direction. However, the latter constructions possess many useful rules
of fuzzy calculus in Asplund spaces (see, e.g., [3, 11, 16, 20] with more references
and discussions), which are appropriate to be employed in the fuzzy framework of
suboptimality conditions.

4. STRONG SUBOPTIMALITY CONDITIONS

In this section we derive new suboptimality conditions for MPECs (1.7) in the
strong form, which—as discussed in Section 1-is different from the weak form of
suboptimality conditions in the following two major aspects:

(a) the strong form provides estimates of dual elements in the strong/norm topol-
ogy instead of the weak™ topology of the dual spaces in question as in the
weak form;

(b) the strong form uses our robust limiting subgradient, normal, and coderivative
constructions instead of the Fréchet-like constructions in the weak form.

The strong form undoubtedly offers significant advantages over the weak form-
even in finite dimensions, where there is no difference between weak and strong
topologies of dual spaces—due to essentially more developed calculus for the lim-
iting constructions and their efficient computation for various classes of sets and
mappings important in applications; see [16, 17] and the discussions in Remark 3.5
and Remark 4.4. On the other hand, strong suboptimality conditions require more
assumptions in comparison with weak ones: qualification conditions in both finite
and infinite dimensions and the so-called SNC properties [16], which are automatic
in finite-dimensional spaces.

Recall that a set Q) C X is sequentially normally compact (SNC) at T € Q) if
the following implication holds:

(4.1) [ 27 210, 1€ N(zg; Q)] = [|laf]| — 0 as k — oo

for any sequences involved in (4.1). Further, we say that an extended-real-valued
function ¢: X — IR is sequentially normally epi-compact (SNEC) at T with ¢(T) <
oo if its epigraph epi¢ C X x IR is SNC at (T, ¢()). Besides the obvious validity
of both SNC and SNEC properties in finite-dimensional spaces, €2 is SNC at T if it is
compactly epi-Lipschitzian around this point in the sense of Borwein and Str 6jwas,
while ¢ is SNEC at 7 if it is directionally Lipschitzian around this point in the sense
of Rockafellar; in particular, when it is locally Lipschitzian around T—see [16] for
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more details and references and for other sufficient conditions for the fulfillment
of the SNC and SNEC properties. Furthermore, these and related properties of
sets, mappings, and functions enjoy well-developed SNC calculus ensuring their
preservation under various operations. Note that SNC calculus is also based on
variational/extremal principles of variational analysis; see [16].

To derive strong suboptimality conditions for MPECs (1.7), we start—similarly
to Section 3—with such conditions for problem (3.1) involving only the geometric
constraint given by a closed set = C X. The following result is a specification
and a small modification of [17, Theorem 5.30] for this case, while we present its
simplified proof for completeness and the reader’s convenience.

Lemma 4.1. (strong suboptimality conditions for problems with geometric con-
straints). Let g be lower semicontinuous on the sets of e-optimal solutions to
problem (3.1) for all € > 0 sufficiently small, and let Z be locally closed. Assume
also that either g is SNEC or = is SNC and that the qualification condition

(4.2) 0%po(x) N (= N(z;5)) = {0}

is satisfied on the afore-mentioned set. Then for every € > 0 sufficiently small
and every £%-optimal solution T to (3.1) there is an € -optimal solution T to this
problem such that

(4.3) |z —Z|| <e and ||Z5+2%| <e€
for some Tj € 0po(T) and TE € N(7; E).
Proof. Consider the unconstrained problem
(4.4) minimize p(z) = ¢o(z) + 0(x;2), =z € X,

equivalent to (3.1) and observe that 7 is an e2-optimal solution to (4.4). Applying
the subdifferential variational principle from Theorem 2.1 with the parameters

e:=¢ and v:i=¢

to the function ¢ in (4.4), we find an e2-optimal solution Z € Z to (4.4)—and
hence to the original constrained problem (3.1)—satisfying conditions (4.3) with a
subgradient

(4.5) z* € 0po +6(5 E)](@).

Using now the sum rule for the basic subdifferential in (4.5), which holds under the
SNC and qualification conditions imposed in the theorem (see [16, Theorem 3.36]),
we get

Dp(F) C Dpol®) + D03 E) = Dpo(3) + N (% 2,
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and thus arrive from (4.5) at the second condition in (4.3). ]

Note that we automatically have the suboptimality conditions of the lemma if
o is locally Lipschitzian on the sets of e-optimal solutions to (3.1). Indeed, in this
case both the SNEC and qualification condition (4.2) are satisfied.

The next theorem provides strong suboptimality conditions in the qualified form
for general MPECs (1.7) in Asplund spaces. Denote

A=A, Apgr) ER™ and A :={A€ R™"| ;>0 forall i =1,...,m}.

Theorem 4.2. (strong suboptimality conditions for MPECs). Let the sets (),
gph G, and gph Q) be locally closed, and let the functions ¢ ; be lower semicontinu-
ous for i=0, ..., m and continuous for v=m+1, ..., m+r on the set of e-optimal
solutions to MPEC (1.7) for all € > 0 sufficiently small. Suppose also that the
following two groups of conditions hold on the latter set of e-optimal solutions:

(a) The SNC conditions:

o cither g is SNEC and all but one of the sets epip; for i = 1,...,m,
gphp; fori=m+1,..., m+r, gphG, gphQ, and ) are SNC;

o or all of the sets epip; fori =1,....,m, gphy; fori =m+1,...,m+r,
gph G, gph Q, and Q2 are SNC;

(b) The qualification condition: the only zero elements

(@5:56) = - - = @irs Umar) = (26, 56) = (20, ¥g) = (20, y0) =0,
A=0,2"=0

satisfy the relationships

x5, 95) € 0%po(x,y), AEA,

yf) € D*Ey (x,y, i) (N) for i=1,...,m,

5 uf) € D*pi(z,y)(Ni) for i=m+1,...,m+r,

2, y5) € N((2,9); Q),

T yE) € D*G(x,y.2)(2%),  (20,y5) € D*Q(z,y, —2)(2*), and

m+r

(w5, 95) + D (27, 9) + (2, y&) + (28, u) + (wh ) = 0
i=1

T
T

(
(
(
(
(

whenever o > pi(x,y) fori=1,...,mand z € G(x,y) N ( — Q(=z, y))
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Then given any number & > 0, for every £2-optimal solution (7, %) to MPEC (1.7)
and every Z € G(Z,7) N (— Q(7,7)) there is an e?-optimal solution (Z, ) to this
problem and Z € G(Z,7) N ( — Q(Z, 7)) such that

(46) 1@ - @Dl <e [2-2<e and
m+r
@n @) + 2 @) + (7, T6) + T, T0) + T T)| < 2

where the dual elements (25, 45, Z;, U}, ¢, Yo 5, Y5 T y&,) satisfy the relation-
ships e o~ o ~
PS (@, 0) € 0p0(@,7),  (35,75) € N((3,9);9),
4.8)  (z,77) € D*pi(, g)(X) with \; € R, i=m+1,...,m+r,
(@& V) € D*G(7,Y,2)(26), (T4, Ug) € D*Q@, Y, —2)(25)

with [[z¢ — 25| <e.

Proof. We start proceeding similarly to the proof of Theorem 3.2 and consider
the optimization problem (3.11) with only the geometric constraint equivalent to
MPEC (1.7), where the constraint set = C W and the cost function ¢ are defined
in (3.9) and (3.10), respectively. Taking an e2-optimal solution (Z, /) to MPEC (1.7)
from the formulation of the theorem and picking any z € G(z,7) N ( — Q(Z,7)),
we conclude similarly to the proof of Theorem 3.2 that (Z,7,a,z) € W with @ :=
(¢1(Z.7), - -, Ym+r(T, 7)) is an e2-optimal solution to problem (3.11). Applying
now the strong suboptimality conditions (4.3) from Lemma 4.1 to the designated £2-
optimal solution (Z, ¥, @, Z) to problem (3.11) and taking into account the structure
of @y in (3.10), we find an £2-optimal solution (Z, , @, z) € W to this problem and
dual elements

(4.9) (X5, Ygy) € Opo(Z,y) and (TL, Y%, a%,2%) € N((ﬁc\ y,a,z2); )
satisfying the relationships

4.10) [[(Z,¥,4,2) = (7,7,@,2)|| < e and |[(25,p,0,0)+ (25, 9z, 0z, 25)[ <€
provided that the qualification condition

@.11) (0®¢0(x,1),0,0)N [ = N ((z,y, a,2);5)] = {0}

coming from (4.2) holds on the set of e-optimal solutions to problem (3.11) for all
e sufficiently small and that either ¢g is SNEC, or = is SNC on this set.
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To proceed further, we need to represent the basic normal cone N (+; Z) in (4.9)
and (4.11) in terms of the initial data of MPEC (1.7) and also to express the SNC
condition for = via requirements imposed on the initial data of (1.7). It can be done
by using efficient rules of generalized differential and SNC calculi developed in
[16], both of which are based on the extremal principle of variational analysis.

Indeed, by the intersection rule for basic normals from [16, Corollary 3.5] we
have for the set intersection = in (3.9) that

m+r

N((x,y,0,2);E) C > N((z,y,0,2); %) + N((x,y,a,2); %)
=1
+N ((z,y, a,2); Q) + N((z,y,a,2); Q)

provided that all but one of the set Q;, ¢ = 1,...,m+r, Qg, g, and €2 are SNC
at (z,vy, a, z) and the qualification condition

[w;‘GN(w;Qi),izl,...,m—i—r, wg € N(w; Qg), w*QGN(w;QQ),
m-+r

wh € N(w; Qqa), > wi +wg + wh + wh =0
i=1

=>w;‘:wg:w*Q:w§‘2:0

is satisfied for w = (x,y, a, z) from above. By the set structures in (3.9) and the
coderivative definition in (2.3) we can easily conclude that the latter qualification
condition reduces to the one formulated in part (b) of the theorem. On the other
hand, by [16, Corollary 3.81] the intersection set = is SNC at (x,y, a, z) if all sets
Q,i=1,....,m+r, Qg, Qg, and Q are SNC at the point under the validity of
the qualification condition (b).

Combining this with (4.9)—(4.11), taking into account the particular structures
of the sets in (3.9), and adjusting the corresponding notation, we arrive at the
suboptimality conditions (4.6)—(4.8) and thus complete the proof of the theorem.
The reader can easily reproduce all the corresponding details. ]

Remark 4.3. (specifications of strong suboptimality conditions under additional
assumptions). If for somei € {1,..., m} the function ; is continuous at the points
in question, then without loss of generality we can let «; = p;(z, y) in the qualifi-
cation condition (b) of Theorem 4.2 and &; = ¢;(Z, y) in suboptimality conditions
(4.8) for the corresponding inequality constraint. In this case the coderivative terms
in (b) reduces to either A\;0p;(x,y) for \; > 0 or 9°¢;(x,y) for A\; = 0, and simi-
larly in (4.8); see the formulas in (2.7) justifying these representations. Furthermore,
ifall p;, ¢ =1,...,m+ r, are Lipschitz continuous around the points in question,
then the coderivative conditions corresponding to the inequality constraints in (4.8)
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can be equivalently replaced by
Xz&pz('f,@ with /):z >0, +1=1,...,m,
while the coderivative conditions for the equality constraints can be replaced by

Nl [00i(@ ) Ud(—9:) (7, 9)], i=m+1,....,m+r

similarly for the qualification condition (b) in Theorem 4.2. Moreover, the sets
epip; fori =1,...,m and gph; fori = m+1,..., m+r are automatically SNC
in this setting. Thus we get back to [17, Theorem 5.30] established for Lipschitzian
functional constraints with no constraints of the equilibrium type.

Remark 4.4. (implementation and applications of strong suboptimality con-
ditions). The strong suboptimality conditions obtained in Theorem 4.2 in terms
of our basic/limiting normals, subgradients, and coderivatives can be applied to a
broad range of problems with specific structures due to full calculus available for
them and due to efficient computing these constructions in numerous settings im-
portant for applications; see [16, 17] for more results, discussions, and examples.
Actually, there is no much difference between implementation and applications of
necessary optimality conditions for MPECs (see, e.g., [1, 2, 7, 17, 29] and their ref-
erences) and the strong suboptimality conditions established in this paper. We can
particularly handle in this way complementarity problems, variational inequalities
and their extensions, problems of bilevel programming, etc., by using second-order
subdifferentials of extended-real-valued functions as in [1, 17].

ACKNOWLEDGMENT

This paper was finalized during the recent visit by Boris Mordukhovich to the
National Sun Yat-sen University at Kaohsiung, Taiwan. The warm hospitality of
Jen-Chih Yao and fruitful discussions with him are gratefully acknowledged.

REFERENCES

1. T. Q. Bao, P. Gupta and B. S. Mordukhovich, Necessary conditions in multiobjective
optimization with equilibrium constraints, J. Optim. Theory Appl., 135 (2007), 179-
203.

2. T. Q. Bao and B. S. Mordukhovich, Existence of solutions and necessary conditions
for set-valued optimization with equilibrium constraints, Appl. Math., 52 (2007),
453-472.

3. J. M. Borwein and Q. J. Zhu, Techniques of Variational Analysis, CMS Books in
Mathematics 20, Springer, New York, 2005.



N

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Suboptimality Conditions for Mathematical Programs with Equilibrium Constraints 2591

. S. Dempe, J. Dutta and B. S. Mordukhovich, New necessary optimality conditions
in optimistic bilevel programming, Optimization, 56 (2007), 577-604.

. 1. Ekeland, On the variational principle, J. Math. Anal. Appl., 47 (1974), 324-353.

. M. Fabian, Subdifferentiability and trustworthiness in the light of a new variational
principle of Borwein and Preiss, Acta Univ. Carolina, Ser. Math. Phys., 30 (1989),
51-56.

. M. L. Flegel, C. Kanzow and J. V. Outrata, Optimality conditions for disjunctive
programs with equilibrium constraints, Set-Valued Anal., 15 (2007), 139-162.

. R. Gabasov, F. M. Kirillova and B. S. Mordukhovich, The e-maximum principle for
suboptimal controls, Soviet Math. Dokl., 27 (1983), 95-99.

. P. Gupta, S. Shiraishi and K. Yokoyama, Epsilon-optimality without constraint quali-
fications for multiobjective fractional programs, J. Nonlinear Convex Anal., 6 (2005),
347-357.

A. Hamel, An e-Lagrange multiplier rule for a mathematical programming problem
on a Banach space, Optimization, 49 (2001), 137-150.

A. D. loffe and J.-P. Penot, Subdifferentials of performance functions and calculus
of coderivatives of set-valued mappings, Serdica Math. J., 22 (1996), 359-384.

P. Q. Khanh and L. M. Luu, Some existence results for vector quasivariational in-
equality involving multifunctions and applications to traffic equilibrium problems, J.
Global Optim., 32 (2005), 551-568.

A. B. Levy and B. S. Mordukhovich, Coderivatives in parametric optimization, Math.
Prog., 99 (2004), 311-327.

P. Loridan and J. Morgan, New results on approximate solutions in two level opti-
mization, Optimization, 20 (1989), 819-836.

Z.-Q. Luo, J.-S. Pang and D. Ralph, Mathematical Programs with Equilibrium Con-
straints, Cambridge University Press, Cambridge, UK, 1996.

B. S. Mordukhovich, Variational Analysis and Generalized Differentiation, I: Basic
Theory, Grundlehren Series (Fundamental Principles of Mathematical Sciences) 330,
Springer, Berlin, 2006.

B. S. Mordukhovich, Variational Analysis and Generalized Differentiation, II: Ap-
plications, Grundlehren Series (Fundamental Principles of Mathematical Sciences)
331. Springer, Berlin, 2006.

B. S. Mordukhovich, N. M. Nam and N. D. Yen, Fréchet subdifferential calculus and
optimality conditions in nondifferentiable programming, Optimization, 55 (20006),
685-708.

B. S. Mordukhovich and J. V. Outrata, Coderivative analysis of quasivariational
inequalities with applications to stability and optimization, SIAM J. Optim., 18 (2007),
389-412.

B. S. Mordukhovich and Y. Shao, Fuzzy calculus for coderivatives of multifunctions,
Nonlinear Anal., 29 (1997), 605-626.



2592 Truong Q. Bao, Pankaj Gupta and Boris S. Mordukhovich

21

22

23.

24.

25.

26.

27.

28.

29.

30.

. B. S. Mordukhovich and B. Wang, Necessary suboptimality and optimality conditions
via variational principles, SIAM J. Control Optim., 41 (2002), 623-640.

. J. V. Outrata, M. Kochvara and J. Zowe, Nonsmooth Approach to Optimization
Problems with Equilibrium Constraints, Kluwer Academic Publishers, Dordrecht,
The Netherlands, 1998.

R. R. Phelps, Convex Functions, Monotone Operators and Differentiability, 2nd
edition, Springer, Berlin, 1993.

S. M. Robinson, Generalized equations and their solutions, I: Basic theory, Math.
Progr. Study, 10 (1979), 128-141.

R. T. Rockafellar and R. J.-B.Wets, Variational Analysis, Grundlehren Series (Fun-
damental Principles of Mathematical Sciences) 317, Springer, Berlin, 1998.

A. Seeger, Approximate Euler-Lagrange inclusion, approximate transversality condi-
tion, and sensitivity analysis of convex parametric problems of calculus of variations,
Set-Valued Anal., 2 (1994), 307-325.

M. L. Sumin, Suboptimal control of a semilinear elliptic equation with a phase con-
straint and a boundary control, Diff. Eq., 37 (2001), 281-300.

J.-C. Yao and O. Chadi, Pseudomonotone complementarity problems and variational
inequalities, Handbook of Generalized Convexity and Generalized Monotonicity, pp.
501-558, Nonconvex Optimization, 76, Springer, New York, 2005.

J. J. Ye, Necessary and sufficient optimality conditions for mathematical programs
with equilibrium constraints, J. Math. Anal. Appl., 307 (2005), 350-369.

L. C. Young, Lectures on the Calculus of Variations and Optimal Control Theory,
Saunders, Philadelphia, Pennsylvania, 1969.

Truong Q. Bao and Boris S. Mordukhovich
Department of Mathematics,

Wayne State University,

Detroit, Michigan,

U.S.A.

E-mail: tgbao@math.wayne.edu

Pankaj Gupta

Department of Operational Research,
University of Delhi,

Delhi, India

Boris S. Mordukhovich
Department of Mathematics,
Wayne State University,
Detroit, Michigan,

U.S.A.

E-mail: boris@math.wayne.edu



